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PREFACE 
 
 

It is our great pleasure to present this Special Issue of the 
Tehnički glasnik-Technical Journal, which marks the latest 
chapter in the fruitful collaboration between the Faculty of 
Mechanical Engineering and Naval Architecture, CAPLM, 
and the Tehnički glasnik-Technical Journal, a partnership 
that has continued since 2020. This issue is the third in a 
series of Special Issues dedicated to the International 
Scientific Conference "Management of Technology – Step to 
Sustainable Production" (MOTSP), which has been 
organized annually since 2009. 

 
The 16th MOTSP Conference takes place from June 3 to 

June 6, 2025, at the Hotel Miramare in Crikvenica, Croatia. 
This year’s Special Issue features 29 rigorously reviewed 
papers authored by researchers from eight countries: Austria, 
Germany, Hungary, Poland, Slovenia, Slovakia, Serbia, and 
Croatia. The breadth and diversity of these contributions 
reflect the international character and scientific excellence 
fostered by the MOTSP community. Additional accepted 
papers will be published in forthcoming regular issues of the 
Tehnički glasnik-Technical Journal. 

 
The MOTSP2025 conference featured three invited 

lectures from leading experts: 
 
• Filip Šuligoj, "Advancements in Robotically Assisted 

Medical Procedures" 
• Sven Maričić, "Application of Artificial Intelligence in 

Additive Technologies: Case Studies in Robotics and 
Medicine" 

• Tomislav Staroveški, "Innovations in Robotic Sanding 
and Polishing Systems" 
 
The presented works, delivered through oral 

presentations and posters, span a wide array of contemporary 
topics, including but not limited to: digital manufacturing, 
robotics, artificial intelligence, sustainable production, 
materials engineering, industrial engineering, industry 
4.0/5.0 and industrial process optimization. The papers are 
organized into thematic sections to facilitate focused 
discussion and knowledge exchange. 

 
 

 
 
 
Beyond the scientific content, this issue underscores the 

MOTSP conference’s role as a platform for fostering 
international collaboration and professional networking. The 
conference has repeatedly proven to be a catalyst for new 
partnerships and interdisciplinary research, as exemplified by 
the ongoing collaboration between researchers from Croatia 
and India, initiated at MOTSP2024 in Dubrovnik. 

 
We extend our sincere gratitude to all authors, reviewers, 

and members of the organizing and editorial committees 
whose dedication and expertise have made this Special Issue 
possible. We are confident that the contributions collected 
here will stimulate further research, innovation, and 
collaboration within the engineering and technology 
community. 

 
We wish all readers an inspiring and productive 

engagement with the work presented in this Special Issue. 
 
 
Dr. Predrag Ćosić, Full Professor with Tenure 
Chairman of MOTSP 2025 - Guest Editor 
 
Dr. Zdenka Keran, Associated Professor 
Secretary of MOTSP2025 
 
Dr. Milan Kljajin, Full Professor with Tenure 
Editor-in-Chief 
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Reproducibility of Areal Topography Parameters Obtained by Atomic Force Microscope 

Andrej Razumić*, Biserka Runje, Zdenka Keran, Zvonko Trzun, Daniel Pugar 

Abstract: In the context of quality management and Industry 5.0, reproducibility is a critical indicator of the ability to achieve consistent and predictable results in laboratories, 
research, as well as in systems and processes. Reproducibility is also an indispensable component of measurement uncertainty, which quantifies the precision of measurement 
results. To standardize the measurement procedure for surface topography parameters obtained using atomic force microscope (AFM) and to establish the accuracy and precision 
of measurement results, an analysis of repeatability and reproducibility was conducted in accordance with the ISO 5725-2:2019 standard, Accuracy (trueness and precision) of 
measurement methods and results – Part 2: Basic method for the determination of repeatability and reproducibility of a standard measurement method. Measurements were 
performed on two AFM standards and a steel sample. The research was conducted over the course of one year and repeated after four years using the same samples. 

Keywords: areal topography parameters; atomic force microscope; Industry 5.0; quality management; reproducibility 

1 INTRODUCTION 

In the contemporary context of quality management and 
the development of Industry 5.0, the reproducibility of 
measurement results represents a critical parameter for 
ensuring consistency and predictability across various 
domains of scientific research, laboratory testing, and 
complex industrial and technological systems. The 
reproducibility of measurement results has become to be a 
fundamental aspect of quality management in diverse 
industries, particularly during the transition to Industry 5.0, 
where human-machine collaboration and advanced 
technologies are take center stage. 

International standards such as ISO 5725 – Accuracy 
(trueness and precision) of measurement methods and results 
[1] and ISO 21748:2017 – Guidance for the use of 
repeatability, reproducibility and trueness estimates in 
measurement uncertainty evaluation [2] provide guidelines 
for assessing the accuracy and precision (repeatability, 
reproducibility) of measurement methods. Accurate and 
precise measurement data are crucial for implementing 
technologies such as IoT and big data analytics in Industry 
4.0. These standards also offer a framework for evaluating 
and managing measurement uncertainty, ensuring high-
quality standards in personalized manufacturing 
characteristic of Industry 5.0. Integrating ISO 5725 and ISO 
21748:2017 into measurement processes ensures that 
decisions are based on accurate, reliable, and comparable 
data, which is essential for successful business operations 
and research. The analysis of repeatability and 
reproducibility in accordance with ISO 5275 is conducted 
across various fields and branches of science, including 
measurement system analysis [3], chemistry [4], medicine 
[5] and others. 

Surface topography as one of the main indicators of 
surface quality plays a key role in determining the 
mechanical, tribological, biological, optical and other 
product properties [6]. The development of technologies has 
increased the requirements for surface quality, and thus the 
need for three-dimensional (areal) measurement techniques 
and surface characterization [7]. Surface topography testing 
is performed using different methods and a wide array of 

linear and areal topography parameters [8]. The first devices 
for measuring the topography, i.e. the roughness of the 
technical surface were stylus instruments, and they were 
developed in the 1930s [9]. The surface topography test using 
a stylus instrument with a probe is carried out by means of 
the probe tip, which makes contact with the tested surface 
and moves along the direction of measurement. With a stylus 
instrument, line (2D) profile measurement is performed, 
which provides some functional data on the surface. 
However, areal or three-dimensional (3D) measurement is 
required to fully characterize functional surface information 
[10]. The development of the white light interferometer and 
the 3D non-contact profilometer in the early 1980s enabled 
areal measurement of surface topography [11]. The non-
contact profilometer, operating on the principle of light 
interference, is currently the most commonly used optical 
device. Today, due to increasingly stringent surface quality 
requirements, surface topography testing is also conducted 
using scanning microscopes, in addition to the traditional 
methods mentioned above. Scanning microscopes, in order 
to obtain information on surface topography, are divided into 
scanning electron microscopes and microscopes with 
scanning probes. The scanning electron microscope operates 
by directing an electron beam focused by an electromagnetic 
field. Microscopes with scanning probes create an image of 
the surface by using a probe that touches the surface for data 
collection [12]. Among microscopes with scanning probes, 
the atomic force microscope (AFM) stands out, enabling the 
display of surface topography in both 2D and 3D.  

It can be concluded that today numerous methods and 
instruments have been developed that are used for testing and 
analysis of surface topography [13]. All these methods, both 
traditional and modern, require clear protocols for the 
calibration of measuring instruments and internationally 
recognized standards that define measurement conditions, 
criteria for input values in measurement procedures, 
parameters that characterize the surface, procedures for 
evaluating measurement uncertainty, and so on. These 
methods rely on entirely different measurement principles, so 
without a clearly defined instrument calibration procedure, 
measurement procedure, and result analysis, achieving 
compatibility between results obtained from different 
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methods is unlikely. There are a large number of standards in 
the field of surface topography measurement, and new 
standards are currently under development. The aim of these 
developing standards is to achieve harmonization in the field 
of surface topography measurement. The objective of this 
study is to determine the stability (repeatability and 
reproducibility) of measurement results obtained by AFM in 
the field of surface topography. 

 
2 AREAL TOPOGRAPHY PARAMETERS 
 

Surface topography is a three-dimensional characteristics 
of a surface that provides a quantitative insight into the 
condition of the surface, and includes components of surface 
texture (roughness and waviness) and other irregularities, 
such as deviations from the shape [14].  

The parameters describing surface topography can be 
categorized into line (2D) and areal (3D) parameters. Line 
parameters are derived from data collected along a single 
line, based on the surface profile. Depending on the type of 
profile, the line parameters can be designated as P for 
primary profile, W for waviness profile, and R for roughness 
profile. According to the ISO 4287:1997 standard, 
"Geometrical Product Specifications (GPS) – Surface 
texture: Profile method – Terms, definitions and surface 
texture parameters," line roughness parameters are classified 
into four main groups: amplitude, spacing, hybrid, and curve-
related parameters. 

Areal topography parameters quantitatively describe the 
condition of the surface of the measured sample and are 
designated as marked S or V [3]. Parameters marked with the 
label S describe the scanned area, while those labeled V 
indicate the material volume per unit area [15]. These are 
commonly referred to as 3D topography or roughness 
parameters in the literature. Unlike line parameters, the initial 
letter of the surface parameter label does not indicate the type 
of surface observed (roughness or waviness). For example, 
the parameter Sa can be applied to roughness, waviness, or 
primary profile data [3]. In order to unambiguously interpret 
the results, it is necessary to indicate which filter was used 
next to the areal topography parameter. To unambiguously 
interpret the results, it is important to specify the filter used 
alongside the areal topography parameter. 

 
Table 1 Areal topography parameters  

Arithmetical mean height 
1 ( , ) d d
A A

Sa z x y x y= ∫∫  

Root mean square height 21 ( , ) d d
A A

Sq z x y x y= ∫∫  

Maximum height Sz 
 
There are numerous surface topography parameters that 

are needed to fully describe the surface condition. According 
to the ISO 25178-2:2021 standard, Geometrical product 
specifications (GPS) – Surface texture: Areal – Part 2: Terms, 
definitions and surface texture parameter [16], areal 
topography parameters are grouped into several categories: 
height, spatial, hybrid, functional, related, and miscellaneous 
parameters. To gain a comprehensive understanding of the 
surface's condition, it is essential to monitor as many areal 

topography parameters as possible. Tab. 1 provides the 
expressions used to calculate the areal surface topography 
parameters measured in this study. 
 
3 REPEATABILITY AND REPRODUCIBILITY OF 

MEASUREMENT RESULTS 
 

The paper analyses the repeatability and reproducibility 
of areal topography parameters Sa, Sq and Sz obtained by the 
atomic force microscope (Oxford MFP-3D Origin). Prior to 
conducting the measurements, the AFM was calibrated using 
the STS3-1000P standard, developed by the American 
company VLSI Standards. The selected scan size is 20 µm × 
20 µm, the scan resolution is 256, and the scan speed is 80 
µm s-1. Areal topography parameters Sa, Sq and Sz measured 
by the atomic force microscope were measured on the 
primary surface, i.e. they were not filtered. Measurements 
were performed on two AFM standards and a steel sample. 
The standards and sample are presented in 2D and 3D view 
in Figs. 1, 2 and 3.  

 

 
Figure 1 Standard 1 in two-dimensional and three-dimensional form 

 

 
Figure 2 Standard 2 in two-dimensional and three-dimensional form 

 

 
Figure 3 Sample in two-dimensional and three-dimensional form 

 
The calculation of repeatability and reproducibility of 

measurement results was performed in accordance with ISO 
5725-2:2019 standard, Accuracy (trueness and precision) of 
measurement methods and results – Part 2: Basic method for 
the determination of repeatability and reproducibility of a 
standard measurement method [17]. Definitions of basic 
terms and expressions for the calculation of repeatability and 
reproducibility in accordance with ISO 5725-2:2019 are 
provided in Tab. 2. In accordance with ISO 5725 standard, 
repeatability and reproducibility are assessed on the basis of 
comparative measurements between laboratories. In this 
paper, the theory of comparative measurements is applied to 
measurements within one laboratory. The term laboratory has 
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been replaced by the term measuring series, and refers to a 
change in the measurement conditions (e.g. a change in the 
measuring point on a standard or object of measurement). 
The analysis was performed to determine the precision and 
compatibility of measuring devices and methods. 
 

Table 2 Definitions of basic terms and expressions 
Repeatability 
Precision under repeatability conditions. 
Conditions where independent test results are obtained with the same 
method on identical test items in the same laboratory by the same 
operator using the same equipment within short intervals of time. 
Reproducibility 
Precision under reproducibility conditions. 
Conditions where test results are obtained with the same method on 
identical test items in different laboratories with different operators using 
different equipment. 

Terms Expressions (Formulae) 
The arithmetic mean of test results xij in 
the ith measurement series. 
n – number of repeated measurements 
Index i represents the measurement series 
(i = 1, 2, ... m) 
Index j represents the measurement in the 
measurement series (j = 1, 2, .... n) 

1

1 n

i ij
i j

x x
n =

= ∑  

Grand mean of test results 
N – total number of measurements 1 1

1 m n

ij
i j

x x
N = =

= ∑∑  

The estimate of the within-measurement 
series standard deviation. 

2
1( )

1

n
ij

i
i

x x
s

n
=

−
=

−

∑  

Repeatability standard deviation 
2

1

1

( 1)

1

m
i ii

r m
ii

n s
s

n
=

=

−
=

−

∑
∑

 

The estimate of the between-measurement 
series standard deviation. 

2
2 r

L d
ss s
n

= −  

The estimate of the standard deviation of 
the mean of measurement series 

2
1( )

1

m
ii

d
x x

s
m

=
−

=
−

∑  

Reproducibility standard deviation 2 2
R r Ls s s= +  

Repeatability limit – with a probability of 
95 %. 2 8 rr . s=  

Reproducibility limit – with a probability 
of 95 %. 2 8 RR . s=  

 
In order to calculate the repeatability and reproducibility 

of areal topography parameters Sa, Sz and Sq, 15 repeated 
measurements were performed on the standards in two 
measurement series. Within the measurement series, 
measurements were performed under repeatability conditions 
(same metrologies, same measuring instrument, same 
measurement conditions, repeating measurements in a short 
period of time). Between the measurements performed in the 
first and second measurement series (measurements 
performed in two days), the repeatability conditions were not 
fully met, but the reproducibility conditions were entered.  

In order to examine the influence of surface quality 
(uniformity) on the reproducibility of areal parameters of 
surface topography, measurements were performed on 
standards and steel sample. Measurements were performed in 
five measuring series (different measuring points) with three 
repeated measurements. The term different measuring points 
refers to three repeated measurements performed at five 

distinct locations on a single standard or sample. The 
conducted statistical tests did not reveal outliers in the 
measurement results. 

The comparison of results was conducted using the En 
agreement factor (Eq. (1)), where n represents the number of 
laboratories participating in the study. 
 

1 2
2 2
1 2

1
2

x x
En

u u

−
= ≤

+
                                                          (1) 

 
The measurement uncertainties of areal topography 

parameters were evaluated by mathematical models in [15], 
and are eaqual to u(Sa) = 2.2 nm, u(Sz) = 3.5 nm, 
u(Sq) = 2.4 nm. 
 
4 ANALYSIS OF MEASUREMENT RESULTS 
 

The analysis results of repeatability and reproducibility of 
areal topography parameters Sa, Sz and Sq performed on 
standards in two measurement series of which each contained 
fifteen repeated measurements. Results are shown in Tables 
3 and 4. The measured values of repeatability r and 
reproducibility R are the values within which it can be 
expected that there is a difference between two individual 
measurement results, obtained under the conditions of 
repeatability and reproducibility with probability P. The 
tables present the results measured in 2021 and four years 
later, in 2025. 
 

Table 3 Standard 1 – two measurement series 
 Sa/nm Sz/nm Sq/nm 

2021 
Measurement 

series 
Measurement 

series 
Measurement 

series 
1 2 1 2 1 2 

x̄ 50.85 50.16 174.52 175.91 54.65 54.39 
si 0.15 0.22 1.40 1.59 0.47 0.20 
x̿ 50.50 175.22 54.52 
r 0.528 4.133 0.995 
R 0.567 4.433 1.027 

2025 
Measurement 

series 
Measurement 

series 
Measurement 

series 
1 2 1 2 1 2 

x̄ 50.24 51.24 182.50 176.63 51.812 53.71 
si 0.16 0.19 2.03 1.63 0.174 0.244 
x̿ 50.74 179.63 52.76 
r 0.489 5.094 0.586 
R 0.593 5.394 0.881 

En 0.04 0.44 0.26 
 
The absolute difference of two individual measurement 

results of parameters Sa, Sz and Sq, under repeatability and 
reproducibility conditions will in no more than 5 % of cases 
be greater than r and R. For example: The absolute difference 
of two individual measurement results of parameters Sa and 
Sq under reproducibility conditions will in no more than 5 % 
of cases be greater than 1 nm. The absolute difference of two 
individual measurement results of parameters Sz under 
reproducibility conditions will in no more than 5 % of cases 
be greater than 6 nm. The results showed that by repeating 
the measurements after a long period of time we did not enter 
the reproducibility conditions, ie that the time period between 
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measurements does not significantly affect the areal 
topography parameters Sa, Sz and Sq.  
 

Table 4 Standard 2 – two measurement series 
 Sa/nm Sz/nm Sq/nm 

2021 Measurement series Measurement 
series Measurement series 

1 2 1 2 1 2 
x̄ 28.87 28.28 205.54 203.21 40.61 40.00 
si 0.17 0.17 1.27 1.68 0.17 0.18 
x̿ 28.57 204.37 40.30 
r 0.468 4.114 0.477 
R 0.498 4.114 0.509 

2025 Measurement series Measurement 
series Measurement series 

1 2 1 2 1 2 
x̄ 30.88 30.69 205.30 210.03 41.52 41.811 
si 0.28 0.12 1.42 1.98 0.28 0.12 
x̿ 30.79 207.67 41.67 
r 0.592 4.763 0.595 
R 0.592 4.902 0.595 

En 0.36 0.33 0.21 
 

Table 5 Standard 1 – five measurement series (Sa/nm) 

2021 Measurement series 
1 2 3 4 5 

x̄ 51.24 51.59 52.38 51.5 50.99 
si 0.03 0.08 0.06 0.03 0.06 
x̿ 51.54 
r 0.148 
R 1.460 

2025 Measurement series 
1 2 3 4 5 

x̄ 50.47 49.73 51.45 52.08 51.78 
si 0.17 0.05 0.05 0.08 0.05 
x̿ 51.10 
r 0.257 
R 2.711 
En 0.07 

 
Table 6 Standard 1 – five measurement series (Sz/nm) 

2021 Measurement series 
1 2 3 4 5 

x̄ 198.3 159.9 170.1 189.1 173.2 
si 1.00 0.79 0.25 1.12 1.17 
x̿ 178.20 
r 2.572 
R 24.616 

2025 Measurement series 
1 2 3 4 5 

x̄ 140.09 191.49 215.10 173.31 163.63 
si 3.12 1.25 2.61 4.40 1.01 
x̿ 176.72 
r 3.664 
R 29.665 

En 0.15 
 
The analysis of the results of repeatability and 

reproducibility of areal topography parameters Sa, Sz and Sq 
were performed on standards in a set of five measurement 
series of which each contained three repeated measurements. 
Results are shown in tables 5 to 10. 

The analysis was conducted to determine the impact of 
surface quality (uniformity) on reproducibility of areal 
topography parameters.  

The results showed that the change of the measuring point 
on the standards does not significantly affect the areal 
topography parameters Sa and Sq. The absolute difference of 
two individual measurement results of parameters Sa and Sq 
under reproducibility conditions will in no more than 5 % of 
cases be greater than 1 nm.  

 
Table 7 Standard 1 – five measurement series (Sq/nm) 

2021 Measurement series 
1 2 3 4 5 

x̄ 54.29 54.66 55.12 54.64 54.27 
si 0.03 0.07 0.08 0.06 0.07 
x̿ 54.59 
r 0.180 
R 0.971 

2025 Measurement series 
1 2 3 4 5 

x̄ 53.54 53.70 55.08 55.18 54.17 
si 0.14 0.11 0.11 0.21 0.18 
x̿ 54.34 
r 0.423 
R 2.134 
En 0.04 

 
Table 8 Standard 2 – five measurement series (Sa/nm) 

2021 Measurement series 
1 2 3 4 5 

x̄ 28.69 29.34 29.7 28.69 28.61 
si 0.02 0.06 0.03 0.04 0.02 
x̿ 29.01 
r 0.106 
R 0.786 

2025 Measurement series 
1 2 3 4 5 

x̄ 30.49 30.98 31.11 30.86 30.14 
si 0.11 0.11 0.19 0.24 0.29 
x̿ 30.71 
r 0.558 
R 1.183 
En 0.24 

 
Table 9 Standard 2 – five measurement series (Sz/nm) 

2021 Measurement series 
1 2 3 4 5 

x̄ 198.3 205.4 209.3 203.6 203.8 
si 0.20 0.26 0.26 0.29 0.12 
x̿ 204.11 
r 0.644 
R 6.343 

2025 Measurement series 
1 2 3 4 5 

x̄ 242.96 293.54 212.61 190.67 188.74 
si 0.43 0.37 0.40 0.26 0.29 
x̿ 205.7 
r 0.986 
R 23.879 
En 0.16 
 
The change of the measuring point on the standard 2 

introduced the conditions of reproducibility, ie the change of 
the measuring point significantly effects the areal topography 
parameter Sz. The absolute difference of two individual 
measurement results of parameter Sz under reproducibility 
conditions will in no more than 5 % of cases be greater than 
25 nm. 
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The analysis results of repeatability and reproducibility of 
areal topography parameters Sa, Sz and Sq were performed 
on sample in five measurement series of which each 
contained three repeated measurements. Due to its irregular 
surface, the measurement uncertainty of the topography 
parameters is higher than that of the reference standards. 
Results are shown in Tabs. 11 to 13. 

 
Table 10 Standard 2 – five measurement series (Sq/nm) 

2021 Measurement series 
1 2 3 4 5 

x̄ 40.07 39.56 39.53 39.46 40.37 
si 0.04 0.02 0.01 0.03 0.03 
x̿ 39.80 
r 0.077 
R 1.111 

2025 Measurement series 
1 2 3 4 5 

x̄ 41.30 41.78 41.82 41.64 41.52 
si 0.16 0.11 0.08 0.17 0.13 
x̿ 41.61 
r 0.368 
R 0.654 
En 0.27 

 
Table 11 Sample – five measurement series (Sa/nm) 

2021 Measurement series 
1 2 3 4 5 

x̄ 62.84 124.3 111.7 90.7 102.1 
si 0.35 0.49 1.49 0.18 1.01 
x̿ 98.33 
r 2.362 
R 64.635 

2025 Measurement series 
1 2 3 4 5 

x̄ 104.85 93.60 80.64 97.80 112.33 
si 0.28 0.20 1.24 0.75 1.61 
x̿ 97.85 
r 2.711 
R 33.148 
En 0.08 

 
Table 12 Sample – five measurement series (Sz/nm) 

2021 Measurement series 
1 2 3 4 5 

x̄ 749.42 992.88 1020.85 757.35 01247.12 
si 0.40 14.41 21.48 3.08 3.72 
x̿ 913.52 
r 32.521 
R 408,40 

2025 Measurement series 
1 2 3 4 5 

x̄ 1101.07 722.90 650.18 816.32 1164.33 
si 9.50 5.83 3.52 16.31 8.16 
x̿ 890.96 
r 26.772 
R 634.61 
En 0.97 
 
Based on the analysis of repeatability r and 

reproducibility R performed on the sample, it can be 
concluded that the change of the measuring point on the 
sample introduced the conditions of reproducibility, i.e. that 
the change of the measuring point significantly effects the 
areal topography parameters.   

According to the ISO 21748: 2017 standard, Guidance for 
the use of repeatability, reproducibility and trueness 
estimates in measurement uncertainty evaluation [2], one of 
the input values in the mathematical model for evaluating 
measurement uncertainty is the reproducibility of 
measurement results. The standard deviation sR is expected 
to be estimated from comparative measurements. In this 
paper, the theory of comparative measurements is applied to 
measurements within one laboratory, and the term different 
laboratories refers to a change in the measurement conditions 
(e.g. change of the measuring point on the object of 
measurement). 

 
Table 13 Sample – five measurement series (Sq/nm) 

2021 Measurement series 
1 2 3 4 5 

x̄ 83.93 173.3 145.9 113.2 102.8 
si 0.3 0.81 1.74 0.08 2.95 
x̿ 123.82 
r 4.359 
R 35.659 

2025 Measurement series 
1 2 3 4 5 

x̄ 129.60 118.71 101.72 123.03 132.56 
si 0.19 0.14 1.09 0.63 1.33 
x̿ 121.12 
r 2.278 
R 33.578 
En 0.40 

 
The difference in repeatability and reproducibility values 

before and after four years for measurements of two 
measurement series across all measured parameters is less 
than 1 nm. For measurements of five measurement series on 
Standards 1 and 2, the difference in repeatability and 
reproducibility before and after four years is less than 2 nm 
for the Sa and Sq parameters and less than 4 nm for the Sz 
parameter. The values of the En agreement factor for all 
measurements on Standards 1 and 2 before and after four 
years are less than 1, indicating that the results are 
compatible. Differences in repeatability and reproducibility 
before and after four years for the measurement sample, can 
be attributed to the non-uniform surface of the measurement 
sample. 
 
5 CONCLUSION 

 
Ensuring high repeatability and reproducibility of 

measurement results is a fundamental prerequisite for 
effective quality management and the advancement of 
Industry 5.0. Reliable measurement data are essential for 
integrating advanced manufacturing technologies, including 
artificial intelligence-driven quality control, cyber-physical 
systems, and data-driven process optimization. The 
principles of ISO 5725 and ISO 21748 provide a robust 
framework for evaluating measurement accuracy and 
precision, supporting enhanced decision-making in 
intelligent manufacturing ecosystems. The increasing 
reliance on digitalization and automation in Industry 5.0 
underscores the need for standardized measurement 
methodologies to ensure process stability, minimize 
variability, and achieve high precision in next-generation 
manufacturing and research environments. 
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This study applied the theory of comparative 
measurements to the assessment of surface topography 
parameters in accordance with ISO 5725:2019. The 
repeatability and reproducibility of the areal topography 
parameters Sa, Sz, and Sq obtained using an atomic force 
microscope were analyzed on two reference standards and 
one sample. 

The analysis of measurement series conducted over a 
four-year interval demonstrated a high degree of consistency 
in results. Differences in repeatability and reproducibility 
values before and after four years for two measurement series 
were below 1 nm, while for five series performed on 
Reference Standards 1 and 2, they remained below 2 nm for 
parameters Sa and Sq, and below 4 nm for Sz. The En 
agreement factor, remaining below 1, confirms the long-term 
stability of the measurement system. However, for the 
measurement sample, the En agreement factor close to 1 
suggest that variations can be attributed to the non-uniformity 
of the sample surface. 

Furthermore, the change of the measuring point on the 
reference standards did not significantly affect the results for 
Sa and Sq, while Sz exhibited notable dependence. The 
observed differences in measurements obtained with a time 
lag were attributed to random variability, reinforcing system 
stability. However, on the sample, the variation of the 
measuring point introduced reproducibility conditions, 
significantly influencing the measured areal topography 
parameters. 
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Risk Assessment Procedure for Calibration 

Dubravka Božić*, Biserka Runje, Andrej Razumić 

Abstract: In the product quality assessment process, it is determined whether the product meets the specified requirements. The assessment is based on measuring the specific 
characteristics of the product. Depending on the measurement uncertainty, the risk of accepting a product that does not meet specifications can be assessed, i.e., the consumer's 
risk. Conversely, rejecting a product that meets specifications poses a risk for the manufacturer. The standard method of risk assessment by points has been expanded planar 
and spatially and was applied for risk calculation during the calibration of the roundness measurement device on a moderate scale from −3 µm to 3 µm. A known observation of 
the dependent variables is used to calculate the producer's and consumer's risk of the corresponding explanatory variable. The risk of calibration was performed for the linearized 
tolerance interval. Measurement uncertainty of the calibrated value was determined from the regression line by utilizing the propagation of error.  

Keywords: calibration; confusion matrix; consumer’s risk; producer’s risk; uncertainty 

1 INTRODUCTION  
1.1 Conformity Assessment, Basic Information 

A product's quality assessment implies verification of its 
compliance with the required standards. The decision about 
conformity is based on the measured value of one or more 
characteristics of an item of interest and the measurement 
uncertainty associated with the provided measurement [1]. 
However, in the conformity assessment procedure, the wrong 
decisions can occur [2]. The product may be rejected as non-
compliant despite meeting the specified requirements. This 
poses a risk to the producer and results in a loss of profit. On 
the other hand, accepting a product that does not conform to 
specifications is detrimental to the consumer [3].  

In this study global producer's risk RP and global 
consumer's risk RC are calculated based on decision rules 
with a guard band [4]. A guard band of length w is placed 
between the tolerance interval [TL, TU] and the acceptance 
interval [AL, AU]. The tolerance interval represents the 
interval of permissible values for a particular property of an 
item of interest. It is assumed that the true value of the 
measurement should be within the tolerance range. 
Acceptance interval is the interval of permissible measured 
quantity values [5]. The symbols TL and AL refer to the lower 
limit of the tolerance interval and the acceptance interval, 
respectively. Analogously, the symbols TU and AU are used 
for the upper limit of the tolerance interval and the 
acceptance interval, respectively.  

The global risk of producers and consumers was 
estimated using the Bayesian approach [6]. This approach 
combines prior knowledge of the quantity being measured 
with information obtained during the measurement process. 
The true value of measurement is assumed to be unknown. It 
is therefore modelled as a random variable with assigned the 
appropriate distribution g0 with possible values η. The 
parameters of prior distribution g0 are the best estimate of the 
measured quantity y0 and the measurement uncertainty u0 
associated with the best estimate. The choice of prior depends 
on the measurand nature. Most often it is a normal 
distribution, but it can also be some other distribution [7-9]. 
Measurement data are modelled using the likelihood function 
h with taking the measurement uncertainty um obtained from 

the measurement process. The likelihood function usually is 
characterised by a normal distribution [5]. 

1.2 Regression vs Calibration Models for Risk Assessments 

The calibration risk assessment models are based on 
regression risk assessment models. Depending on the method 
of calculating measurement uncertainty and the appearance 
of tolerance and acceptance curves, three models are used to 
estimate the global producer's and consumer's risk for 
regression [10]. Concerning the tolerance interval and 
acceptance interval, linearized and non-linearized models 
can be defined for risk assessment in regression, that is, 
calibration. In the linearized model, tolerance and acceptance 
lines are positioned parallel to the y = x line. Also, tolerance 
and acceptance lines are placed symmetrically from both 
sides of the y = x line. The same applies to the tolerance and 
acceptance curves for the non-linearized model, shown in 
Fig. 1.  

Figure 1 Tolerance and acceptance intervals: a) linearized model; b) non-
linearized model [10] 

Measurement uncertainty can be determined by using 
comprehensive measurement performance data or by 
considering a functional relationship obtained by linear 
regression analysis [10]. These measurement uncertainties 
are denoted with 0

GUMu  and 0
LRAu , respectively. The 

measurement uncertainty 0
GUMu  is the same for all points of 

the moderate scale x. On the other hand, measurement 
uncertainty 0

LRAu  is calculated according to the propagation 
of error performed for the equation of regression line. 
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Therefore, the points of the moderate scale have different 
measurement uncertainties. The measurement uncertainties 
calculated in this manner are the largest for points located on 
the edges of the moderate scale, and the smallest in the 
middle of the moderate scale [11]. 

A trivial regression risk assessment model is a model 
with linearized acceptance and tolerance intervals combined 
with measurement uncertainty 0

GUMu . The non-linearized 
model is always used in combination with the measurement 
uncertainty 0

LRAu . In that case, the limits of tolerance and 
acceptance intervals depend on the measurement uncertainty  

0
LRAu  [10]. In this study, the risk assessment procedure for 

calibration is derived from a linearized regression model in 
combination with measurement uncertainty 0

LRAu . 
 
1.3 Linearized Tolerance and Acceptance Intervals 
 

For the linearized model, tolerance and acceptance lines 
are set parallel to the y = x line. Let for the points of moderate 
scale xi, i = 1, 2, …, n be valid yi' = xi, where n is the total 
number of points on a moderate scale, for which 
measurement was performed. When determining the 
regression line, the mean of m repeated measurements at the 
points of the moderate scale was used. The regression line 
has the form: 
 

,y xα β= +                                                                         (1) 
 
where β is a slope and α is the y-intercept of the regression 
line. The values of the regression line yi calculated at the 
points of the moderate scale xi, i = 1, 2, …, n are obtained 
from the equation: 
 

, 1, 2, ..., .i iy x i nα β= + =                                                (2) 
 
The upper tolerance line is set relative to the y = x, and it is 
given by the equation: 
 

U U , 1, 2, ..., .i iT y ' i nα= + =                                              (3) 
 
Analogously, the lower tolerance line is calculated from the 
equation: 
 

L L , 1, 2, ..., .i iT y ' i nα= − =                                               (4) 
 
The values αU and αL in Eq. (3) and (4) represent the y-
intercept of the upper and lower tolerance lines, respectively. 
Due to symmetry, it is valid that αU = αL > 0.  The tolerance 
interval has a range ΔT = αU + αL = 2αU. The acceptance 
interval may fall within the tolerance interval. If that is the 
case, then is valid that [AL, AU] ⸦ [TL, TU], and holds AL = TL 
+ w, AU = TU ‒ w. Likewise, the acceptance interval can 
exceed the tolerance interval, i.e. it is valid that [AL, AU] ⸧ 
[TL, TU]. Then the acceptance interval is [AL, AU] = [TL ‒ w, 
TU + w]. This is the widest interval along the guard band axis 

at which the risk curves can be observed. This interval 
encompasses both the above-mentioned interrelationships 
between the acceptance interval and tolerance interval, as 
well as the case when the limits of the tolerance and 
acceptance intervals coincide. The risk curves along the 
guard band axis will be shown for the subdivision nodes of 
the interval [TL ‒ w, TU + w]. Also, behaviour of risk curves 
will be presented along a moderate scale.  

Calibration risk assessment models are designated from 
the specified regression risk assessment models. The 
calibration and regression risks for the linearized model in 
combination with the measurement uncertainty 0

GUMu  can be 
equal. This holds if the measurement uncertainty of the 
response variable in the regression model r

GUM
yu  is equal to 

the measurement uncertainty of the explanatory variable 

e
GUM
xu  in the calibration model. Also, the equality of risk in 

regression and calibration within this model arises from the 
model's geometry. It is straightforward to demonstrate that, 
for a given value of the response variable yr, the value of the 
explanatory variable xe, lies within the tolerance interval [yr 
‒ αU, yr + αL] and holds | AB | = | CD | = |αU + αL| = 2αU = ΔT, 
as well as | ET | = |TF | = |yr ‒ xe|, Fig. 2. This implies that xe 
and yr are symmetrically positioned within the segments AB  
and CD  respectively, in terms of their distances from the 
endpoints of these segments. In this trivial model, the risks 
for regression and calibration differ if and only if r

GUM
yu  ≠ 

e
GUM
xu . 

 

 
Figure 2 Linearized tolerance and acceptance interval for the explanatory variable 
 
1.4 Measurement Uncertainty for Calibration Models 
 

In the present study, a risk estimation model for 
calibration was examined, which is derived from a linearized 
risk estimation model for regression in combination with the 
measurement uncertainty 0

LRAu . The tolerance and 
acceptance intervals for risk estimation in calibration, in the 
case where the acceptance interval is contained within the 
tolerance interval, are modelled as described previously and 
shown in Fig. 2.  

The fundamental difference in risk estimation between 
regression and calibration lies in the way the measurement 
uncertainty 0

LRAu  is calculated. In risk estimation for 
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regression, the measurement uncertainty 0
LRAu  is computed 

for the values of the regression line yi, i = 1, 2, …, n using the 
equation: 
 

2 2 2 2 2
0 ( ) ( ) ( ) .LRA

i i xu y u x uα β β σ= + +                              (5) 
 
The measurement uncertainty in the calibration model is 
calculated for the values of the explanatory variable, i.e., for 
the points of the moderate scale xi, where i = 1, 2, …, n using 
the equation [11]: 
 

2 2 2 2

0 2 4

( ) ( ) ( )
( ) .yLRA i

i
u y u

u x
σ α α β

β β

+ −
= +                       (6) 

 
Eqs. (5) and (6) apply to a symmetric equidistant moderate 
scale centered around zero observed in this study. Details on 
how to calculate the measurement uncertainties u(α), u(β) 
and the quantities σx and σy can be found in [10].  
 
2 METHODS AND MATERIALS 
2.1 Measurement Description 
 

The risk assessment was performed during the 
calibration of the Mahr MMQ3 roundness measuring device. 
Data were collected throughout the calibration process of an 
inductive contact probe (dial indicator) on a universal length 
measuring machine (ULM). All measurements were 
conducted at the University of Zagreb in the Laboratory for 
Precise Measurement of Length at the Faculty of Mechanical 
Engineering and Naval Architecture. The risk assessment 
was carried for moderate scale in a range from –3 µm to 3 
µm. For each of the n = 13 moderate scale points, m = 3 
measurements were performed, and their mean values were 
considered [12]. The regression line is given by the equation: 
 

0 002784 1 008392 .y . . x= − +                                              (7) 
 
The remaining quantities necessary for calculating the 
measurement uncertainty 0

LRAu  from Eq. (6) have the 
following values: σy = 0.0182 μm, u(α) = 0.005375 μm and 
u(β) = 0.003804 μm. To overcome detected residuals 
autocorrelation from Ordinary Least Square regression 
(OLS), parameters α and β and their measurement 
uncertainties u(α) and u(β) were determined using the 
Hildreth-Lu method for ρ = 0.2 [13, 14]. 
 
2.2 Risk Calculation 
 

The global consumer risk RC represents the probability 
where the measured value is within the acceptance interval, 
and the true value of an item of interest is outside the 
tolerance interval [5]. It is calculated as the sum of two 
double integrals, and holds RC = I1 + I2, where: 
 

L U
1 0

L
( ) ( )d d ,

T A
m mA

I g h |η η η η η
−∞

= ∫ ∫                                   (8) 

U
1 0

U L
( ) ( )d d .

A
m mT A

I g h |η η η η η
∞

= ∫ ∫                                   (9) 

 
 The global producer risk RP represents the probability 

that the measured value is outside the acceptance interval, 
and that the true value is within the tolerance interval. It can 
also be expressed as the sum of two double integrals, and the 
following holds Rp = I3 + I4, where: 
 

L U
3 0

L
( ) ( )d d ,

A T
m mT

I g h |η η η η η
−∞

= ∫ ∫                                (10) 

U
4 0

U L
( ) ( )d d .

T
m mA T

I g h |η η η η η
∞

= ∫ ∫                                 (11) 

 
For the prior g0, a normal distribution with parameters y0 

and u0 is assumed. Considering that the risk during 
calibration for the given values of the response variable yr is 
calculated for the points of the moderate scale, this leads to 
role changes. The best estimates of y0 in the risk assessment 
during calibration, for a given value of the response variable 
yr, are calculated from the appropriate equation for the 
explanatory variable xe: 
 

r
0 e , 1, 2, ..., .i

i

y
y x i n

α

β

−
≡ = =                                      (12) 

 
The response variable riy , i = 1, 2, …, n takes on values in 
the interval of [‒3.0279, 3.0224] μm. 

The measurement uncertainty of the prior is given by Eq. 
(6). The measurement uncertainty um is the uncertainty of 
some future measurement process. This process is 
independent of the measurements from which the regression 
line from Eq. (7) was obtained. The expression for the 
likelihood function h contains the parameter um. In this work, 
it is assumed that um = 0.5u0. The likelihood function is also 
modelled as a normal distribution. 

The width of the tolerance interval is set so that it 
depends on the measurement uncertainty 0 ( )LRA

iu x  of the 
points of the moderate scale and amounts to

0Δ 6min( ( ))LRA
iT u x= , i = 1, 2, …, n. This way, the linearized 

tolerance interval is derived from the measurement 
uncertainty 0

LRAu . Holds that L U 03min( ( ))LRA
ia a u x= =  for 

each point of moderate scale xi, i = 1, 2, …, n. The width of 
the acceptance interval ΔA when it holds that is [AL, AU] ⸦ 
[TL, TU] amounts to ΔA = 0.8ΔT. For [TL, TU] ⸦ [AL, AU], it 
holds that ΔA = 1.2ΔT. In both cases, the width of the guard 
band is equal to w = 0.1ΔT. Detailed formulas for the 
calculation of the global risk for the producer and consumer, 
taking into account all the aforementioned parameters, can be 
found in [10]. These are omitted here for simplicity. 
 
3 RESULTS AND DISCUSIONS 
 

As well as in regression models, in risk assessment 
models for calibration the risk curves along the moderate 
scale are parabolas that are open upward, Fig. 3 [10]. The 
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minimum is achieved for xmin = 0.3317 μm and is located at 
the point of intersection of the regression line from Eq. (7) 
and the line y = x. Since measurement uncertainty is always 
higher at the edges of the scale, the risk of calibrating is also 
higher at the edges. From Fig. 3, it can also be observed that 
the global risk for both the producer and the consumer is 
higher on the left side of the moderate scale. The global 
producer's risk values range from 0.05% to 15.1%, while the 
global consumer's risk values range from 0.2% to 5.3%. 

 

 
Figure 3 Risk curves along a moderate scale: —■— [𝑇𝑇𝐿𝐿,𝑇𝑇𝑈𝑈]⸦[𝐴𝐴𝐿𝐿,𝐴𝐴𝑈𝑈], —●—

[𝑇𝑇𝐿𝐿,𝑇𝑇𝑈𝑈] = [𝐴𝐴𝐿𝐿,𝐴𝐴𝑈𝑈], —▲— [𝑇𝑇𝐿𝐿,𝑇𝑇𝑈𝑈]⸧[𝐴𝐴𝐿𝐿,𝐴𝐴𝑈𝑈], ● Minimum point 
 
Along the guard band axis, the global producer’s risk 

increases, while the global consumer’s risk decreases, as 
shown in Fig. 4. 

 

 
Figure 4 The risk curves along a guard band axis: —●— Global consumer's risk 

Rc, —■— Global producer's risk Rp, ● Intersection point 
 
In Fig. 4, the values of global producer and consumer risk 
evaluated at the minimum point xmin are presented. Thus, 
these curves are commonly referred to as minimum curves. 
Negative values of the guard band width w indicate the 
situation where is [TL, TU] ⸦ [AL, AU], while positive values 
correspond to the situation where is [TL, TU] ⸧ [AL, AU]. For 

w = 0, it holds that [TL, TU] = [AL, AU]. The risk curves shown 
in Fig. 4 intersect at w ≈ ‒0.0067 μm, which corresponds to 
ΔA ≈ 1.12ΔT. In this case, the global producer’s and 
consumer’s risk are equal, and both amount to Rp = Rc ≈ 
0.15%. 

Finally, the behaviours of the risk curves along the 
moderate scale and the guard band axis can be clearly 
discerned by observing the risk surfaces depicted in Fig. 5. 

 

 
Figure 5 Risk surfaces: — Global consumer's risk Rc, — Global producer's risk Rp, 

— Curves of a minimum 
 
The risk surfaces from Fig. 5 are presented on a discretized 
domain bounded by the intervals [‒3, 3] μm on the moderate 
scale and by the interval [‒0.011, 0.011] μm on the guard 
band axis. The highlighted lines on the risk surfaces in Fig. 5 
correspond to the minimum curves presented in Fig. 4.  
 
4 MODEL EVALUATION 
 

The risk assessment model for calibration can be 
evaluated using confusion matrices by incorporating the 
conformance probability pC in the calculations. The 
conformance probability indicates the degree of adherence to 
specified requirements [5]. When both the prior and 
likelihood functions follow a normal distribution, as noted in 
[5, 10], the conformance probability pC for the values e ,ix  i 
= 1, 2, …, n is calculated using the equation: 
 

2U
e

C
0 0L

1 1exp d .
22π

T i
i

LRA LRAi
T i

x
p

u u

η
η

 −  = −      
∫                   (13) 

 
The behaviour of the conformance probability along the 
guard band axis is described by straight lines. These lines are 
parallel to the guard band axis. The line of maximum values 
follows the equation pC = 0.9972 and is achieved at the points 
(xmin, w), where w ∈ [‒0.011, 0.011] μm. Along the moderate 
scale axis, the conformance probability curves are parabolas 
opening downward, with maxima at the moderate scale point 
xmin, as shown in Fig. 6.  

If the true value of the characteristic of an item of interest 
falls within the tolerance interval, and the measured value 
falls within the acceptance interval, this constitutes a valid 
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acceptance of an item of interest, i.e. a true positive value 
(TP). Conversely, if the true value of an item of interest is 
outside the tolerance interval and at the same time the 
measured value is outside the acceptance interval, it is about 
valid rejection, i.e. a true negative value (TN). The global 
producer's risk RP corresponds to the probability of false 
rejection (FR), while the global consumer's risk RC represents 
the probability of false acceptance (FA). The classes TP, TN, 
RC, and RP represent the elements of the confusion matrix. 
Holds that TP = pC ‒ Rp, TN = 1 ‒ pC ‒ RC [7, 15]. 

 

 
Figure 6 Conformance probability surface, — line of maximum values  

 
Establishing a connection between conformance 

probability and classes of the confusion matrix allows the 
evaluation of models for risk assessment in calibration using 
confusion matrix-based metrics. The confusion matrix is 
defined based on the true value and the measured value, 
considering both the tolerance interval and the acceptance 
interval [7, 15]. The calibration of an inductive contact 
probe's risk assessment model was evaluated using standard 
metrics: accuracy, precision, recall, and F1 score, as 
illustrated in Fig. 7 [16]. 

 

 
Figure 7 Basic metrics: —●— accuracy, —■— recall, —▲— F1, —○— precision 

 
The metrics behaviours presented in Fig. 7 correspond to 

the case where [TL, TU] ⸧ [AL, AU]. This model is most 

considered in practice due to its consumer-favourable nature. 
In this scenario, the consumer’s risk is minimized, while the 
producer’s risk is maximized. Accuracy represents the ability 
of the model to classify TP and TN values concerning the 
total amount of data. This metric is not suitable for 
unbalanced data due to the prevalence of the TP class [17]. 
Recall is defined as the probability that true positive values 
fall within the tolerance interval. Due to its dependence on 
the global producer's risk, recall decreases along the guard 
band axis [15]. For w ≈ 0.008 μm it holds that accuracy = 
recall ≈ 0.9 and ΔA ≈ 0.85ΔT. Precision measures a model's 
ability to identify true positive values that fall within the 
acceptance interval. Since precision is influenced by global 
consumer’s risk, it diminishes along the guard band axis [15]. 
To avoid the trade-offs between precision and recall, the F1 
score metric is considered. F1 score is the harmonic mean of 
precision and recall. It also measures model accuracy but is 
more suitable for imbalanced data [17]. F1 score shadowing 
standard accuracy, attaining higher values, as shown in Fig. 
7. The precision, recall and F1 score intersect each other 
when it holds that RC = Rp. This occurs when the width of the 
guard band is equal to w ≈ ‒0.004 μm. Then holds RC = Rp ≈ 
2.17%  and ΔA ≈ 1.07ΔT. Under these conditions, the metric 
values are recall = precision = F1 = 0.9769. The maximum 
values of accuracy metrics and F1 score metrics are achieved 
at the moderate scale point xmin where is accuracy = 0.9961 
and F1 = 0.9980. Fig. 8 presents the surface of the F1 score 
metrics, highlighting the curve of maximum values.  

 

 
Figure 8 F1 score surface 

 
All metrics on the domain exhibit high values, with 

probabilities ranging from 0.83 to 1. Additionally, the values 
for conformance probability are also high, ranging from 0.90 
to 0.9972.  

The outlined procedure for risk assessment in calibration 
identifies areas of highest and lowest risk, enabling a 
quantitative evaluation of the calibration process. It can be 
concluded that the greatest risk in calibrating the inductive 
contact probe occurred for the measurements obtained on the 
left side of the moderate scale in the model where [TL, TU] ⸧ 
[AL, AU]. 
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5 CONCLUSIONS 
  

This study has described a method for assessing the risk 
of making wrong decisions during calibration. So far, such a 
risk assessment procedure for calibration in metrology has 
not yet been applied. The significance and practical effects of 
this risk assessment method for calibration should be viewed 
in the context of ensuring accurate and reliable 
measurements. A brief overview of risk assessment for the 
trivial, linearized model is provided, utilized alongside 
measurement uncertainty derived from extensive data on 
measurement performance. Emphasis is placed on the 
description of the linearized model where the measurement 
uncertainty is calculated from the available data about the 
calibration curve. It is demonstrated that this method can 
identify those areas of the domain where the risks incurred 
during the measurement are the highest. The evaluation of 
the model was carried out according to the confusion matrix-
based metrics. The quality of the calibration procedure is 
indicated by the high values of standard metrics. Beyond 
metrology, this calibration risk assessment model could be 
applied in chemistry, medicine, economics, and other fields. 
For future work, it remains to describe a non-linearized risk 
assessment model for calibration. 
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Ball and Plate Mechanism Actuated with Pneumatic Artificial Muscles 

Juraj Benić*, Andreas Šantek, Željko Šitum 

Abstract: A novel ball-and-plate mechanism actuated with pneumatic artificial muscles is presented in this paper. The pneumatic muscles are arranged in two antagonistic 
configuration pairs to generate torque around two axes of plate rotation. The ball-and-plate system is classified as an under-actuated, high-order nonlinear system, with additional 
nonlinearities introduced by the air compressibility of the pneumatic muscles. A nonlinear mathematical model of the ball-and-plate system has been derived, in which the proposed 
system is modelled as two ball-and-beam systems, each representing one direction of the ball’s movement. Along with the nonlinear equations of motion, a simplified dynamical 
model of the pneumatic muscles and the proportional valve is included. The linearized model is developed and represented in a state-space form, which is used for LQR controller 
synthesis. The proposed controller is tested through numerical simulations and experimentally validated on the developed ball-and-plate mechanism setup. 

Keywords: ball and plate; LQR; mathematical modeling; pneumatics muscles 

1 INTRODUCTION 

The ball-and-plate system is an extension of the two-
degrees-of-freedom (DOF) ball-and-beam system [1] to a 
four-DOF problem. This system is considered a benchmark 
problem in control theory due to its nonlinear, multivariable, 
under-actuated, and unstable open-loop dynamics. The 
control challenges associated with the ball-and-plate system 
are typically divided into two categories: point stabilization 
[2] and trajectory tracking [3]. Various control methods have 
been applied to address these challenges, including PID 
controllers [4], LQR regulators [5], sliding mode controllers 
[6], model reference adaptive controllers [7], fuzzy 
controllers [8], neural networks and genetic algorithms [9], 
and, more recently, linear matrix inequalities [10]. 

From a pneumatic perspective, the ball-and-beam system 
with two pneumatic cylinders as actuators and a fuzzy P(I)D 
regulator was investigated in [11]. Similarly, in [12], the 
pneumatic cylinders were replaced with pneumatic artificial 
muscles (PAMs), and an LQR regulator was used to stabilize 
the system. In [13], researchers extended this approach by 
using two pneumatic cylinders to actuate a ball-and-plate 
mechanism. However, a review of the literature indicates that 
PAMs have not been used to stabilize a ball-and-plate 
mechanism. 

PAMs are highly nonlinear pneumatic actuators due to 
their construction and the compressibility of air within them 
[14]. Their lightweight construction, high power-to-weight 
ratio, and ability to operate in explosive or hazardous 
environments make them ideal for medical and industrial 
applications. Over the years, many types of PAMs have been 
developed, including McKibben, Yarlott, Kukolj, Festo 
PAMs, and others. In this paper, Festo PAMs are used to 
actuate the ball-and-plate system, introducing additional 
nonlinearity to an already complex system. 

This study addresses both the stabilization and trajectory 
tracking problems of a ball-and-plate mechanism actuated by 
four PAMs. It builds on our previous work described in [12]. 
Two antagonistic groups of pneumatic muscles are used to 
generate torque and achieve rotation about the plate's 
horizontal axis. An LQR regulator is employed to stabilize 
this highly nonlinear system. The regulator’s performance is 

evaluated through two test scenarios: stabilizing the ball at 
the plate's center and having the ball follow a circular 
trajectory. 

The remainder of this paper is organized as follows: 
Section 2 provides a detailed description of the experimental 
setup, while Section 3 outlines the mathematical modeling 
procedure for the proposed system. Section 4 presents 
experimental and simulation results, while conclusions and 
directions for future work are discussed in Section 5. 

2 EXPERIMENTAL SETUP 

The proposed ball-and-plate system, shown in Fig. 1, 
was developed in the Automation and Robotics Laboratory 
at the Faculty of Mechanical Engineering and Naval 
Architecture. The experimental setup serves both as a 
platform for research in pneumatic systems control and as a 
training tool for students. 

Figure 1 Ball and plate system actuated with PAMs 

The experimental setup, shown in Fig. 1, consists of a 
steel ball (1) placed on a resistive four-wire analog 17-inch 
touchscreen (2). The position of the ball is detected by 
measuring the voltage drop (ranging from 0 to 5 V) across 
the X and Y axes. These measurements are processed by an 
Arduino Mega 2560 microcontroller (6). A key limitation of 
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the resistive touchscreen is its inability to simultaneously 
measure both coordinates. This issue is resolved by 
measuring each position separately with a 1-microsecond 
delay, allowing sufficient time for voltage stabilization 
across the second axis. The touchscreen is mounted on a 
transparent plexiglass sheet, which is secured to a CNC-
milled aluminum frame. 

Angular velocity is measured using the widely utilized 
MPU 6050 gyroscope (3), which is also integrated into the 
aluminum frame. The MPU 6050 combines a three-axis 
gyroscope and a three-axis accelerometer in a single unit, 
offering four programmable angular velocity ranges 
(measured in degrees per second) and a built-in digital 
programmable low-pass filter. The gyroscope communicates 
with the microcontroller via the I2C protocol. 

Two pairs of pneumatic artificial muscles (PAMs) (8) 
(Festo, type DMSP-10-200N-RM-CM) are arranged 
antagonistically to actuate a spherical joint. The torque 
required for plate actuation is achieved by creating a pressure 
differential between the pairs of PAMs, which causes the 
plate to rotate around the X and Y axes. This pressure 
differential is regulated by two proportional 5/3 control 
valves (4) (Festo, type MPYE-5 1/8 HF-010B), connected to 
a 24 VDC power supply (5). 

To control the spool movement in the valves, an analog 
control signal ranging from 0 to 10 V is required. The flow 
rate and thus the pressure differential in the PAMs is adjusted 
by the spool's movement. The Arduino microcontroller 
generates a PWM signal in the range of 0 to 5 VDC. This 
PWM signal is converted to an analog signal (0 to 10 VDC) 
using two PWM-to-voltage converters (7), each controlling 
one proportional valve. By default, the Arduino’s PWM 
output is set to 2.5 VDC, which, after conversion, provides 5 
VDC to the valves, positioning the spools in their neutral 
state and maintaining approximately equal pressures in the 
muscles. 

The controller is implemented using the MATLAB 
Simulink software installed on a PC (9). The control process 
utilizes custom-built blocks for the touchscreen, an additional 
library for the MPU 6050 gyroscope, and the Simulink 
Support Package for Arduino. 
 
3 MATHEMATICAL MODELING 
 

To achieve successful control of the ball-and-plate 
system, it is essential to derive a nonlinear mathematical 
model of the system. The following assumptions are made to 
simplify the analysis: 
• the ball is an ideal sphere with a constant radius, 
• the ball remains in continuous contact with the plate, 
• there is no slipping between the ball and the plate, 
• friction is negligible, 
• the height of the plate is negligible. 

 
The nonlinear dynamic model of the system is derived 

using the Lagrange method, where the Lagrange equation is 
expressed as: 
 

,L K P= −                                                                          (1) 
 

where K and P represent the total kinetic and potential energy 
of the system, respectively. The derivative of the Lagrangian 
is given by: 
 
d ,
d i

i i

L L T
t q q
 ∂ ∂

− = ∂ ∂ 
                                                          (2) 

 
where qi represents the generalized coordinates, and Ti is the 
moment around the corresponding generalized coordinate. 
Four generalized coordinates are defined as follows: q1 = x 
and q2 = y (representing the ball’s position on the plate), and 
q3 = θ1 and q4 = θ2 (representing the plate angles around the 
X and Y axes). A schematic representation of the proposed 
system and the generalized coordinates is provided in Fig. 2. 
 

 
Figure 2 Schematic representation of ball on plate setup 

 
The mathematical model of the experimental setup can 

be further simplified by representing the ball-and-plate 
system as two ball-and-beam systems. The first system 
moves the ball in the Y-direction, while the second moves it 
in the X-direction. The proposed simplified model of the ball-
and-plate system is shown in Fig. 3, where the ball moves in 
the local OXiYi frame, with 𝑖𝑖 indicating the number of the 
ball-and-beam system. 
 

 
Figure 3 The ball on plate representation with a two ball on beam systems 

 
The kinetic and potential energy of the proposed 

simplified model of the beam can be expressed as follows: 
 

21 ,
2

0,

pi pi i

pi

K J

P

θ=

=



                                                                  (3) 

 
where Kpi and Ppi represent the kinetic and potential energy 
of the plate, modeled as two beams. iθ  is the angular velocity 
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of the plate, and Jpi is the moment of inertia of the beam 
around the center of rotation, defined as: 
 

2
,

12
i

pi p
l

J m=                                                                      (4) 

 
where mp is plate mass and li is the length or width of the 
plate, depending on the X or Y axis as shown in Fig. 2. From 
Eq. (3) and Eq. (4), the total kinetic and potential energy of 
the plate can be defined as: 
 

( )2 2 2 2
2 1

1 ,
24

0,

p p

p

K m l w

P

θ θ= +

=

 

                                              (5) 

 
where l and w are the length and width of the plate, 
respectively. The potential energy of the plate is considered 
zero due to the placement of the OXYZ coordinate system at 
the center of gravity of the plate. 

The potential energy of the ball, as shown in Fig. 3, can 
be expressed as follows: 
 

( )g sin( ) cos( ) ,bi b i i iP m x rθ θ= +                                        (6) 
 
where mb and r are the mass and radius of the ball, 
respectively, g s the gravitational constant, θi is the plate 
angle, and xi is the position of the plate in OXiYi frames. From 
Eq. (7), the total potential energy of the ball is derived as: 
 

( )1 2 1 2g sin( ) sin( )+ cos( ) cos( ) ,b bP m x y rθ θ θ θ= + +        (7) 
 
where x and y are the positions of the ball on the plate.  

The kinetic energy of the ball consists of both 
translational and rotational energy and is expressed as: 
 

2 21 1 ,
2 2bi b i b iK m v J ω= +                                                      (8) 

 
where Jb = 2mbr2/5 is the moment of inertia of a solid sphere, 
vi is the translational velocity of the ball, and ωi is the 
peripheral speed of the ball, defined as: 
 

.i
i

x
r

ω =


                                                                             (9) 

 
From Eq. (8) and Eq. (9), the kinetic energy of the ball is 
expressed as: 
 

2 2
2

1 1 .
2 2

b
bi b i i

J
K m v x

r
= +                                                    (10) 

 
The translational velocity of the ball is derived from the 

position vector pi which connects the origin of the OXY frame 
to the center of the ball. From Fig. 3, using the rotation matrix 
around the Z-axis, the vector pi can be written as: 

cos( ) sin( )
,

sin( ) cos( )
i i i

i
i i i

x r
x r

θ θ
θ θ

− 
=  + 

p                                              (11) 

 
and its derivative can be written as: 
 

cos( ) sin( ) cos( )
.

sin( ) cos( ) sin( )
i i i i i i i

i i
i i i i i i i

x x r
v

x x r
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p              (12) 

 
From Eq. (12) 2

iv  is obtained as:                                        
 

2 2 2 2 2 22 .i i i i iv x rx r xθ θ θ= − + +  

                                         (13) 
 
Inserting Eq. (13) into Eq. (10) yields: 
 

( )2 2 2 2 2 2
2

1 12 .
2 2

b
bi b i i i i i

J
K m x rx r x x

r
θ θ θ= − + + +  

            (14) 

 
From Eq. (14) kinetic energy of the ball in the global 
coordinate system from Fig. 2, is expressed as: 
 

( )

2 2
2

2 2 2 2 2 2 2 2
1 1 1 2 2 2

1 ( )
2

1 2 2 .
2

b
b b

b

J
K m x y

r
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 = + + + 
 

+ − + + − +

 

     

    (15) 

 
From Eq. (5), Eq. (7), and Eq. (15), the total kinetic and 
potential energy is defined as: 
 

,

.
p b

p b

K K K

P P P

= +

= +
                                                                  (16) 

 
From Eq. (2) to Eq. (16), and with the previously defined 
generalized coordinates, the nonlinear mathematical model 
of the ball-and-plate system is obtained as follows: 
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        (17) 

 
The applied torque Ti (Fig. 3) for rotating the beam can 

be calculated from the muscle contraction forces Fi1 and Fi2  
as derived in [12, 15, 16], using the following expression: 
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Δ ,i i iT K p=                                                                       (18) 
 
where Δpi is the pressure difference inside the PAMs, and Ki 
is defined as: 
 

( )22 2 2
0 0 0 0

π 3tan ( ) 1 sin ( ) ,
2i iK L D α α = − −                 (19) 

 
where Li is the distance from the center of rotation, D0 and ϵ0 
are the nominal diameter and initial contraction ratio of the 
PAMs, respectively, and α0 is the initial angle of the braided 
shell between the thread and the long axis of the PAM. 

The pressure dynamics in the PAMs can be represented 
by the first-order lag term as: 
 

Δ Δ ,v i i v ip p K uτ + =                                                          (20) 
 
where Kv and τv are the valve gain and time constant, 
respectively, and ui is the input voltage to the pneumatic 
proportional valve. 
 
3.1 Linearized Mathematical Model 
 

The linearized equations of motion around the 
equilibrium state will be derived from Eq. (17). The 
assumptions on which the linear model is based are: 
• small angles of rotation: sin(Δqi) ≅ Δqi and cos(Δqi) ≅ 1 
• small angular velocity: 3 4 0q q≅ ≅   

• small ball displacements: 2 2
1 2 0q q≅ ≅  

• small ball translational velocity: 2 2
1 2 0q q≅ ≅  . 

 
Applying the proposed assumptions, the effects of the 

Coriolis and centrifugal forces can be neglected from the 
equations of motion, yielding a dynamical model as: 
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         (21) 

 
By comparing the masses of the ball and the plate, it can 

be concluded that the ball mass is much smaller than the plate 
mass. If mb << mp, then the influence of the ball dynamics on 
the plate dynamics in Eq. (21) can be neglected. Using Eq. 
(18) and Eq. (20), the simplified linearized mathematical 
model is given as: 
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                                              (22) 

 
From Eq. (22) the linearized state-space model is derived as: 
 

,
,

= +
= +

x Ax Bu
y Cx Du

                                                                   (23) 

 
where the state space variables are defined as 
 

[ ]T1 1 2 2 3 3 4 4 1 2, , , , , , , , Δ , Δ .q q q q q q q q p p=    x  
 
3.2 Controller Design 
 

In this paper, the Linear Quadratic Regulator (LQR) will 
be used to stabilize a highly nonlinear system. The proposed 
controller will be designed to stabilize the system at the 
equilibrium point and will also be tested for tracking a 
circular trajectory. The LQR method is a state-feedback 
controller that determines the optimal gains for the state 
variables based on two matrices, Q and R. The matrices Q 
and R are selected iteratively, with a good starting point for 
the parameters chosen as: 
 

2

2

1 ,
max( )

1 ,
max( )

ii
i

Q
x

r
u

=

=
                                                               (24) 

 
where xi is the maximum deviation of the state-space variable 
and u is the maximal controller output.  

The infinite-horizon, continuous-time LQR controller is 
based on minimizing the following performance criterion: 
 

T T
0

( )d ,J t
∞

= +∫ x Qx u Ru                                                 (25) 

 
where the feedback control law that minimizes the value of 
the cost is u = Kx. 
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4 SIMULATION AND EXPERIMENTAL RESULTS 
 

Numerical simulations are based on the state-space 
model from Eq. (23) and the LQR controller. The parameters 
used for the numerical simulation are shown in Tab. 1. 
Simulations are performed in Matlab using the ODE routine. 

 
Table 1 Parameters of the ball and plate system 

Symbol Parameter Value 
mb mass of the ball 0.067 kg 
mp mass of the plate 2.7 kg 
r radius of the ball 0.013 m 
w width of the plate 0.360 m 
l length of the plate 0.290 m 
g acceleration due to gravity 9.81 m/s2 

D0 nominal diameter of the muscle 0.01 m 
α0 initial angle of the braided shell 22 deg 
ϵ0 initial contraction ratio of the muscle 0.1 
Kv gain of the proportional valve 1.1105 Pa/V 
τv time constant of the proportional valve 0.05 s 
 
Fig. 4 shows the simulation results for the simplified and 

linearized dynamical model from Eq. (23). The results 
demonstrate good performance in stabilizing the ball at the 
equilibrium point, as well as a strong response to external 
disturbances. 

 

 
Figure 4 Simulation results - equilibrium point with disturbances 

 
Experimental results for stabilizing the ball at the 

equilibrium point and for tracking the desired trajectory are 
shown in Fig. 5 and Fig. 6. The first diagram shows the ball 
trajectory in the XY plane. The second diagram displays the 
X, Y, and reference ball positions, while the third diagram 
presents the ball velocities. In both cases, the LQR controller 
demonstrated strong performance. High-amplitude external 
disturbances, during the ball stabilization at the equilibrium 
point, were effectively rejected by the LQR controller within 
approximately 5 seconds, with minimal deviation from the 
center of the plate. The experimental results also show that 
the LQR controller can track the circular trajectory of the 
highly nonlinear system actuated by pneumatic muscles, with 
only a small deviation from the reference trajectory. 

 
Figure 5 Experimental results - equilibrium point with disturbances 

 

 
Figure 6 Experimental results - trajectory tracking 

 
5 CONCLUSION 
 

In this paper, a nonlinear mathematical model of the ball 
and plate mechanism actuated by pneumatic muscles is 
derived using the Lagrangian method. Nonlinearities due to 
air compressibility, pneumatic muscles, and the proportional 
valve were simplified and represented using a first-order lag 
term. The linearized model was derived around an 
equilibrium point with certain assumptions and 
approximations. The LQR controller was derived from the 
linearized model, and simulation results demonstrated good 
performance in stabilizing the ball at the equilibrium point 
and in trajectory tracking. 

Experimental results showed minimal deviation from the 
simulation results for the LQR controller and confirmed that 
the simplifications and assumptions made during the 
linearization process had a minimal impact on the system 
dynamics. However, while LQR control proved effective, it 
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may not be optimal for handling large nonlinearities. More 
advanced adaptive control strategies, such as Model 
Predictive Control (MPC) or Reinforcement Learning (RL), 
could be explored in future work to improve performance.  

Furthermore, while the study simplified the pneumatic 
artificial muscles (PAMs) using a first-order lag model, 
PAMs inherently exhibit additional nonlinearities such as 
hysteresis and air compressibility effects. A more detailed 
modeling approach could enhance accuracy and provide a 
deeper understanding of the system dynamics. Additionally, 
the experimental validation focused on short-term 
performance, whereas a long-term analysis, considering 
environmental variations such as temperature and air 
pressure fluctuations, could offer insights into the system’s 
robustness.  

The comparison between experiment and simulations 
was limited to a single parameter setting, which may not 
capture the full range of system behavior. A more 
comprehensive Design of Experiments (DoE) approach 
could help explore model sensitivities and improve 
generalizability. 
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Real-Time Monitoring of the CO2 Footprint of Production for SMEs 

Henning Strauß*, Julian Sasse 

Abstract: The core of the research work is the development and implementation of a real-time product carbon footprint with a focus on applicability for small and medium-sized 
enterprises. In addition to the life cycle analysis, a central element is the implementation of a machine carbon footprint for a 5-axis universal machining center that records and 
visualizes resource consumption in real time. With the help of a wide range of sensors, consumption such as energy, compressed air and cooling lubricants are dynamically 
measured as well as material consumption. The measurement data is then processed, stored and visualized with the help of open-source low-code platforms. This real-time data 
forms the basis for the precise determination of the production-specific CO2 footprint. The results of the Product Carbon Footprint show that the greatest savings potential lies in 
the choice of sustainable raw materials (a reduction of 38%) and the use of renewable energies (a reduction of 19%). The approach offers a high level of transparency and supports 
companies in optimizing their processes as well as meeting future regulatory requirements. 

Keywords: CO2 Footprint; IoT; Machine Data Acquisition; Open Source Software (OSS); Process Data; Production 

1 INTRODUCTION 

In Germany, the manufacturing industry is responsible 
for 23% of CO2 equivalent emissions [1]. In recent years, 
however, increased efforts to reduce emissions have been 
observed [2]. The background to this development is, for 
example, the increased efficiency of production processes, 
especially with regard to the resources used. In addition, 
policies such as the CSRD Directive and the European 
Union's Green Deal help to further reduce emissions. 
Companies are forced to record, store and visualize CO2 data, 
i.e. document it, in order to identify further potential for 
saving resources [3].  

The aim of this thesis is therefore to show SMEs a way 
to enable first steps towards sustainable production with 
limited financial resources, simple technical solutions and 
with the help of low-code platforms. For this purpose, a real-
time digital CO₂ twin of a machine is created, which makes 
it possible to derive the Product Carbon Footprint (PCF) of a 
product based on the individual production steps. 

1.1 Definition and Limitation 

"A product carbon footprint balances all greenhouse gas 
emissions – related to a defined unit of benefit – that occur 
during the life cycle of a product" [4]. All process steps are 
taken into account – from the development, manufacture and 
transport of raw materials to production, use and disposal of 
the product [5].  

Depending on the system boundaries, however, only 
certain parts of the life cycle of a product can be recorded. In 
the business customer (B2B) sector, often only the part that 
includes emissions from production and the precursors 
required for this is taken into account [6]. This means that 
emissions are calculated from the procurement of raw 
materials to the completion of the product, but the use and 
disposal by the end customer are excluded. This method is 
called cradle-to-gate (from the origin to the factory gate) [7]. 

In the field of consumer trade (B2C), on the other hand, 
the path of the product to the sale to the customer is often also 

taken into account [6]. In addition to production, the 
emissions caused by the transport and storage of the product 
before it ends up in the store or online shop are also recorded. 
This ends at the so-called point of sale [6]. 

Another option is the cradle-to-grave approach (from 
origin to disposal), which looks at the entire life cycle of a 
product. This includes not only the emissions from 
production and transport, but also the emissions during use 
and finally those during the disposal of the product. This 
method provides a comprehensive view of a product's 
environmental impact [8]. 

1.2 Standards and Frameworks 

The calculation of a product's carbon footprint is 
regulated by various international standards. Among the most 
well-known are PAS 2050, the Greenhouse Gas Protocol and 
ISO 14067. 

The Publicly Available Specification (PAS) 2050 was 
developed by the British Standards Institution (BSI) in 2008 
and revised in 2011. It offers one of the first internationally 
applicable frameworks for quantifying greenhouse gas 
emissions along the life cycle of products and services. Its 
goal is to provide companies with a clear indicator to evaluate 
and compare the environmental impact of products [9]. 

The Greenhouse Gas Protocol, published in 2011 by the 
World Resources Institute (WRI) and the World Business 
Council for Sustainable Development (WBCSD), builds on 
PAS 2050 and aims to provide internationally valid 
guidelines for calculating and reporting product-related CO2 
emissions, while at the same time identifying emission 
reduction potential, especially for companies [9]. 

ISO 14067, first published in 2013 and updated in 2018, 
provides standardized rules for calculating and 
communicating the carbon footprint of products. It is based 
on several ISO standards such as life cycle analysis (ISO 
14040 and ISO 14044). According to the standardised 
calculation of the PCF, the standard allows it to be 
communicated in order to enable comparability between 
similar products [10].  
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All three standards pursue the goal of systematically 
recording the greenhouse gas emissions of products and 
making them comparable in order to enable more sustainable 
decisions along the value chain. 
 
1.3 Methodology 

 
A Life Cycle Assessment (LCA) is required as a 

methodological basis for the PCF according to ISO 14067 
[11]. Based on the LCA, each section of the product life cycle 
is subjected to a process step analysis, in which the individual 
process steps are recorded and the associated data is 
analyzed. This process is shown as an example for an 
example aluminium product in Fig. 1. For each life cycle of 
a product, a detailed process step analysis is required. In this 
analysis, the entire cycle is divided into individual process 
steps, with each step backed up with specific data or well-
founded estimates of the consumption involved, such as 
energy or materials.  
 

 
 

Figure 1 Life cycle analysis of the product [Own figure, CC] 
 
2 LIFE CYCLE ANALYSIS 
 

In this chapter, an initial estimation of an LCA is 
explained on the basis of an example product in order to 
systematically derive a PCF from it. The individual steps of 
the process are described in detail with the help of an LCA 
and process step analysis and the relevant data sources and 
calculation methods are shown. The section of an LCA 
described here does not claim to be complete and serves only 
as an initial orientation and should be carried out holistically 
and software-supported in accordance with the applicable 
regulations.  

 
2.1 The Life Cycle 
 

The calculation of the PCF is based on a comprehensive 
LCA that covers all phases of the product life cycle. The 
transport routes and means between the individual cycles are 
also taken into account. The cradle-to-grave approach is 
followed for the product. Starting from the extraction of 
resources, through the manufacture, production and 
processing of the aluminium, to the disposal or recycling of 
the product, the entire life cycle is thus considered, which is 
schematically shown in Fig. 2.  
 

 
Figure 2 The life cycle of the product 

 
If the composition of the aluminium used is not known, 

the assumption is followed that it is pure aluminium without 
recyclate content. This marks the beginning of the life cycle 
in the extraction of bauxite, which is converted into raw 
aluminium using energy-intensive chemical processes. The 
raw aluminium is shipped to Europe for further processing, 
where it is formed into round bars, heat treated and then made 
available to customers at dealers. From there, these are 
delivered to the producers and processed into individual 
products. The life cycle of the product ends with the use of 
the dispensers and their subsequent return to the recycling 
cycle. 

 
2.2 Process Step Analysis 

 
The step of process step analysis is illustrated by the life 

cycle section of production. Within this cycle, various 
process steps take place, which can be easily traced, 
especially in terms of measurement technology. This enables 
precise recording of the relevant consumption data and a 
detailed mapping of emissions in the individual phases of the 
production cycle. 

The production process includes the transformation from 
the aluminium round bar to the finished, individualised 
product. An overview of these production steps is 
schematically shown in Figure 3.  

 

 
Figure 3 Process steps of production for the product 

 
The purchase of the aluminium round bars and their 

transport to the production hall mark the beginning of the life 
cycle stage in production. In a first step, the round bars are 
divided into blanks with a diameter of 50 mm and a thickness 
of 20 mm on a lathe. Subsequently, students model and 
individualize the adhesive tape dispensers as part of courses. 
The necessary CNC programs for machining are also 
developed. In a further step, the blanks are processed and 
finished on another machine using these CNC programs. This 
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process step concludes the considered life cycle section 
before the product enters the use phase. 

 
2.3 Process Data Acquisition 

 
According to the methodological approach, the 

individual process steps must be analysed with regard to their 
resource consumption and the associated emissions. 
Especially when using machines, comprehensive collection 
of machine data forms the basis for the assessment of 
product-related greenhouse gas emissions. Fig. 4 serves as a 
first guide to identify the basic data for the calculation of the 
PCF. 

 

 
Figure 4 Exemplary data collection to determine an MCF 

 
The recorded machine data includes not only energy 

consumption in the form of electricity, but also the 
consumption of operating resources such as materials, water, 
compressed air and cooling lubricants. In addition, the 
emissions generated during the manufacture of the machines 
themselves and from wear and tear, for example of the tools, 
must be taken into account proportionately. The collection of 
this data can be done with limited financial and technical 
resources. If this data is not immediately available, realistic 
estimates or observations are used first.  
 
2.4 Calculation 

 
The determined consumption data is linked to emission 

factors to calculate the CO₂ equivalent. These emission 
factors, which are stored in databases such as those of the 
Oeko-Institut e.V., the European Environment Agency 
(EEA) or the ProBas database of the Federal Environment 
Agency, relate to materials, means of transport and 
production processes. They include not only CO₂, but also 
other greenhouse gases such as methane (CH4), nitrous oxide 
(N2O) and fluorinated gases. 

The collected emission factors are processed in a 
spreadsheet program or appropriate software (such as Open 
LCA), with specific values calculated for each process step 
identified in the Life Cycle Analysis (LCA). The calculation 
is made by multiplying the consumption data by the 
corresponding emission factors to determine the greenhouse 
gas emissions in CO₂ equivalents. The calculated emissions 
are then aggregated to determine the product-specific CO₂ 
footprint. 
 
 

3 TECHNICAL IMPLEMENTATION 
 
Below, the focus is on the technical process for creating 

the PCF for the product. The focus here is on the production 
steps and the real-time recording of machine data in 
production. From this, a so-called CO2 twin of the machine 
is determined in order to derive the product-specific PCF. For 
this purpose, the machines used are described and the 
relevant consumption data – such as energy, cooling 
lubricants, material and compressed air – is recorded with the 
help of sensors. In addition, estimates of machine wear, tool 
use and water consumption are made. 

The collected data is processed, stored and visualized 
using open source software (OSS). On this basis, the specific 
consumption of the product is derived, including both 
reference runs and estimates. Finally, the consumption data 
is processed in a calculation tool in order to calculate the 
product-related greenhouse gas emissions with the help of the 
emission factors. 

 
3.1 Machine Carbon Footprint 

 
The CO2 twin of a machine includes all CO2 equivalents 

that are generated in connection with the machine. The focus 
is on dynamic consumables such as energy, coolants and 
compressed air, while also taking into account static values, 
such as emissions from the machine's manufacture. To this 
end, a large amount of data relating to the machine is 
recorded and supplemented with estimates and assumptions. 
The recorded data is processed, stored and then visualized so 
that real-time monitoring is possible. 

The consumption data is measured and calculated 
directly as CO2 equivalents. This allows an efficient 
derivation of the PCF by analyzing the machine carbon 
footprint (MCF), as well as by reference runs. At the same 
time, the CO2 consumption of the respective machine is 
monitored in real time, see Fig. 5 below. 

 

 
Figure 5 Machine carbon footprint as a CO2 twin in the cloud. 

 
3.2 Data acquisition and sensor technology 

 
For the real-time monitoring of consumption during the 

production steps, a machining center from Chiron and Grob 
is used. Both machines are equipped with various sensors that 
record electricity, compressed air, cooling lubricant and the 
material used. The collected data is processed, stored and 
then visualized on various platforms.  

Current measurement is carried out via three-phase 
current clamps of the Shelly brand. These are mainly used in 
the home automation sector on photovoltaic systems. The 
implementation is machine-independent and cost-effective. 
These sensors record the entire electrical load of the 
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machines directly at the power supply. All three phases of the 
machine are recorded and approved.   

Flow sensors from Emerson are used for compressed air 
monitoring. These sensors work on the basis of a hot-wire 
anemometer, which measures the flow based on the 
temperature difference of a heated wire.  

The coolant consumption is recorded by a specially 
developed monitoring system, which monitors the level of 
the coolant tank as well as the temperature and pH value. The 
measured values are recorded by temperature sensors, an 
ultrasonic sensor and a pH sensor and merged and forwarded 
on an ESP32 microcontroller. 

The material consumption is recorded on an order-
related basis via a smart scale. Here, the blank is weighed 
before and after machining to determine the exact amount of 
material consumed. For this purpose, the material used is 
specified in order to correctly allocate the consumption and 
determine the amount of chip waste. 

Water consumption is not yet measured directly. Instead, 
an estimate based on the weekly refill quantity is used and 
calculated down to the measurement period so that the 
estimated values can be transmitted in accordance with the 
real consumption data. 

The CO₂ emissions caused by the production of the 
machines are treated in a similar way. An assumed, fictitious 
CO₂ value for machine manufacturing is broken down in time 
on the basis of the depreciation tables (AfA) and taken into 
account on a pro rata basis. An estimate for tool wear is also 
made. Here, the average service life of the tools is used as a 
guideline to determine the approximate material 
consumption. However, since the tools are only used 
sporadically in the production process, this component is not 
further considered in the present analysis. 
All sensors, scales and monitors are able to send their 
collected data to an MQTT broker at an individually 
definable interval. This structures the information from the 
various sensors under the respective topics and makes it 
available for further processing. The machine data as well as 
current values are sent to the database every second. The flow 
of compressed air is sent every 100 ms.  
 
3.3 Data Processing 

 
The collected data from the machines is sent in real time 

to a central MQTT broker via the MQTT protocol. The 
broker is managed by a Node-Red instance installed on an 
industrial PC (IPC). Node-Red acts as an interface for data 
processing. The incoming sensor data is sorted in Node-Red 
according to its respective MQTT topics and merged into a 
message object and stored. In this step, the recorded 
consumption is retrieved every 10 seconds to ensure a 
uniform and precise database. In addition, the CO₂ 
equivalents for the measured consumption are calculated 
here by applying the appropriate emission factors to the data 
and adding them to the news object as further information. 

The message object is then sent to an InfluxDB database 
that is also installed on the IPC. InfluxDB is an open-source 
database optimized specifically for time series data, which 
makes it possible to efficiently store and manage large 

amounts of continuously incoming data. The data is stored in 
so-called "buckets" (similar to databases) and structured in 
"measurements" (similar to tables). Within the 
measurements, the data points are displayed in "Fields" 
(columns) [12]. In addition, data points are tagged with 
"properties" so that later filtering and analysis according to 
certain criteria is possible. 
 
3.4  Data Visualization 

 
For an initial visualization of the collected and processed 

data, the InfluxDB UI offers an integrated query builder. This 
makes it possible to perform data queries without in-depth 
knowledge of the Flux query language, which means that the 
database can be understood as a low-code solution. In this 
way, relevant consumption and CO2 data can be clearly 
displayed and further processed in order to gain deeper 
insights into machine performance and machine-related CO2 
consumption. 

Another visualization of the collected machine data is 
done with the help of the open source software Grafana, 
which enables a flexible and customizable display. Grafana 
supports the integration of a wide range of data sources, 
including InfluxDB, and provides a user-friendly interface to 
present the stored data in a clear and interactive way. Once 
the InfluxDB database is linked to Grafana, the data can be 
visualized in the form of graphs and dashboards.  

Visualization is done via Flux queries that access the data 
stored in the InfluxDB. This allows each graph to be 
individually designed and adapted to show various 
consumption parameters and CO₂ emissions in real time. In 
addition, the use of variables within the dashboard allows for 
flexible adjustment, for example to visualize the 
consumption data of different machines.  

Another feature of Grafana is the ability to integrate 
thresholds and KPIs (Key Performance Indicators) directly 
into the visualizations. In this way, critical thresholds or 
targets can be clearly displayed in the dashboards. This not 
only enables real-time monitoring of machine data, but also 
the immediate identification of inefficient processes or 
exceeded consumption limits to ensure proactive process 
optimization.  

In addition, the consumption data is forwarded to a cloud 
of the company Grob, so that in addition to the information 
from the machine, the consumption data of the resources but 
also the CO2 are visualized. 

 
3.5  Determination of the PCF 
 

To determine the PCF, the recorded consumption values 
are now retrieved from the database. For this purpose, it is 
necessary to know the exact time of production and to carry 
out reference runs for the individual processing steps. For 
product-related tracking, consecutive product numbers must 
be carried in addition to consumption, so that a clear 
assignment is possible.  For the entire PCF, the data is 
divided into two categories: static and dynamic values. 

Static values are emission data that cannot be influenced 
by the production process itself. They refer to all emissions 
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that occur before and after the actual production, such as 
through raw material extraction, transport and disposal. In 
order to enable a precise accounting of these emissions, a 
detailed research of the corresponding emission factors is 
required. These factors, such as those stored in databases 
such as ProBas, must be applied to the real reference masses 
and transport routes. An example of this is the calculation of 
the CO₂ equivalent for the aluminum used to manufacture the 
product. Based on the weight of the product, the specific CO₂ 
equivalent for aluminium production is determined by 
converting the weight of the product to the reference value of 
the emission factors (usually per tonne) and multiplying it by 
the corresponding factor. 

Dynamic values are real-time measurement data 
collected and can be assigned directly to the respective 
processing steps. This data is determined either by reference 
runs or by measuring individual manufacturing processes. 
Therefore, there are two approaches to incorporate the 
dynamic data into the PCF of the product: Either the 
production of a single product takes place in each process 
step and the corresponding consumption is directly assigned, 
or a larger number of dispensers is produced from a material 
batch and the consumption is distributed among the 
manufactured units.  

For the final determination of the CO2 equivalents, all 
determined consumption data, estimates and assumptions are 
collected and offset against the respective emission factors. 
For an initial assessment of the PCF, it is sufficient to 
implement it in Excel or another suitable spreadsheet tool. 
Another possibility of implementation is in the open source 
software "openLCA". This enables a process-oriented 
recording and collection of all emissions with the help of 
stored databases.  

Finally, all recorded, estimated and assumed 
consumption values are summed up to calculate the total PCF 
of the dispenser. The PCF thus represents a comprehensive 
representation of the emissions that occur over the entire life 
cycle of the product. 
 
3.6  Evaluation 

 
The CO2 footprint of the product over the entire life cycle 

is about 4.5 kg CO2. This is roughly equivalent to the volume 
of 2,400 milk cartons filled with CO2 [13]. From this initial 
estimate, the main sources of emissions are the extraction and 
production of the aluminium used, which accounts for 51% 
of the total, and the production of the dispenser itself, which 
accounts for about 27% of emissions. The remaining 22% is 
divided between transport, use and recycling of the product. 
When looking at production, it can be seen that electricity 
consumption accounts for 55% and compressed air for 44% 
of the carbon footprint. The calculation results are 
summarized in Fig. 6. 

The example of the product shows that the greatest 
savings potential lies primarily in the choice of raw materials 
and production. In production, the shares make it clear that 
optimizing energy use is a key lever for reducing the CO2 
footprint. By using sustainably generated electricity, 19% of 
emissions are saved, as this electricity usually has an 

emission factor of zero. However, the much greater influence 
on the CO2 footprint is the choice of raw material. The use of 
recycled aluminium significantly reduces the footprint, as 
recycled aluminium requires only about 5% of the energy 
required compared to primary production  [14]. This, in turn, 
leads to a reduction in the overall footprint of up to 38%. 
 

 
Figure 6 Percentage distribution of emissions by life cycle 

 
These results show that a shift to greener materials and 

energy sources can have a significant impact on reducing the 
carbon footprint and provides a basis for strategic decisions 
to reduce greenhouse gas emissions. 
 
4  CONCLUSION 
 

In the context of this paper, a Product Carbon Footprint 
was created for an example product. First, the regulatory 
requirements and framework conditions were examined and 
a methodology for the systematic preparation of the PCF was 
developed. This was followed by an initial life cycle analysis, 
in which all phases of the product life cycle were analysed 
and supplemented by a process step analysis. Both process 
data and well-founded estimates were included in the 
evaluation. A central aspect was the implementation of a CO2 
twin of the machine. With the help of sensors, consumption 
such as electricity, compressed air, cooling lubricants and 
materials were monitored in real time in order to record, store 
and visualize the CO2 consumption of the machines in detail. 
This data forms the basis for the precise determination of the 
production-specific CO2 footprint of the product. 

The aim of this work and the machine carbon footprint 
was to show how the PCF can be integrated into existing 
production environments in a cost-effective way. This data 
can be used to identify optimization potential in order to take 
targeted measures to reduce the CO2 footprint.  

In addition to improving resource efficiency, the PCF 
supports companies in preparing for future regulatory 
requirements at an early stage, so that the data contributes to 
the long-term optimization of the company's environmental 
balance. Another advantage of the determined production 
data is the increased transparency within production. They 
serve as a basic building block for estimating the possible 
CO2 emissions even before production begins. Companies 
are thus able to choose production processes with regard to 
lower CO2 emissions or to design them in such a way that 
resources are used more efficiently and that they implement 
targeted measures to reduce emissions and reduce costs. In 
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this context, it is necessary to examine the influence of a 
reduction, e.g. of the KSS on product quality as well as the 
PCF. This work thus promotes continuous improvement of 
production processes and contributes to more sustainable 
production. 
 
5  REFERENCES 
 
[1] "Greenhouse gas emissions by sector in Germany 2023", 

Statista. Accessed: December 18, 2024. Available at: 
https://de.statista.com/statistik/daten/studie/1241046/umfrage/
treibhausgasemissionen-in-deutschland-nach-sektor/ (in 
German) 

[2] Wilke, S. (2024). Indicator: Greenhouse Gas Emissions from 
Industry. Federal Environment Agency. Accessed: December 
18, 2024. Available at: https://www.umweltbundesamt.de/ 
daten/umweltindikatoren/indikator-treibhausgas-emissionen-
der-industrie (in German) 

[3] Schroedter, F. (2023). The Impact of CSRD on Companies: A 
Comprehensive Overview. Engel & Zimmermann. Accessed: 
August 23, 2024. Available at: https://engel-
zimmermann.de/blog/die-auswirkungen-der-csrd-auf-
unternehmen/ (in German) 

[4] Carbon Footprint - IZU. Accessed: October 1, 2024. Available 
at: https://www.umweltpakt.bayern.de/energie_klima/ 
fachwissen/279/carbon-footprint (in German) 

[5] Gacs, J. (2024). What is a PCF? | How companies use the 
Product Carbon Footprint. Green Vision Solutions GmbH. 
Accessed: February 4, 2025. Available at: 
https://greenvisionsolutions.de/blog-product-carbon-footprint/ 
(in German) 

[6] Federal Ministry for the Environment, Nature Conservation 
and Nuclear Safety (BMU), ed. (2010). Product-related 
climate protection strategies Product Carbon Footprint 
verstehen und nutzen. Available at: https://bdi.eu/media/ 
presse/publikationen/PCF-Leitfaden_100810_Online.pdf (in 
German) 

[7] Greenhouse gas protocol: product life cycle accounting and 
reporting standard. Washington, DC, Geneva, Switzerland: 
World Resources Institute; World Business Council for 
Sustainable Development, 2011. 

[8] "life cycle assessment". European Environment Agency. 
Accessed: October 2, 2024. Available at: 
https://www.eea.europa.eu/help/glossary/eea-glossary/life-
cycle-assessment 

[9] ghgprotocol.org, ed. (2011). QUANTIFYING THE 
GREENHOUSE GAS EMISSIONS OF PRODUCTS PAS 2050 
& the GHG Protocol Product Standard. Available at: 
https://ghgprotocol.org/sites/default/files/ghgp/standards_supp
orting/GHG%20Protocol%20PAS%202050%20Factsheet.pdf 

[10] Ullrich, A. & Gronau, N. (2021). Norms for the Calculation of 
the CO2 Footprint. Ind. 40 Manag., 2021(4), 17-20.  

 https://doi.org/10.30844/I40M_21-4_S17-20 
[11] Pandey, D., Agrawal, M. & Pandey, J. S. (2011). Carbon 

footprint: current methods of estimation", Environ. Monit. 
Assess., 178(1-4), 135-160.  

 https://doi.org/10.1007/s10661-010-1678-y 
[12] InfluxDB key concepts | InfluxDB OSS v1 Documentation. 

(2015). Accessed: February 4, 2025. Available at: 
https://docs.influxdata.com/influxdb/v1/concepts/key_concept
s/ 

[13] What kind of volume does CO2 actually have? Accessed: 
October 16, 2024. Available at: https://www.gasag.de/ 
magazin/nachhaltigkeit/CO₂-volume/ 

[14] Frischenschlager, H. et al. (2010). Klimarelevanz 
Ausgewählter Recycling-Prozesse in Österreich. 
umweltbundesamt. https://www.umweltbundesamt.at/ 
fileadmin/site/publikationen/REP0303.pdf (in German) 

 
 
Authors' contacts: 
 
Henning Strauß, Prof. Dr.-Ing.  
(Corresponding author) 
Kiel University of Applied Sciences,  
CIMTT Kiel University of Applied Sciences, 
Schwentinestraße 13, 24149 Kiel, Germany 
henning.strauss@fh-kiel.de 
 
Julian Sasse, M. Eng. 
EDIH-SH, CIMTT FH Kiel 
Schwentinestraße 24, 24149 Kiel, Germany 
julian.sasse@fh-kiel.de 
 



TEHNIČKI GLASNIK 19, si1(2025), 25-30   25 

ISSN 1846-6168 (Print), ISSN 1848-5588 (Online) 
https://doi.org/10.31803/tg-20250327110159 

Original scientific paper 
Received: 2025-03-27, Accepted: 2025-04-20 

RFID-Enabled Smart Manufacturing: Real-Time Asset Tracking and Operational Workflow 
Optimization 

Andrzej Paszkiewicz*, Karol Siwiec, Bartosz Pawłowicz, Grzegorz Budzik, Maria Ganzha, Marcin Paprzycki 

Abstract: The article presents the possibility of implementing an RFID system to increase transport efficiency in both classic industrial environments and in infrastructure with a 
high level of automation. The proposed solution takes into account the possibility of installing RFID readers on poles, suspended ceilings, as well as in the floor of the storage and 
communication space. Thanks to its universal approach and scalability, it allows to increase the level of process automation, especially in SMEs. The implementation of the 
proposed system in modern factories will make it possible to track in real time the location of products and materials required for production and will have a positive effect on 
optimizing the flow of these objects within the production environment. Moreover, the implementation of this system is affordable for most enterprises. 

Keywords: Industry 4.0; internal traffic management; Internet of Things; production management; RFID 

1 INTRODUCTION 

The role of smart factories and intelligent warehouses is 
becoming increasingly pivotal in the context of a rapidly 
evolving industrial landscape. Modern enterprises are 
progressively integrating advanced automation solutions to 
optimize production processes and enhance operational 
efficiency. In this regard, the implementation of state-of-the-
art systems leveraging technologies such as Radio Frequency 
Identification (RFID) and the Internet of Things (IoT) is 
gaining significant traction [1-5]. However, the widespread 
adoption of these technologies remains constrained primarily 
by the substantial financial investment required for their 
deployment within contemporary manufacturing 
environments. While numerous cutting-edge solutions have 
demonstrated the potential to significantly enhance 
production efficiency and streamline inventory management 
in warehouse settings, financial constraints often pose 
a substantial barrier to their large-scale implementation, 
particularly for small and medium-sized enterprises (SMEs) 
[6]. This challenge underscores the need for cost-effective, 
scalable solutions that bridge the gap between conventional 
warehouse management practices and fully autonomous 
systems, facilitating gradual digital transformation in 
industrial operations. Solutions that will significantly impact 
overall operational efficiency with the minimum of impact 
on existing infrastructure will be in demand in the industry.  

The SME sector is a large market that should also be 
given a chance to participate in the evolution of the industrial 
landscape. Is it feasible to apply modern Industry 4.0 
technologies to warehouses and production facilities without 
the need to invest enormous amounts of money to entirely 
overhaul the existing space? The aim of the system outlined 
in this paper is to ensure a sufficient level of automation in 
warehousing and manufacturing environments belonging to 
the SME sector. The proposed system combines affordability 
and the advantages of automating object tracking and 
identification processes, providing an ideal solution for 
SMEs. 

Section 2 presents a literature review of existing 
solutions applicable to modern warehousing environments. 
Section 3 discusses the proposed solution considering the 

measurement methodology and a characterization of the 
research environment. Section 4 is an overview of the results 
obtained and a discussion of the capabilities of the proposed 
system. 

2 CURRENT APPLICATIONS OF ADVANCED 
TECHNOLOGIES IN THE FIELD OF SMART FACTORIES 
AND WAREHOUSES 

 The adoption of numerous technological solutions in 
smart warehousing and manufacturing environments is 
particularly prevalent among technology giants. Small and 
medium-sized enterprises try to keep up with technological 
changes and implement them gradually. However, this kind 
of companies do not have the same financial resources as 
larger enterprises. The implementation of solutions 
incorporating various robots and automation-supporting 
devices requires multimillion-dollar investments posing 
a significant challenge, especially in the SME sector. The 
warehouse environment management systems used by tech 
giants such as Amazon and DHL use autonomous mobile 
robots (AMRs) to increase operational efficiency. SME 
companies do not have the financial capacity to fully 
automate their warehouse environments with this sollutions. 

2.1 RFID and IoT in Smart Warehouses 

 The most advanced technologies have been applied for 
many years to digitally transform warehousing and 
manufacturing environments. The cited studies have 
demonstrated that since 2010, the implementation of 
technologies such as automated vehicles and Internet of 
Things devices in warehouses increases space utilization by 
15% and reduces order picking time by 10% [1]. The use of 
RFID technology in these environments increases 
operational efficiency, which is particularly significant in the 
FMCG sector [7]. Automated Guided Vehicles (AGVs) are 
also utilized in intelligent warehousing and production 
environments, despite the considerable costs associated with 
procuring such devices. Integrating these robots with RFID 
capabilities enables a more automated and efficient 
management of AGVs within warehouses. Proper placement 



Andrzej Paszkiewicz et al.: RFID-Enabled Smart Manufacturing: Real-Time Asset Tracking and Operational Workflow Optimization 

26                                                                                                                                                                                TECHNICAL JOURNAL 19, si1(2025), 25-30 

of RFID transponders in such environments facilitates the 
precise determination of an AGV's position [2]. Additionally, 
equipping AMRs with supplementary modules that leverage 
computer vision allows for accurate assessment of inventory 
levels in a given warehouse environment [6]. The integration 
of all these devices and robots with IoT capabilities enables 
real-time responses to various factors, such as new orders or 
the need to replenish inventory, thereby optimizing processes 
and increasing product throughput [3]. 
 
2.2 Multi-Agent Systems and Robotics in Industry 4.0 
 
 In intelligent warehousing and manufacturing 
environments, it is possible to also use multi-agent cyber-
physical management systems, which, combined with RFID 
technology, enable precise monitoring of warehouse 
inventory levels, and reduce the likelihood of human error. 
A simulation demonstrated that the implementation of such 
systems in a cryogenic warehouse significantly reduces the 
dwell time of materials in the system. Depending on the 
stage, the time was reduced from 38.46% to 58.23% [4]. 
Corporations such as Amazon and DHL are currently 
employing numerous robots in their logistics centers to 
improve operational efficiency. The use of robot swarms in 
these environments makes it possible to perform tasks that 
individual units would not be able to accomplish - for 
example, the movement of a 1-ton load by two robots with 
a lifting capacity of 500 kg each [5]. In these environments, 
preventing collisions between autonomous robots is also of 
utmost importance. In this regard, agent-based modelling is 
proving useful, whereby each robot is able to communicate 
with the others thereby supporting dynamic decision-making 
and preventing collisions [8]. The integration of such 
solutions with RFID capabilities presents a significant 
challenge, as the RFID network must be properly planned to 
avoid network overloads and reduce interference. Intelligent 
swarm optimization algorithms such as Particle Swarm 
Optimization are instrumental in the planning of RFID 
networks efficiently [9].  
 
2.3 Digital Twins and Intelligent Manufacturing Analysis 
 
 During the complex stage of production, the early 
detection of possible production errors and their elimination 
is of paramount importance. To achieve this, the 
implementation of systems that enable precise monitoring of 
the position of a given product on conveyor belts is highly 
beneficial. These systems include the digital twin model, 
which, in conjunction with an RFID network deployed within 
a real manufacturing environment, facilitates the accurate 
location of products, regardless of conveyor speed [10]. The 
implementation in manufacturing environments of intelligent 
systems that use deep belief networks to make crucial 
decisions such as controlling CNC machine tools positively 
impacts production efficiency and provides the lowest 
prediction error among those tested [11]. Industry 4.0 
technologies including RFID and Sigfox likewise enable 
more efficient production through reduced waiting times 
between manufacturing steps. This improvement is made 
possible by automated and continuous monitoring of product 
flow [12]. Moreover, the analysis of data acquired from 

RFID systems in such manufacturing environments 
facilitates more precise operational decision-making as well 
as the identification and elimination of rate-limiting steps. 
This approach significantly improves operational efficiency 
as well as reduces production errors [13, 14]. Solutions of this 
sort, based on Industrial Internet of Things (IIoT) devices, 
significantly facilitate the optimization of production 
planning and scheduling. The use of wireless sensor 
networks in manufacturing environments provides a sizable 
amount of data for analysis and enables dynamic decision-
making [15]. Furthermore, the role of RFID-based systems is 
crucial in modern factories and smart warehouses. In addition 
to optimizing processes, the analysis of data collected by 
RFID readers also enables the acquisition of decision rules 
that can be used for better production planning [16]. 
 
2.4 Internal Location and Navigation Systems 
 
 One of the mainstream and widely used solutions 
implemented in modern factories and smart warehouses are 
certainly Real Time Location Systems (RTLS). The 
integration of these RTLS with Manufacturing Execution 
Systems (MES) is crucial for optimizing manufacturing 
processes [17]. Radio Frequency Identification technique 
could also be used in the RTLS. Placing RFID transponders 
in all stationary objects in warehousing or manufacturing 
environments, along with storing the data about the 
coordinates of a given transponder and the type of surface, 
creating a grid of the room concerned is feasible. 
Furthermore, by placing an RFID reader on the AMR, it is 
possible to precisely locate the robot in the warehouse 
environment and prevent collisions [18, 19]. Additionally, 
the usage of innovative RFID-SLAM technology is suitable 
for mapping warehouse spaces. Application of this 
technology in a 35 m2 research environment has 
demonstrated an average robot localization error of less than 
5cm and an average error in estimating the three-dimensional 
localization of RFID transponders placed in the research 
environment of approximately 10 cm [20]. 
 
2.5 Smart City and Traffic Management 
 
 Nowadays, the use of advanced technologies for traffic 
management is an essential element of the Smart City 2.0 
concept. The application of RFID technology integrated into 
the road infrastructure or directly within the vehicles 
provides not only traffic flow monitoring and vehicle 
identification, but in addition enables dynamic control of 
traffic flow. This approach significantly improves the 
efficiency of vehicle movement through smart cities [21]. 
Extending this kind of solution with 5G technology and cloud 
computing, urban traffic management is becoming more 
scalable. Communication between numerous vehicles 
permits automatic detection of parking space occupancy. 
This solution facilitates more efficient management of 
parking infrastructure and reduction of the travel time [22]. 
Implementing comparable technologies and algorithms in 
smart warehousing environments would be expected to result 
in more efficient placement of products on warehouse racks. 
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3 RFID-ASSISTED INTELLIGENT TRAFFIC MANAGEMENT 
FOR INTERNAL LOGISTICS IN MODERN FACTORIES 

 
 The RFID technology is deployed in nearly all 
identification systems designed for smart warehouses. This is 
due to its advantages, particularly operating costs comparable 
to those incurred when using barcode-based systems. 
However, in contrast to barcodes, the use of RFID systems is 
more efficient and less sensitive to weather conditions. The 
UHF RFID technique makes it possible, using appropriate 
algorithms that take into account the capture effect, to read 
up to 1,000 objects once during a single measurement cycle 
with an identification error of less than 2% [23]. The 
proposed solution primarily uses RFID-based systems while 
considering the lowest possible implementation costs to 
enable SMEs to modernize their manufacturing and 
warehousing environments. The implementation of this 
system in modern factories will make it possible to track in 
real time the location of products and materials required for 
production and will have a positive effect on optimizing the 
flow of these objects within the production environment. The 
developed solution is a connectivity solution that allows 
SME enterprises to provide a quality of service at a level 
similar to large international corporations taking a full 
advantage of available technological solutions. Although this 
solution will never be better than fully automated 
environments it certainly is attractive to the SMB sector. 
Such a solution represents an ideal balance of 
implementation costs and potential advantages in the context 
of overall operational efficiency. 
 
3.1 Overview of the Employed Technology 
 
 During the conducted measurements of the system for 
identification and tracking of objects in warehousing and 
manufacturing environments, an array of RFID readers based 
on the PN532 controller operating at a frequency of 13.56 
MHz has been used. These short-range readers fulfilled their 
function placed on the prepared mock-up of the measurement 
environment. However, in case of implementing the solution 
in smart warehouses, their range will be insufficient. In 
manufacturing environments, it would be required to use 
industrial solutions. The appropriate RFID UHF readers for 
such implementations are those compatible with EPC Class1 
Gen2 transponders in accordance with ISO/IEC 18000-6C 
standard. Real-world tracking capabilities will be made more 
efficient due to the capabilities of UHF RFID readers, 
particularly the ability to read numerous transponders during 
a single read sequence. 

In order to measure the efficiency of object identification 
and tracking, customized cubes were produced, printed using 
FDM additive manufacturing technology, in which RFID 
transponders were implemented. The RFID cubes were 
designed in two different variants: with the transponder 
implemented inside the cube during the additive 
manufacturing process, and with the transponder placed on 
the outer wall in a small dimple. The appearance of the cubes 
is shown in Fig. 1. 

The same type of RFID transponder in the form of NFC 
NTAG213 stickers has been placed in both variants of RFID 
boxes. The tests conducted revealed that the type of RFID 

cubes does not affect the efficiency of identification. In other 
words, the transponders can be implemented into the product 
at the production stage and may not be visible as in the case 
of barcode-based systems. The solution provides efficient 
and low-failure identification of objects, and ensures that 
product batches are marked in a secure and difficult-to-defect 
method. The placement of RFID transponders inside 
products at the manufacturing stage ensures that any attempt 
to defect the RFID tag will end up with damage to the entire 
product. This approach provides greater security in product 
identification and reduces the risk of misidentification. 

 

 
Figure 1 RFID cubes prepared for measurements 

 
3.2 Concept of Asset Tracking and Operational Workflow 

Optimization System 
 
 The primary objective of the concept presented was to 
provide the SME sector with a solution that would enable 
real-time object tracking and improve operational efficiency. 
An additional requirement was the simplicity of 
implementation and relatively inexpensive implementation 
and operating expenses, so that smaller enterprises would 
have the opportunity to implement such a system. Another 
important aspect is the approachable scalability of the 
proposed solution. During the design process for a suitable 
solution, the principal problem that was identified in 
operational efficiency contexts were the intersections that 
occur in warehousing and manufacturing environments. 
These intersections are locations where the utmost caution is 
required of the operator, and thus the need to reduce travel 
speed. This is particularly relevant in environments where the 
space allocated to warehouses or production lines has been 
expanded compared to the transportation area between these 
zones. Fig. 2 demonstrates a conceptual layout of part of such 
an environment. In (a), a diagram representing the various 
processing zones and storage facilities is provided. In (b), a 
visualization of a mock-up prepared for measurements to 
verify the operation of the system is illustrated. This is 
a diagram of a production environment with integrated 
warehouses for current production needs. The final 
environment may consist of numerous such parts, with many 
more processing zones and their associated warehouses. With 
an increased number of zones, the number of intersections in 
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the entire manufacturing environment will also be increased. 
The increase in the number of intersections will directly 
affect the transit time from point A to point B. The need to 
cross the numerous intersections will be a multiplier of the 
time spent traveling through a single intersection. Therefore, 
the larger the warehouse environment, the more intersections 
between avenues in the environment, which leads 
automatically to much higher delays. A delay of for instance 
5 seconds at an intersection may look inconspicuous, 
however, multiplied by 12 intersections, it already gives 60 
seconds per trip. Calculating that a transport truck takes such 
a route 60 times a day, the time savings on the entire cycle is 
one hour per day. 

 

 
Figure 2 Conceptual representation of a production environment: (a) layout of the 

manufacturing eniviroment, (b) visualization of the measurement environment 
 
3.3 Prepared Measurement Environment 
 
 In the test environment thirty-six identical fields have 
been located, with an RFID reader based on the PN532 
controller implemented under each of them. The array of 
these readers can be expanded with additional modules 
placed on poles. The placement of these readers in the 
described locations would not directly affect the efficiency of 
the system for tracking objects in the environment. However, 
the placement of RFID readers in the ground requires a much 
more invasive renovation and spatial adjustment, which 
involves more financial investment. Installation of readers on 
poles, or if possible, directly to the ceiling in a manufacturing 
environment provides a more cost-effective solution. The 
mock-up of the research environment is shown in Fig. 3. The 
entire environment was made of fabrics that do not interfere 
with the radio waves used by RFID technology. The testing 
environment also includes two standalone racks each 
equipped with separate RFID readers for real-time 
monitoring of inventory levels. In Fig. 3, the research 
environment is configured to use RFID readers placed in the 

base. Several of these devices have been exposed for a more 
transparent demonstration of the prepared mock-up. 

 

 
Figure 3 The mock-up of the measurement environment 

 
All of the RFID readers of the research environment 

were connected to a Raspberry Pi microcomputer using pin 
multiplexers. The mock-up of the warehouse environment 
presented is a single system cluster consisting of a control 
unit and 36 RFID readers with the possibility of expanding 
with additional readers. Implementation of the solution in 
smart manufacturing environments requires the use of 
several clusters. Readers inside one cluster are run 
sequentially, therefore the higher the number of readers per 
control unit, the longer the time of one measurement cycle. 
However, using several clusters, it is possible to run 
individual zones of a warehouse or production environment 
independently. Such a solution increases the efficiency of 
product tracking by enabling several clusters of the system to 
run the measurement cycle in parallel. Moreover, this type of 
system is more resilient to setbacks, the breakage of one 
reader locks up the tracking system in one cluster instead of 
the entire environment. 

 
3.4 Methodology 

 
In order to make the measurements available, it was 

necessary to make several assumptions. One such assumption 
was the time it takes for a vehicle to cross an intersection 
without the impact of external factors. Based on this 
assumption, it was possible to calculate the remaining time 
data in the case of the sequential algorithm. With the 
knowledge of the time of physical crossing of the intersection 
and the time of individual traffic cycles in the environment 
using the sequential algorithm, the average results of crossing 
and waiting times for such an environment were calculated. 
In the case of an environment using an RFID-based 
algorithm, RFID transponders were physically placed on a 
prepared mock-up of the measurement environment and the 
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algorithm's response to such data was being tested. Similar to 
the environment based on the sequential algorithm, the 
crossing time was also equal to the assumed one. The only 
difference was the time intervals at which each traffic cycle 
controlled by the corresponding algorithm was launched. 
This approach makes it convenient to compare the 
performance of the algorithms themselves uninfluenced by 
random factors such as different crossing times or driver 
reaction times. 
 
4 ANALYSIS OF RESULTS AND DISCUSSION 
 
 Research conducted on a system for tracking asset flow 
in warehousing and manufacturing environments has shown 
that it is possible to accurately track objects. The use of such 
a system in warehouses and factories improves operational 
efficiency and significantly speeds up the flow of materials 
within these environments.  

 

 
Figure 4 Charts showing the results of conducted measurements 

 
Fig. 4 provides graphs summarizing the realized tests. 

The first graph shows the average crossing time at the 
intersection. Two control algorithms have been compared on 
the chart - one is a traditional sequential algorithm that allows 
simultaneous crossings by transport trucks from a single 
aisle. The other is an algorithm that uses RFID techniques to 
control crossing the intersection based on current demand. 
The traditional sequential algorithm is based on fixed time 
intervals assigned to each phase of intersection crossings. 
This algorithm is particularly inefficient during imbalanced 
traffic. When the flow of products is primarily through a 
single avenue, while traffic from another is intermittent, this 
algorithm will cause time delays. In these situations, the 
RFID-based algorithm enables dynamic control of material 
flow, which improves operational efficiency. The 
deployment of RFID readers throughout the manufacturing 
environment has made it possible to anticipate demand and 
dynamically control the flow of traffic through the 
intersection, thereby reducing average waiting times. With 
low traffic volumes, the average wait time when using the 
sequential algorithm was 3.53 s. This is almost a second 
longer than the average crossing time of 2.71 s when using 

the RFID-based algorithm. With increased traffic, the 
difference between the algorithms decreases, however, 
constantly using the algorithm based on RFID reader data is 
more efficient. The second graph shows how many average 
intersection crossings occur during one cycle.   

The measurements showed that regardless of traffic 
volume, the use of the sequential algorithm was never more 
efficient than the use of the RFID-based algorithm. 
 
5 CONCLUSIONS 
 

RFID technology enables automatic identification and 
tracking of materials and products in real time, eliminating 
human errors and improving data accuracy. Thanks to 
integration with ERP, MES and IoT systems, it allows for 
intelligent management of production processes and 
automation of internal logistics. RFID implementation 
allows for dynamic adjustment of production lines in modern 
factories, which increases flexibility and enables rapid 
changes in the production and warehouse environment. 
Ensuring full automation and digitization of factories and 
warehouses involves high costs. Moreover, such 
implementation in an existing environment while 
maintaining continuity of production processes is a serious 
challenge. Taking into account the limitations, especially of 
SMEs, a solution was proposed that is scalable in its concept 
and can be integrated with the existing infrastructure. 

The tests carried out confirm the effectiveness of the 
system both when installing part of the infrastructure under 
the floor, as well as on columns or ceiling. Additionally, the 
system can be expanded based on clusters, which will allow 
for gradual automation of existing production and warehouse 
spaces. 

The analysis results showed that the RFID-based traffic 
control algorithm effectively shortens the average waiting 
time to pass through the intersection compared to the 
traditional sequential algorithm. At low traffic intensity, this 
difference was almost a second in favor of the RFID 
algorithm. With increasing traffic intensity, this advantage 
decreases, but the RFID algorithm remains more efficient in 
every situation. In addition, the number of passes per cycle 
was higher when using the RFID algorithm, which confirms 
its effectiveness. Therefore, the implementation of RFID 
technology in traffic control allows for the optimization of 
the throughput of traffic path intersections and a reduction of 
waiting time. 
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Efficient Modification of the CRAFT Algorithm for Layout Optimisation 

Borut Buchmeister*, Aljaz Javernik, Robert Ojstersek, Iztok Palcic 

Abstract: Every combination of product mix and production volume requires a suitable layout of workplaces (functional units). An optimised layout is of utmost importance to 
achieve global competitiveness of companies and to build an efficient, sustainable production. We plan the layout mainly with heuristic methods; constructive, improvement and 
combined methods are available. In this paper, a modification of the established improvement algorithm CRAFT (exchange method) is presented, which provides much better and 
more accurate results at a slightly higher computational cost. The most important change is the immediate precise determination of the centroids of the areas of workplaces (or 
departments) that are exchanged. The distance between any two workplaces is represented by the orthogonal distance between the centroids. In the example given, which is 
based on a pairwise exchange, the difference is 22 % in favour of the modified algorithm. 

Keywords: algorithm modification; CRAFT method; layout optimisation; pair-wise exchanges; production layout 

1 INTRODUCTION 

One of the prerequisites for companies to achieve global 
competitiveness is the optimal spatial arrangement (layout) 
of workplaces. The correct and optimal arrangement of 
workplaces in the production system primarily affects the 
flow of work items, as well as the flow of information and 
energy. We want to reduce the costs of internal logistics, i.e. 
the variable costs of transporting materials between 
workplaces, as much as possible through a clever 
arrangement of workplaces. The method of layout planning 
is largely determined by the type of production; we 
distinguish between flow line (continuous), intermittent 
(batch, job shop) and project (individual) production. The 
flow of the production process and the quantities of material 
moving through the process are fundamental, so how we 
arrange the different workplaces in the workshops 
(departments) is extremely important. We can consider 
quantitative criteria for the layout, determined by measurable 
quantities (e.g. transport costs), or qualitative criteria if we 
cannot determine a measurable material flow, customer flow, 
etc. between the workplaces and judge which workplaces 
should be close to or far away from others. 

The problem of designing the layout of workplaces is 
generally the placement of n workplaces (or technological 
systems) at n or more possible locations, whereby the target 
function must be fulfilled or the optimum solution found. 
This theoretically results in n! layout variants, but due to the 
large size it is not possible to calculate them all [1]. 

In the following, we restrict ourselves to intermittent 
production, which comprises a variety of products in 
moderate quantities. The methods of layout planning are 
divided into construction methods (opening; we design the 
initial layout), improvement methods (we try to improve the 
initial layout) and combined methods (using the two 
previously mentioned methods). The available analytical 
(exact) layout planning methods are useful for a layout of 
max. 8 jobs and are useless for a larger number [2]. In 
practise, mainly heuristic methods are used due to the 
complexity of the problem. These methods do not provide 
optimal, but only sub-optimal layouts that are satisfactory for 
practical use. 

The goals of an optimised workplace layout are: 
• shorter transport routes,
• realisation of production in the required quantity, quality

and on the desired deadlines,
• shorter throughput times for work orders,
• improved material flow,
• small stocks of unfinished products,
• more safety in the workplace,
• better efficiency of the production system,
• better control of the workplace,
• better communication between workers,
• better utilisation of space,
• better production flexibility,
• lower production costs,
• elimination of bottlenecks, etc.

The criterion for evaluating the placement of workplaces 
is the variable material transport costs (Ctr) between the 
workplaces, which are determined by Eq. (1) [3]: 

tr 1 1 ,n n
ij ij iji jC C D F

= =
= ∑ ∑  (1) 

where: n – number of workplaces in the material flow system, 
Cij – the cost per unit distance for the transport between 
workplaces i and j, Dij – the distance between the workplaces 
i and j, Fij  – the material flow between the workplaces i and 
j. 

2 DESIGNING OPTIMAL LAYOUT 

The initial layout of workplaces can be determined in 
different ways: 
• using one of the construction methods (e.g. Schmigalla

triangle method, ALDEP, CORELAP),
• on the basis of the real, existing layout (when

reconstructing systems),
• randomly generated.

The optimal layout is determined by improving the initial 
solution until a satisfactory, sub-optimal layout of the 
workplaces is achieved. The use of computer programmes 
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has facilitated and accelerated the search for optimal 
solutions, but a simple, perfect method has not yet been 
found. Layout improvement programmes carry out 
workplace relocations in order to reduce transport costs. The 
best-known programme is CRAFT (Computerised Relative 
Allocation of Facilities Technique) [4]. This is a classic 
method in which all possible pairs of workplaces or all triples 
are exchanged. The process ends when no exchanges bring 
additional gains, taking into account the target criterion 
(iterative sub-optimisation). 

More recent publications also confirm the relevance of 
the problem of layout optimisation. Evolutionary 
optimisation methods are becoming increasingly important. 
Here are some brief descriptions. 

Choi et al. [5] conducted a production simulation in the 
design phase to optimise the factory layout and used 
reinforcement learning to derive the optimal factory layout. 
The reinforcement learning process for optimising the 
individual components of the layout was implemented in 
several layers. Lind et al. [6] demonstrated an innovative 
approach to optimise the production layout that 
simultaneously considers worker welfare and system 
performance by using the Non-dominated Sorting Genetic 
Algorithm II and particle swarm optimisation. Shen et al. 
used spatial layout optimisation for a different goal – to 
improve evacuation efficiency in a building [7]. Zhao and 
Duan [8] described the application of deep reinforcement 
learning to solve the dual-objective optimisation problem for 
the layout of workshop facilities. They succeeded in reducing 
the computational effort. Rodriguez et al. adapted the 
Systematic Layout Planning methodology with an Industry 
4.0 approach [9]. Gue et al. focused on optimising the layout 
of a workshop for discrete manufacturing based on a digital 
twin [10]. 

The CRAFT algorithm also frequently appears in 
publications that emphasise the practical application as well 
as the advantages and disadvantages of this method. 

Sembiring et al. used the CRAFT algorithm to increase 
the company's productivity by determining the right plant 
layout to minimise material handling costs [11]. Prasad et al. 
used the CRAFT algorithm to design the layout of a 
production plant within a given area [12]. Amariei et al. 
present the design stages of a lower-rank production system 
using heuristic design methods, which are subsequently 
improved using the CRAFT algorithm [13]. Sadrzadeh 
presented a genetic algorithm to solve the plant layout 
problem and proved its efficiency in comparison with another 
genetic algorithm, the CRAFT algorithm and the entropy-
based algorithm [14]. 

 
3 CRAFT ALGORITHM 

 
CRAFT, the first computer-aided layout routine, 

appeared in 1963 [4]. Today, CRAFT is the most frequently 
used and best described routine for computer-aided layout 
planning. CRAFT is an improvement algorithm. The inputs 
to CRAFT include initial layout, flow data, cost per unit 
distance, total number of departments (workplaces), fixed 
departments (with locations), area of departments [15]. Fixed 
departments are usually fixed areas such as stairs, lifts, rest 

rooms, etc. In the final layout, the transport paths are also 
fixed areas. The steps of the CRAFT algorithm are: 

Step 1. Inputs (as above). 
Step 2. Calculate the centroids of the departments in the 

current layout. 
Step 3. Form a distance matrix using the centroids. 
Step 4. Calculate the total handling cost of the current 

layout using the flow, distance and cost data. 
Step 5. Find all possible pairwise interchanges of 

departments based on common border or equal area criteria. 
Exchange the corresponding centroids for each possibility 
and calculate the approximate cost. 

Step 6. Find the department pair with the lowest handling 
cost among all possible exchange pairs. 

Step 7. Are the costs from the previous step less than the 
total cost of the present layout? If yes, go to Step 8, if not, go 
to Step 11. 

Step 8. Interchange the selected pair of departments. 
Label this as the new layout. Calculate the centroids, the 
distance matrix and the total cost. 

Step 9. Is the cost of the new layout less than the cost of 
the present layout? If yes, go to Step 10, if not, go to Step 11. 

Step 10. The new layout is now considered to be the 
present layout, and its data on centroids, layout matrix and 
total cost are retained. Go to Step 5. 

Step 11. Print the present layout as the final layout. Stop. 
Candidates for exchange are characterised by at least one 

of the following properties: both workplace areas are the 
same size (but not necessarily the same shape) or the 
workplace areas have a common border. The exchange is 
carried out in such a way that the new workplace areas are as 
far away as possible from the old locations. 
 
3.1 Numerical Example (Presented in [15]) 
 

The application of the CRAFT algorithm is shown in an 
example using the data: 
• Total number of departments (n): 5 
• Total number of interchangeable departments: 5 
• Initial layout is shown in Fig. 1. 

 

 
Figure 1 Initial layout for the numerical example 

 
Area of departments 1 to 5: 16, 16, 24, 16, 8 (sq. units). 
Cost data per unit distance from department i to 

department j: 
Cij = 1 (i = 1, …, 5; j = 1, …, 5 and i ≠ j), 
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Cij = 0 (when i = j). 
 
The flow matrix [Fij] represents the number of trips in a 

given period from department i to department j: 
 

From \ To 1 2 3 4 5 
1 - 5 2 4 0 
2 0 - 2 5 0 
3 2 0 - 0 5 
4 3 0 1 - 0 
5 0 0 2 0 - 

 
Centroids of all the departments in the initial layout: 

 
(X1, Y1) = (2, 6), (X2, Y2) = (2, 2), (X3, Y3) = (7, 2),  
(X4, Y4) = (8, 6), (X5, Y5) = (5, 6). 

 
The distance between any two departments is 

represented by orthogonal distance between the centroids: 
 

.ij i j i jD X X Y Y= − + −                                              (2) 
 

The distance matrix [Dij]: 
 

From \ To 1 2 3 4 5 
1 - 4 9 6 3 
2 4 - 5 10 7 
3 9 5 - 5 6 
4 6 10 5 - 3 
5 3 7 6 3 - 

 
Total transport cost matrix [TCij]: 
 

From \ To 1 2 3 4 5 
1 - 20 18 24 0 
2 0 - 10 50 0 
3 18 0 - 0 30 
4 18 0 5 - 0 
5 0 0 12 0 - 

 
Total (present) transport cost (Ctr) = 205. 
Pairwise interchanges are considered. For the present 

problem, eight interchanges are possible at this stage: 1-2, 1-
5, 2-3, 3-4, 3-5, 4-5 (on a common border); 1-4, 2-4 (on equal 
area). 

Interchange between 1 and 2: 
New centroids: 

 
(X1, Y1) = (2, 2), (X2, Y2) = (2, 6), (X3, Y3) = (7, 2),  
(X4, Y4) = (8, 6), (X5, Y5) = (5, 6). 

 
The distance matrix [dij]: 
 

From \ To 1 2 3 4 5 
1 - 4 5 10 7 
2 4 - 9 6 3 
3 5 9 - 5 6 
4 10 6 5 - 3 
5 7 3 6 3 - 

 
Total transport cost (Ctr) = 205. 
We continue in the same way (here without the data on 

the centroids and the distance matrices): 

Interchange between 1 and 4: Ctr = 193 
Interchange between 1 and 5: Ctr = 208 
Interchange between 2 and 3: Ctr = 197 
Interchange between 2 and 4: Ctr = 201 
Interchange between 3 and 4: Ctr = 178 
Interchange between 3 and 5: Ctr = 183 
Interchange between 4 and 5: Ctr = 163 

 
The interchange between 4 and 5 results in a minimum 

(approximate) cost of 163, which is less than the present 
layout cost of 205. The new layout after the actual 
interchange between 4 and 5 is shown in Fig. 2. The centroids 
and the distance matrix are updated. The centroids are: 
 
(X1, Y1) = (2, 6), (X2, Y2) = (2, 2), (X3, Y3) = (7, 2),  
(X4, Y4) = (6, 6), (X5, Y5) = (9, 6). 

 

 
Figure 2 Layout after the 4-5 interchange 

 
Total transport cost (Ctr) is 181. This is less than the 

present layout cost of 205. The new layout replaces the 
present layout, and we continue with the second iteration. 

Six interchanges are possible: 1-2, 1-4, 2-3, 3-4, 3-5 (on 
a common border) and 2-4 (on equal area). The approximate 
total cost results for the same sequence of interchanges are: 
181, 169, 209, 166, 183 and 181. 166 is the minimum Ctr (3-
4). This is less than 181. The new layout is shown in Fig. 3. 

 

 
Figure 3 Layout after the approximate calculation in the 2nd iteration 

 
New centroids for exact calculation are: 

 
(X1, Y1) = (2, 6), (X2, Y2) = (2, 2), (X3, Y3) = (6, 5),  
(X4, Y4) = (7.5, 1.5), (X5, Y5) = (9, 6). 
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New distance matrix [dij]: 
 

From \ To 1 2 3 4 5 
1 - 4 5 10 7 
2 4 - 7 6 11 
3 5 7 - 5 4 
4 10 6 5 - 6 
5 7 11 4 6 - 

 
Total transport cost (Ctr) is 187. This is more than the 

present layout cost, namely 181. The present layout is the 
final layout (Ctr = 181, which corresponds to a reduction of 
12 % compared to the initial 205), see Fig. 4. 

 

 
Figure 4 Final layout after the optimisation with the CRAFT algorithm 

 
4 MODIFICATION OF THE ALGORITHM 

 
The calculation of the approximate costs in Step 5 can 

lead to the optimal solution being lost. When exchanging the 
locations of departments, differences in distance occur due to 
different area sizes, so that with the CRAFT method it is 
always necessary to repeat the calculation with exact values. 
In our modification of the algorithm, however, we perform 
an exact calculation on-the-fly so that there are no deviations, 
and no additional calculation is required. The modifications 
can be seen in steps 5, 7, 8, 9 and 10: 

Step 5. Find all possible pairwise interchanges of 
departments based on the criterion of common border or 
equal area. Calculate the exact new centroids and costs for 
each possibility. 

Step 7. Are the costs from the previous step less than the 
total costs of the present layout? If yes, go to Step 8, if not, 
go to Step 9. 

Step 8. Interchange the selected pair of departments. 
Label this as the present layout. Go to Step 5. 

Step 9. Print the present layout as the final layout. Stop. 
Step 10 is cancelled. Our algorithm requires about 10 

times more computational effort but leads to a better solution. 
 

4.1 Numerical Example (the Same Data as in Section 3.1) 
 
Given initial layout is optimised with the application of 

the modified CRAFT algorithm to show its usefulness. For 
the purpose of cost calculation, an interchange between two 
departments would mean that their new centroids are 
calculated. For each interchange, the associated distance 

matrix is calculated. Then, the exact total transport cost is 
calculated. 

The first iteration gives the same exchange decision as 
the original CRAFT algorithm (see Tab. 1). But the results 
for other iterations differ significantly. 

 
Table 1 Exchange pairs and exact total transport costs (iteration 1) 

Pair 1-2 1-4 1-5 2-3 2-4 3-4 3-5 4-5 
Ctr 205 193 231 193 201 182 185 181 

 
Layout after the iteration 1 (as in section 3.1), Ctr = 181, 

is shown in Fig. 5. 
 

 
Figure 5 Layout after the 1st iteration 

 
The centroids and the distance matrices are regularly 

updated. Detailed calculation process is skipped. Six 
interchanges are possible in the 2nd iteration. All of them are 
listed in Tab. 2, including the cost results. The interchange 
pair is 1 and 4 (169 is less than 181). 

 
Table 2 Exchange pairs and exact total transport costs (iteration 2) 

Pair 1-2 1-4 2-3 2-4 3-4 3-5 
Ctr 181 169 215 181 187 177 
 
Layout after the iteration 2, Ctr = 169, see Fig. 6. 
 

 
Figure 6 Layout after the 2nd iteration 

 
The centroids are: 

 
(X1, Y1) = (6, 6), (X2, Y2) = (2, 2), (X3, Y3) = (7, 2),  
(X4, Y4) = (2, 6), (X5, Y5) = (9, 6). 
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The centroids and the distance matrices are updated for 
each interchange. In the third iteration, six interchanges are 
possible (Tab. 3). The interchange pair is 3 and 5 (165 is less 
than 169). 

 
Table 3 Exchange pairs and exact total transport costs (iteration 3) 

Pair 1-2 1-3 1-5 2-3 2-4 3-5 
Ctr 169 190 202 221 185 165 
 
Layout after the iteration 3, Ctr = 165, see Fig. 7.  
 

 
Figure 7 Layout after the 3rd iteration 

 
The centroids are: 

 
(X1, Y1) = (6, 6), (X2, Y2) = (2, 2), (X3, Y3) = (8.33, 3.33), 
(X4, Y4) = (2, 6), (X5, Y5) = (5, 2). 

 
Fourth iteration: at this stage, six interchanges are 

possible (Tab. 4). The interchange pair is 1 and 5 (148 is less 
than 165). 

 
Table 4 Exchange pairs and exact total transport costs (iteration 4) 

Pair 1-2 1-3 1-4 1-5 2-4 2-5 
Ctr 170 205 177 148 175 189 
 
Layout after the iteration 4, Ctr = 148, see Fig. 8. 
 

 
Figure 8 Layout after the 4th iteration (final layout) 

 
The centroids are: 

 
(X1, Y1) = (5, 4), (X2, Y2) = (2, 2), (X3, Y3) = (8.33, 3.33), 
(X4, Y4) = (2, 6), (X5, Y5) = (7, 6). 

In the fifth iteration five possible interchanges give 
worse results (see Tab. 5). 

Table 5 Exchange pairs and exact total transport costs (iteration 5) 
Pair 1-2 1-3 1-4 2-4 3-5 
Ctr 154 180 163 150 157 
 
The cost of the best layout (150) is not less than the cost 

of the last layout (148). 
The last layout is the final layout. The total transport cost 

is 148 (28 % less than the initial 205). Department 3 was 
given a non-rectangular shape. 

 
5 DISCUSSION 

 
The CRAFT algorithm and our modified algorithm are 

heuristic programmes. They usually provide different 
solutions to a problem if different initial layouts are available. 
The literature [16] recommends using no less than three 
initial layouts as starting procedures. Neither algorithm 
guarantees an optimal solution. In practise, the limit for 
layout optimisation has been set at 50 workplaces or 
departments. 

We can interchange workplaces of different sizes, which 
can lead to very irregular shapes of workstations that may be 
unusable in practise. Using area centroids to measure 
distances between workstations is not always realistic 
(especially for non-rectangular shapes). 

To improve the CRAFT algorithm for layout 
optimisation, several additional improvements can be 
explored. Incorporating modern heuristic or metaheuristic 
methods, such as genetic algorithms or particle swarm 
optimisation, could improve its ability to find near-optimal 
solutions for complex plant layouts. Adding machine 
learning techniques could also enable adaptive decision- 
making based on historical data and contextual factors and 
further optimise results. Improving the algorithm’s ability to 
handle dynamic and multi-criteria problems could make it 
even more versatile. 

In the given benchmark example [15], the CRAFT 
algorithm yielded a saving of 12 % in transport costs, while 
our modified algorithm yielded a saving of 28 % (the value 
181 was reduced by a further 18 % to 148, i.e. the result of 
the CRAFT algorithm is 22 % worse than with the modified 
algorithm). Our algorithm never delivers a worse result due 
to its exact calculation. 

 
6 CONCLUSION 

 
Regardless of the type of production (or provision of 

services), we have four criteria for evaluating the results: 
quality, quantity, time and cost. The layout of workplaces (or 
departments) has a significant impact on these criteria, as it 
promotes quality improvement, stabilises quantities and time 
consumption and reduces costs. Therefore, we consider the 
layout of an organisation as a strategic decision for 
sustainable operation. 

The complexity of today's factories requires the use of 
advanced computer tools for system analysis and design, 
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such as simulation and optimisation. The latest trends are 
moving towards digital twins of the factory with 3D 
visualisation and real-time simulations. 

In this article, we have shown an improvement of the 
CRAFT algorithm used for layout optimisation. We decided 
to make a simple, conventional improvement to the 
algorithm. With the presented modification of the algorithm 
we achieve much better optimisation results than with the 
basic method, with more intensive calculations (weakness) 
and exact values (advantage). This is also demonstrated using 
a practical example. 

 
Acknowledgement 

 
This research was funded by ARIS – Slovenian Research 

and Innovation Agency, Research Core Funding No. P2-
0190. 

 
7 REFERENCES 

 
[1] Polajnar, A., Buchmeister, B. & Leber, M. (2005). Production 

Management, 2nd ed. Maribor: Faculty of Mechanical 
Engineering (in Slovenian). 

[2] Heizer, J., Render, B. & Munson, C. (2017). Operations 
Management, 12th ed. Boston: Pearson Education. 

[3] Buchmeister, B. (2024). Layout Planning in Manufacturing 
and Services. Vienna: DAAAM International Vienna. 

[4] Armour, G. C. & Buffa, E. S. (1963). A heuristic algorithm and 
simulation approach to relative location of facilities. 
Management Science, 9(2), 294-309. 
https://doi.org/10.1287/mnsc.9.2.294 

[5] Choi, H., Yu, S., Lee, D., Noh, S. D., Ji, S., Kim, H., Yoon, H., 
Kwon, M. & Han, J. (2024). Optimization of the factory layout 
and production flow using production-simulation-based 
reinforcement learning. Machines, 12(6), Paper 390, 22 pages. 
https://doi.org/10.3390/machines12060390 

[6] Lind, A., Elango, V., Hanson, L., Högberg, D., Lämkull, D., 
Mårtensson, P. & Syberfeldt, A. (2024). Multi-objective 
optimization of an assembly layout using nature-inspired 
algorithms and a digital human modeling tool. IISE 
Transactions on Occupational Ergonomics & Human Factors, 
12(3), 175-188. https://doi.org/10.1080/24725838.2024.2362726 

[7] Shen, N. Z., Cui, J. W., Peng, M., Xu, H. & Wu Z. Q. (2024). 
An optimization method of large building space based on 
evacuation simulation. International Journal of Simulation 
Modelling, 23(3), 435-446. 
https://doi.org/10.2507/IJSIMM23-3-691 

[8] Zhao, Y. L. & Duan, D. L. (2024). Workshop facility layout 
optimization based on deep reinforcement learning. Processes, 
12(1), Paper 201, 14 pages. https://doi.org/10.3390/pr12010201 

[9] Rodriguez, L., Loyo, J. & Silva, U. (2023). Layout evaluation 
with the Industry 4.0 approach for a manufacturing laboratory. 
International Journal of Simulation Modelling, 22(3), 551-561. 
https://doi.org/10.2507/IJSIMM22-4-642 

[10] Guo, H. F., Zhu, Y. X., Zhang, Y., Ren, Y. P., Chen, M. S. & 
Zhang, R. (2021). A digital twin-based layout optimization 
method for discrete manufacturing workshop. International 
Journal of Advanced Manufacturing Technology, 112(5-6), 
1307-1318. https://doi.org/10.1007/s00170-020-06568-0 

[11] Sembiring, A. C., Sitanggang, D., Budiman, I. & Aloina, G. 
(2019). Redesign layout of production floor facilities using 
algorithm CRAFT. Proceedings of the 1st International 

Conference on Industrial and Manufacturing Engineering, Vol. 
505, Paper 012016, 6 pages, Medan, Indonesia. 
https://doi.org/10.1088/1757-899X/505/1/012016 

[12] Prasad, N. H., Rajyalakshmi, G. & Reddy, A. S. (2014). A 
typical manufacturing plant layout design using CRAFT 
algorithm. Proceedings of the 12th Global Congress on 
Manufacturing and Management, Vol. 97, 1808-1814, Vellore, 
India. https://doi.org/10.1016/j.proeng.2014.12.334 

[13] Amariei, O. I., Hamat, C. O. & Coman, L. (2013). Designing a 
lower rank production system. Proceedings of the 2nd 
International Conference on Social Science and Education, 
Vol. 46, 608-613, Hong Kong, China. 

[14] Sadrzadeh, A. (2012). A genetic algorithm with the heuristic 
procedure to solve the multi-line layout problem. Computers & 
Industrial Engineering, 62(4), 1055-1064. 
https://doi.org/10.1016/j.cie.2011.12.033 

[15] Panneerselvam, R. (2012). Production and Operations 
Management, 3rd ed. New Delhi: PHI Learning Private 
Limited. 

[16] Tompkins, J. A. & White, J. A. (1984). Facilities Planning. 
New York: John Wiley & Sons. 

 
 
Authors’ contacts: 
 
Borut Buchmeister, Full Prof. Dr. Sc. 
(Corresponding author) 
University of Maribor, Faculty of Mechanical Engineering, 
Smetanova 17, 2000 Maribor, Slovenia 
Tel. +386-2-2207631, e-mail: borut.buchmeister@um.si 
 
Aljaž Javernik, M.Sc., Assistant, PhD student 
University of Maribor, Faculty of Mechanical Engineering, 
Smetanova 17, 2000 Maribor, Slovenia 
Tel. +386-2-2207585, e-mail: aljaz.javernik@um.si 
 
Robert Ojsteršek, Asst. Prof. Dr. Sc. 
University of Maribor, Faculty of Mechanical Engineering, 
Smetanova 17, 2000 Maribor, Slovenia 
Tel. +386-2-2207585, e-mail: robert.ojstersek@um.si 
 
Iztok Palčič, Full Prof. Dr. Sc. 
University of Maribor, Faculty of Mechanical Engineering, 
Smetanova 17, 2000 Maribor, Slovenia 
Tel. +386-2-2207636, e-mail: iztok.palcic@um.si 
 



TEHNIČKI GLASNIK 19, si1(2025), 37-42   37 

ISSN 1846-6168 (Print), ISSN 1848-5588 (Online) 
https://doi.org/10.31803/tg-20250226193846 

Original scientific paper 
Received: 2025-02-26, Accepted: 2025-04-20 

A MCDA Based Model for Assessing Digital Maturity in Manufacturing SMEs 

Elvis Krulčić*, Sandro Doboviček, Duško Pavletić, Ivana Čabrijan 

Abstract: This paper presents the findings of research focused on the development of a comprehensive model for assessing the digital maturity of small and medium-sized 
manufacturing enterprises (SMEs) using multi-criteria decision analysis (MCDA). A systematic review of the literature was conducted to analyse the current state of digital maturity 
assessment models and evaluate their applicability to the SME sector. The proposed model covers critical digital dimensions relevant to SMEs, including the extent of adoption of 
digital technologies, the existence of supporting policies and strategies, and the integration of digital technologies into business processes. The developed model enables SMEs 
to benchmark their current digital maturity level with the desired goals, thus facilitating the formulation of actionable and customized digital transformation strategies. The model 
was validated through case studies in real production environments to ensure its practical relevance and applicability. 

Keywords: Digital Maturity Model; digital transformation; MCDM; SME; strategy 

1 INTRODUCTION 

The activity of manufacturing companies in today's 
dynamic market is extremely demanding and challenging. 
Due to the new conditions created by the pandemic and 
energy crises of the past, business processes must be adapted 
to ensure that products are produced faster, with higher 
quality, at lower costs and in a unique way to maintain or 
achieve competitiveness. Business processes need to adapt 
quickly and work as much and as fast as possible towards 
digital transformation [1]. Digital transformation is a key 
process in modern companies, enabling them to use new 
technologies to improve business processes, increase 
efficiency and drive innovation [2]. In the age of 
digitalization, assessing a company's readiness for digital 
transformation is crucial to ensure a successful transition to 
digital operations [3]. 

2 DIGITAL TRANSFORMATION 

The digitalization and digital transformation (DT) of 
companies are key processes for the further development of 
the economy and society and must therefore be approached 
strategically and comprehensively [2, 4]. 

2.1 Basic Concepts 

The digital transformation and the resulting innovations 
are changing organizations, institutions and society in a 
general sense [1]. Understanding the conceptual differences 
between digitization, digitalization, and digital 
transformation is crucial for reaching the industrial level of 
Industry 4.0. Digitization refers to the process of converting 
physical, analogue objects or properties into a digital format. 
This includes the conversion of physical documents, audio 
recordings, images and other materials into binary data that 
computers can process [5]. Digitalization involves the use of 
digitized data to improve business processes. This includes 
automating and optimizing existing processes via digital 
platforms to become more efficient and productive [6]. 

Digital transformation is a broader concept that 
encompasses a fundamental change in the way a company 

operates through the use of digital technologies. It includes 
not only the optimization of existing processes, but also the 
creation of new business models and strategies enabled by 
digital technologies [7]. In this process, technologies such as 
big data, artificial intelligence (AI), the Internet of Things 
(IoT) and cloud computing are used to optimize business 
processes, improve the customer experience and create new 
business models [8]. 

Although these terms are very similar, it is important to 
understand the characteristics of each term and their proper 
application in the era of digitalization. Wen et al. confirmed 
that manufacturing companies with greater sustainability are 
more adaptable to DT and tend to implement differentiated 
competitive strategies. Therefore, they concluded that the 
impact of innovation promotion is greater for firms with 
higher sustainability [9]. 

2.2 Investigation of Existing Digital Maturity Models 

Digital maturity models are tools or frameworks that 
assess an organization's internal readiness for digital 
transformation. Their aim is to provide a deeper insight into 
the ability of organizations to implement digital technologies 
and adapt to digital changes in business operations. These 
models analyse several dimensions, such as organizational 
culture, strategic capabilities, level of digital skills, 
technological infrastructure and innovation capability. They 
are constantly evolving and adapted to specific industries and 
other characteristics, including industry specific 
requirements, the size of the organization and the level of 
development of individual companies. 

As there were no clearly defined models for assessing 
digital maturity, Rossmann's study focuses on defining a 
concept for building a digital maturity model and the 
corresponding measurement framework. The results of his 
study show that the digital maturity framework consists of 
eight dimensions and 32 factors covering the areas of 
strategy, leadership, business model, operating model, 
people, culture, governance and technology. Each dimension 
includes specific elements that can be assessed based on their 
maturity level [10]. His work provides a clear theoretical 
contribution to the conceptualization and operationalization 
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of the framework and extends previous research. Numerous 
other studies on different existing models have led to the 
creation of a variety of new variants of digital maturity 
models because they have identified shortcomings in the 
existing models [11, 12]. Kruljac and Knežević, analysing 
twenty-one digital maturity models (out of more than 150 
available in the literature), conclude that the analysed models 
can only serve as analytical tools for assessing digital 
maturity based on their own criteria. The reason for this is the 
lack of empirical research on all key elements of the models 
as well as their limitation to commercial and non-academic 
application [13]. An analysis of the popular and commonly 
used models by IMPULS, PwC and Uni-Warwick revealed 
that they are only partially applicable to SMEs due to a lack 
of specific relevant categories and practical guidelines that 
need to be clearly defined and understandable. This allows 
users to accurately determine the current digital maturity 
level and areas for improvement [14]. When examining 
existing maturity models, it was found that none of the 
existing maturity models for digital transformation fully meet 
all defined criteria, such as a detailed description of model 
components, and their applicability across all industries is 
highly questionable [15]. In their analysis of the adaptation 
of Industry 4.0 DMM models for manufacturing and logistics 
companies in SMEs, the authors concluded that there is still 
considerable room for further research on topics such as 
digitized production and that the specific requirements of 
SMEs in the context of developing countries need to be taken 
into account to enable a more successful adoption of Industry 
4.0 [16]. The comparison of existing models conducted in the 
study provides valuable insights into the current business 
environment and model requirements and enables the 
development of new approaches [6]. Future research could 
focus on analysing the differences in the application of digital 
maturity models in different industries or investigating the 
impact of cultural, regulatory and economic factors on the 
adoption and adaptation of these models in different 
countries and regions. Very often SMEs have limited 
resources for business development and improvement to 
maintain or increase their competitiveness in the market. 
Therefore, it is important to make appropriate strategic 
decisions on how to use the limited resources to achieve the 
best results in improving business processes. Digital 
transformation indices and digital maturity assessment 
models provide companies with important guidelines for 
navigating through digital transformation. The digital 
maturity model is a useful tool in the company's digitalization 
process to effectively assess the current state of digitalization 
and identify key areas for the development of a digitalization 
strategy. There are numerous examples in the literature that 
confirm the applicability and necessity of using these tools. 
Verhoef et al. state that SMEs using digital maturity tools can 
more easily develop sustainable strategies, reduce operating 
costs and increase productivity [17]. Westerman & Bonnet 
emphasize the importance of applying digital maturity 
models, especially in organizations with limited resources, 
i.e. SMEs. They find that SMEs using digital assessment 
models achieve faster results and increase resilience to 
market changes [3]. 

The literature review has provided the necessary 
information and knowledge required for a complete 

understanding of the specifics of the digital transformation 
process and its application in different environments. Since 
there are many models developed for different industries and 
different applications, it is important to find and select the 
most appropriate model that can make the greatest 
contribution on the path to digitalization in an organization. 

 
3 DEVELOPMENT OF A DIGITAL MATURITY ASSESSMENT 

MODEL FOR SMEs 
 
Most available digital maturity assessment models are 

predefined for specific industries, company sizes, geographic 
locations and similar factors. In general, these models are 
locked to the end user and do not offer the possibility to 
change the process of digital maturity assessment, such as 
prioritization and applicability of certain factors in the 
successful implementation of digital transformation. 
According to the latest analyses of the achieved industrial 
level of Industry 4.0, which is often equated with the level of 
digital maturity, digital maturity in the region is still in its 
infancy. Apsolon has determined the Croatian Digital Index 
(HDI), which analyses the readiness of the Croatian economy 
to face the challenges of extremely rapid growth and the 
development of new digital technologies by analysing data 
from 273 Croatian companies [18]. The state of digitalization 
of the Croatian economy in 2021 was assessed with an 
average score of 2.59 on the scale of 1 to 5, which is a slight 
increase compared to 2020, when the score was 2.52. The 
average score for the digital readiness of companies for 
digital transformation in 2021 is 3.26. Although the 
proportion of large companies in this survey is much lower 
than that of medium-sized companies, it can be assumed that 
the result for medium-sized and small companies would be 
significantly lower, namely below the score of 3.0, 
considering that the awareness, approach and 
implementation of digital transformation is much more 
pronounced in large companies. Mladineo and colleagues 
have continuously analysed the digital maturity of 
manufacturing companies in the Republic of Croatia over the 
last decade [19]. The average overall digital maturity score 
for 2022 is 2.45, while it was 2.15 for 2015. The analysis 
shows a very low level and very slow progress over the seven 
years observed. It is therefore clear that there is still a lot of 
room for improvement and acceleration of digital 
transformation in Croatia. For a successful digital 
transformation, companies need to define a precise strategy 
and guidelines for effectively managing the process. The 
digital maturity model is a critical success factor as it enables 
organizations to assess their current state and create 
roadmaps aligned with their goals [20]. It is impossible to 
choose the optimal existing model, which is usually 
developed for a specific industry, environment or 
organization. The more detailed it is defined, the greater the 
possibilities for significant deviations in calculating the 
realistic assessment of the current state and, consequently, in 
determining the priority activities for improvement. Another 
major problem is the organization's motivation for digital 
transformation. Since the level of Industry 4.0 in the 
Republic of Croatia is 2.45 and reaching the desired level of 
4.0 requires a lot of effort and time, the question arises as to 
how to reduce frustration along the way and increase 
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motivation. One of the tried and tested ways is to make 
improvements in small but sustainable steps with realistically 
achievable intermediate goals. A user-customizable solution 
such as a digital maturity assessment model with the ability 
to influence the importance of specific areas and priorities of 
each organization can significantly support the successful 
journey of digital transformation. For this reason, the 
development of such a model, applicable in SMEs, was 
undertaken. 
 
3.1 Definition of Maturity Model 
 

Before the final definition of the model with the 
corresponding structure was established, the objectives or 
guidelines for the creation of the model were determined, 
which must be adapted considering the current state of digital 
maturity of manufacturing SMEs in our environment. The 
number of dimensions, the number of digital maturity levels 
and the number and content of digital transformation 
elements to be assessed should allow the user to assess the 
digital maturity level using the model in up to 90 minutes. 
Due to the differences and specificities between SMEs, it 
must be ensured that users have the opportunity to influence 
the determination of the importance of the individual 
elements of digital transformation. 

The first step in defining the basic model is to determine 
the basic structure of the model itself, i.e., defining the 
dimensions with the corresponding basic elements and 
determining the method for validating the importance of the 
dimensions as well as defining and selecting the number of 
maturity levels. The conclusions from the presented literature 
review [8, 10, 11, 15, 16], the current maturity level in SMEs 
in Croatia [18, 19] and the authors' several years of personal 
experience in this field led to the selection of the six 
dimensions and the four levels of digital maturity. The digital 
dimensions and four levels of digital maturity with brief 
descriptions are presented in Tab. 1 and Tab. 2.  

 
Table 1 Dimensions of digital transformation in the model 

 Dimensions of digital transformation 
1 Strategy 
2 Technology 
3 People and Expertise 
4 Operability 
5 Products / Processes 
6 Organization 

 
The basic elements of digital transformation are the 

result of a combination of research findings from the 
available literature and defined models by the following 
authors: Rossman [10], Schumacher et al. [8], Lichtblau et al. 
[21], and Ustundag et al. [22]. 

Certain elements of the mentioned models were revised 
based on the authors' many years of personal experience in 
collaboration with competent industry experts with 
fundamental knowledge of digital transformation. 

Initially, 86 elements were defined, which were reduced 
to 66 elements in 6 dimensions after consultations and 
adjustments. The number of elements in each dimension 
varies and ranges from five in the Products/Processes 
dimension to fifteen in the Technology dimension, which is 

also the most important and influential in the entire process 
of digital transformation. 
 

Table 2 Description of Defined Levels of Digital Maturity 
Digital Maturity Stage Description of the Digital Maturity 

1 - Initial Stage 

At this level, the company has little or no 
strategy for digital transformation. Activities 
are sporadic and not aligned with the 
company’s goals. 

2 - Developing Maturity 
The beginning of the development of basic 
digital initiatives, pilot projects and a low level 
of digital skills among employees. 

3 - Defined Maturity 

A clear digital strategy is defined, initial 
integration of digital and business processes 
begins and processes for digital capability 
development are established. 

4 - Managed Maturity 

Digital strategies and technologies are fully 
integrated into business processes. The 
company uses data and technology to optimize 
business efficiency, with a high degree of 
technology integration, intensive use of 
analytics and data for decision-making and a 
digital infrastructure that effectively supports 
business processes. 

 
Based on the analysis of the presented literature and the 

exchange of opinions with competent experts from academia 
and practice in the field of multi-criteria decision making 
(MCDM) and considering the objectives set for the model, 
the AHP method — Analytical Hierarchical Process — was 
chosen to determine the importance of each dimension. The 
AHP method proposed by Saaty is one of the most popular 
decision-making methods for solving complex problems, as 
it includes both subjective and objective evaluation 
measures. Based on pairwise comparisons, weighting 
coefficients are calculated by finding the dominant right 
eigenvector (EV) of the positive reciprocal decision matrix 
[23]. Pairwise comparisons are also used to determine the 
relative importance of the alternatives for each criterion [69]. 
In this way, the user can more realistically and objectively 
determine the importance weights for each dimension and the 
corresponding elements of each dimension depending on the 
strategy and the current state of their organization. 

The rating scale for determining the current state of each 
element of the digital transformation dimension is defined as 
follows from zero (0) to four (4):  
0 – not applicable  
1 – completely negative statement  
2 – predominantly negative statement  
3 – predominantly positive statement  
4 – completely positive statement 
 

The basic model was defined using the MS Office 
package Excel. This complied with the guidelines for the use 
of readily available software solutions and at the same time 
allowed a certain degree of autonomy in determining the 
weighting of the importance of the individual dimensions. 
 
3.2 Digital Maturity Assessment Process Using the DMM 

Model 
 
It is important to note that the application of the model 

requires a competent group of experts within the organization 
who are familiar with the basic concepts, principles, 
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technologies and rules of digital transformation. The group 
should have a comprehensive understanding of all processes 
in all areas of business operations, including strategy setting, 
operational execution, monitoring and reporting on business 
activities. The size of the group depends on the size and 
organization of the business processes in each individual 
company. The process of using the model is illustrated in Fig. 
1. The first step in entering data into the digital maturity 
assessment model is to determine the weighting of each 
dimension in the model. The chosen method of multi-criteria 
decision making, AHP, ensures a quick, understandable and 
objective determination of the weightings for each 
dimension. This form of applying the open type method was 
chosen for the sake of simplicity and for a better 
understanding of how the method works. This form of 
applying the AHP method in previous studies in 
collaboration with expert groups from the business 
community was very well received for these reasons [24]. 

 

 
Figure 1 Process of Using the Digital Maturity Assessment Model 

 
After determining the weighting values of the 

dimensions, the next step is to rate the digital maturity level 
of each element by selecting a corresponding rating from 0 
to 4 from the drop-down menu. 

After selecting the available ratings for each element of 
the digital transformation, the model generates an individual 
maturity score for each dimension separately according to the 
mathematical Eq. (1) by Schumacher and authors [8]. In the 
mathematical expression, M stands for the maturity level, D 
for the specific maturity level dimension, E for the elements 
of the digital transformation, g for the weighting coefficient 
and n for the number of elements of the digital 
transformation. 
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The overall result is displayed in the form of tabular 

values for each individual dimension, as shown in Tab. 3. For 

practical use, in addition to the tabular representation, a 
graphical representation of the results by dimension is 
provided in the form of a radar chart shown in Fig. 2, and the 
results by dimension element in the form of a sunburst chart. 
The overall score for the organization's digital maturity level 
is defined by the minimum score of all evaluated dimensions. 
The results achieved for the individual digital dimension 
elements serve as a basis for strategic decisions and the 
definition of specific activities for digital transformation 
projects and programs. 

 
Table 3 Digital Maturity Assessment Results for Digital Transformation 

DIMENSIONS  MATURITY Rank 
Strategy 2,07 4 
Technology 2,16 3 
People and Expertise 1,85 6 
Operability 2,22 2 
Products / Processes 2,40 1 
Organization 1,86 5 
Average digital maturity 2,09  
Organizational digital maturity 1,85  

 

 
Figure 2 Display of dimensions digital maturity levels by radar chart 

 
4 VALIDATION OF THE MODEL ON A CASE STUDY 
 

The final planned phase in the creation of the new model 
is its validation using a case study to assess the digital 
maturity of SMEs in the manufacturing sector. For the 
validation of the model, three manufacturing companies from 
the surrounding area were selected, whose experts in specific 
areas also participated in the development phase of defining 
individual elements of digital transformation in the digital 
maturity assessment model. In this way, the competence of 
users using the model is ensured and qualitative feedback is 
provided on possible shortcomings or additional user 
requirements. The selected companies fall into the category 
of medium-sized enterprises and are active in the 
manufacturing industry. One company is active in the metal 
processing industry, another in the glass industry and the 
third in the production of automotive parts. All companies 
sell their products on foreign markets, have numerous and 
high-quality competitors and therefore use the latest 
manufacturing technologies and are organized according to 
numerous standards required by the customers or the 
industries in which they operate. 

After receiving the completed digital maturity models 
from the three manufacturing companies, the individual and 
collective results of the received models were analysed 
according to the evaluation procedure shown in Fig. 1.  An 
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example of the evaluation results of the weighting values of 
specific dimensions using the AHP multi-criteria decision 
method for Company 1 is shown in Fig. 3. 

 

 
Figure 3 Display of Weight Factor Results for Dimensions in Company 1 

 
The summary of the final scores for individual 

dimension can be found in Tab. 4. Company 1 has the highest 
score for the Products/Processes dimension (2.4), Company 
2 achieves the highest score in the Strategy dimension (2.67), 
while Company 3 excels in the Organization dimension 
(3.3). All companies have low scores in the Technology 
dimension, which could indicate weaker application or 
outdated technology in terms of digital maturity. The 
weighting factors for the dimensions indicate that for two 
companies the Employees and Expertise dimension is most 
important, while for the third company the Strategy 
dimension is most important, indicating a focus on planning 
and long-term strategy. Company 3 has the highest average 
maturity score (2.55), indicating a better digital maturity 
level in most dimensions, while Company 1 has the lowest 
average score (2.09), which could indicate a significant need 
for investment.  
 
Table 4 Final Results of Digital Maturity Assessment of Dimensions in Companies 

Dimension Company 1 Company 2 Company 3 
Strategy 2,07 2,67 2,4 
Technology 2,16 1,89 2,0 
People and Expertise 1,85 2,54 2,7 
Operability 2,22 2,3 2,0 
Products / Processes 2,4 1,83 2,8 
Organization 1,86 2,29 3,3 
Mean 2,09 2,25 2,55 
Digital maturity level 1,85 1,83 2,0 

 
The differences between the results of the individual 

dimensions in the different companies can be interpreted as 
follows. Low variability between companies was observed in 
the dimensions of Technology and Operability, moderate 
variability in the dimension of Strategy, while significant 
differences in variability were found in the dimensions of 
People and expertise as well as Products/Processes. 
Variability is most pronounced in the Organization 
dimension. This means that although these companies fall 
into the category of medium-sized manufacturing companies, 
they have significantly different organizational structures 
and levels, which can be attributed to their different 
industries. In terms of consistency between the companies, 
Company 1 has the highest consistency. Company 2 has the 
potential to balance the dimensions to reduce variability and 
ensure development. Company 3 has the most pronounced 

differences, which can be both an advantage (focusing on key 
dimensions) and a risk (neglecting weaker dimensions).   

Additional feedback, comments and suggestions noted 
by users of the model during the maturity assessment process 
were evaluated. There were no significant suggestions or 
comments that would affect changes to the content concept 
or mathematical calculations of the dimension and element 
scores. The comparison of the analysed digital maturity 
assessment data with the actual state in each company 
revealed that the model concept correctly measures the 
differences between the tested manufacturing companies. 
The model clearly shows differences in certain dimensions 
and individual elements of digital transformation, regardless 
of the roughly equal size of the companies and their basic 
production function. The model developed last year can be 
gradually extended to new levels by integrating the criteria 
of Industry 5.0, which focus on human-centred systems. 
Given the increasing brain drain from the region to developed 
countries, future research could explore the potential of 
advanced AI tools such as Chat GPT and Deep Seek to 
improve the research process and further refine the model to 
meet Industry 5.0 standards. 
 
5 CONCLUSION 
 

Digital maturity assessment models are an excellent 
starting point for measuring the current level of digital 
maturity and assessing the gap to the target level. 
Considering the numerous peculiarities between the same 
and different industries, different organizational structures 
and different specific business processes, there is a need to 
continuously adapt digital maturity assessment models to 
different situations. The subject of this paper is the 
development of a new model for assessing the maturity level 
of manufacturing SMEs, tailored to the current state of 
industrial development in Croatia and the specifics of 
industrial organization and technology in this environment. 
The defined model was tested in three manufacturing SMEs 
in the region. The results were thoroughly analysed and the 
new model for assessing digital maturity in industrial SMEs 
in Croatia was validated. The analysis results clearly show 
that the model provides enough consistency and at the same 
time enough variability to clearly classify the details of the 
elements of digital transformation. A possible further 
development of the model is planned in the classification of 
the necessary activities to improve the elements of digital 
transformation that are at a low level of digital maturity in 
order to link them to the business strategy. The additional 
number of SMEs to be included in further research will 
provide new insights for the further development of this 
model and confirm the applicability of the model in SMEs. 
When the SME's maturity level has progressed towards 
Industry 4.0, the model is expanded to include an additional 
set of criteria that are suitable for Industry 5.0. 
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Towards Model-based Definition of Digital Product Passports Supporting Sustainable Smart 
Product Lifecycles 

Yannick Juresa*, Damun Mollahassani, Jens C. Göbel 

Abstract: Sustainability has emerged as a key priority across industries, requiring robust mechanisms to enhance transparency and accountability throughout the lifecycle of 
smart products. The Digital Product Passport (DPP) presents a solution for achieving these goals by aggregating critical product-related data. However, practical implementation 
encounters significant obstacles, including fragmented data sources and disparate system integrations. This paper presents an approach that uses the Systems Modelling 
Language (SysML) to overcome these challenges. First, the DPP's essential components are defined and derived from data generated during product development. Implications 
from the development of the DPP are summarized and contrasted with the potential of a Model-based Systems Engineering (MBSE) approach. The proposed approach establishes 
traceable relationships between model elements and DPP attributes, enabling seamless data flow. To validate the feasibility and effectiveness, as an example a 3D printer was 
developed to create an instantiation. 

Keywords: Digital Product Passport; Model-based Systems Engineering; Product Development; Product Lifecycle Management; Sustainability 

1 INTRODUCTION AND SETTING 

The development of smart products has changed 
significantly in recent decades due to various complexity 
drivers. On the one hand, products have become more 
sophisticated and increasingly complex because of the 
evolution towards smart and networked products. On the 
other hand, value chains are more complex and more 
stakeholders have a direct or indirect influence on product 
creation. Smart products are cyber-physical systems with the 
ability to connect via the internet that provide various 
technologies and internet-based services [1, 2]. These 
properties enable smart products to offer a wide range of 
possibilities for adding value to the user. Smart products are, 
therefore, more complex and more challenging to develop. 
The generation of data and information in the context of 
development, production and use poses new challenges for 
data processing and management systems. In addition, new 
regulations, initiatives and laws require the collection of 
additional information during the creation and usage of 
products, for example, to ensure circularity and 
sustainability. This information must be collected centrally, 
which can be done using the Digital Product Passport (DPP). 
At a regulatory level, the European Union (EU) added 
product creation and evaluation regulations with policy 
instruments like the Green Deal in 2019.  More political 
initiatives, such as the Clean Industrial Deal, are in 
preparation. Approaches such as Systems Engineering (SE) 
can help to solve the problems described in developing smart 
products. SE is an integrated approach to help develop 
complex products and support it by processes, methods, 
information, tools or assemblies to achieve a specific 
engineering goal [3]. The entire systems lifecycle is in the 
foreground, which underlines the influence on the circular 
economy and especially the DPP. Since traditional 
document-based approaches to systems engineering are often 
difficult to maintain or evaluate, these challenges can be 
overcome by using Model-based Systems Engineering 

(MBSE) in addition to general SE approaches [3]. MBSE 
serve as an approach with focus on central, digital product 
representation created systematically and across domains [4, 
5]. In this way, the models provide an integrated view of the 
system, from requirements to the initial concepts in 
development to detailed planning and production in 
manufacturing. The models are essential in later use because 
they can be used as a single source of truth regarding the 
product, since they are unambiguous, up-to-date and 
consistent. With MBSE, cycle-oriented product development 
can be supported [6]. The DPP is currently still in the early 
phase of its practical introduction. Although some guidelines 
exist, such as the Digital Battery Passport, large parts of the 
specific implementation are still unclear [7-11]. In principle, 
the DPP will apply to a wide range of products in the future 
and will combine a framework that integrates material 
information, instructions, and sustainability factors.  

The paper presents an approach that collects exemplary 
system models from the development, production and usage 
phases and transfers them to a digital product platform which 
is used as a DPP. To gain an understanding of the DPP, 
potential data and components of the DPP are collected and 
clustered. As a set of information, these form a potential 
framework for a complete DPP. The following models are 
created and structured in a standardized language to establish 
traceability. Finally, an industrial implementation is 
presented that schematically describes the development of a 
3D printer as a smart product. The complexity in the 
development is handled by using an MBSE approach. By 
linking system-relevant requirements in the development at 
an early stage, the course is set for further use and 
intensification. Therefore, the following research questions 
are answered:  
• Which possible data sets can be mapped in the DPP and

lead to implications for applied approaches?
• How can an MBSE approach address and resolve these

implications at an early stage?
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2  EXPLORING DIGITAL PRODUCT PASSPORT 
2.1 Defining Digital Product Passport 

 
In a systematic search, thirteen sources were found and 

examined that provide a basis for DPP, including the EU-
funded CIRPASS projects, which developed roadmaps for 
DPP prototypes in the fields of electronics, batteries and 
textiles (see Fig. 1). The DPP is defined as a dataset 
containing product components, materials, chemical 
substances, reparability details, spare parts availability and 
disposal information [12, 13]. The DPP evaluates product 
design performance regarding reusability and tracks product 
lifecycle, including origin and event history. It records 
environmental impacts, identifies materials and resources, 
and provides operational data. Initially based on the Digital 
Battery Passport, DPP categories include value and supply 
chain, sustainability and circular economy, diagnostics, 
maintenance, and performance, and product information [11, 
14]. There may be an overlap between categories [15]. The 
DPP mainly but not only focuses on resource-intensive and 
complex products [16], providing detailed sustainability 
information throughout all lifecycle phases from 
development to disposal or reuse and identifying areas for 
resource conservation [12, 17, 18]. The introduction of 
passports that provide detailed information on materials and 
components is intended to make sustainability opportunities 
visible throughout the entire lifecycle [19]. This increased 
transparency ensures consumer awareness of sustainability 
and thus influences consumer behavior. In this way, 
sustainable consumption decisions can be increasingly made 
[10]. At the same time, the DPP  acts as an indicator of 
environmental protection, showing which steps or 
interventions can be carried out in the product lifecycle to 
protect resources [19]. Integrating sustainability aspects and 
taking a comprehensive view of all lifecycle phases is 
consequently considered a climate-friendly instrument that 
contributes to achieving an efficient and resource-saving 
economy [20]. 

To make informed decisions within a circular value 
chain, access to all relevant data must be as comprehensive 
as possible [14]. Therefore, manufacturers, users, and all 
other parties involved throughout the product lifecycle are 
included [21]. The DPP promotes the exchange between 
these different actors, who can be summarized under the term 
stakeholders. Stakeholders can be divided into two groups: 
those directly associated with the product (manufacturer, 
maintenance and/or service provider, end user, etc.) and 
stakeholders in product regulation (governments or 
authorities) [13]. Circular value creation is therefore based 
on the principle of providing all relevant stakeholders with 
the necessary information in a timely and transparent 
manner. When implementing the circular economy through 
the DPP, the concepts of the 9R strategies are of central 
importance. In particular, the strategies of reconfiguration, 
repair, reuse, refurbishment, remanufacturing, and recycling 
[22-24] are paramount. The DPP should support all these 
processes by providing targeted information on possible 
repair measures, reuse options or recycling procedures. 
 

Table 1 Suggested information and categories for digital product passport 
Category/Subcategory/Information Sources 

 

General product information [11, 13, 15, 25-31] 
Product-specific information [11, 13, 25, 28, 29, 31, 32] 
Product services [11, 13, 14, 25, 30, 31] 
Regulation laws and standards [11, 13, 25, 26, 28-31] 
Storage procedure (operation) [28, 32] 
Product data [13, 25, 30] 
Operating and safety 
instructions [11, 13, 15, 25, 28, 31, 32] 

User Feedback [13, 25, 30, 32] 
Components, materials and 
hazardous goods [11, 13, 15, 25-32] 

Manufacturing and production 
information [11, 14, 15, 25, 27-29, 32] 

Storage procedure [11, 15] 
Transportation procedure [11, 15] 

V
al

ue
 c

ha
in

 &
 su

pp
ly

 c
ha

in
 

Information on the supply 
chain [11, 13, 14, 25, 28, 29, 31, 33] 

Other data of the value chain [14, 15, 29-31] 
Customer data [11] 
General information on 
environmental protection, 
footprint, CO2 emissions 

[11, 13-15, 25, 28, 29, 31-33] 

Detailed data on environmental 
characteristics and CO2 
emissions 

[15] 

Working conditions and social 
conditions [11, 28, 29] 

Energy efficiency/consumption 
during operation [11, 14, 25, 28, 29, 33] 

Recycling options [13, 15, 25, 28-30, 32] 
Disassembly options and 
instructions [11, 14, 15, 25, 26] 

Disposal options [11, 13, 15, 25, 27-29, 31, 32] 

Pr
od

uc
t d

ia
gn

os
tic

s 
&

 m
ai

nt
en
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ce

 Repair options and instructions [14, 28, 32] 
Usage history and condition 
information (also durability) [11, 14, 15, 25, 30, 31] 

Change History [11, 13, 15, 25, 27, 28, 32] 
Warranty information [28] 
Maintenance information [11, 14, 15, 25, 28, 31] 
Information on spare parts [11, 31] 

 
In this way, a product's lifecycle can be extended, and 

material waste can be reduced, leading to a more economical 
use of natural resources. The individual objectives are closely 
linked and can each be analyzed at different levels of detail. 
Sub-strategies can be categorized into three levels to align the 
DPP with circular strategies such as the 9Rs (see Fig. 1). The 
lowest level, the energetic level, includes strategies that 
utilize product components for energy or thermal purposes at 
the end of their lifecycle. The next level divides product 
components into materialities for use and recovery in other 
cycles during or after use. The highest strategy level is the 
functional level. This examines product components 
according to their function of reusing and recycling product 
components in the same, similar, or modified functionality. 
With each higher level, complexity increases, and so do the 
potential benefits for the circular economy and the reduction 
of environmental impacts. The DPP thus forms a data hub 
that various stakeholders can access to increase resource 
efficiency and transparency along the product lifecycle in the 
sense of closed loops [34]. Therefore, the objective and 
integral part of the DPP should include, standardize, and 
evaluate detailed information on the functional level. 
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Figure 1 Schematic depiction of the digital product passport with different levels of 

implementation of sustainability strategies 
 

A detailed DPP can benefit sustainability strategies (and 
companies that buy parts and components). However, for the 
respective manufacturers, a detailed product passport 
represents an increase in effort and, particularly, a risk to 
trade secrets. It can be expected that each category of 
company and industry will disclose data on this. However, 
the question that needs to be clarified is how detailed this 
information needs to be. Smart products may have unique 
DPP information requirements. These are currently not being 
given much consideration, which is why the information 
requirements for smart products have not been explicitly 
included in the various tables of content-related components. 
About legal requirements, for example, the terms of use are 
considered here as a product parameter, which are needed for 
the use of software, among other things [35]. This point often 
affects smart products without being explicitly mentioned 
here.  

 
2.2 Demands for the DPP 

 
A permanent guarantee of availability, extending beyond 

the manufacturer’s lifespan, must be ensured [8]. Technical 
and organizational compatibility and interoperability are 
equally critical, especially where large data volumes are 
involved [36]. Autonomous data exchange is helpful [36], 
and legal frameworks can support automated information 
sharing [8]. With limited resources, companies can opt for 
DPP-as-a-Service, accompanied by potential financial 
support measures [37]. 

The information integrated into the DPP should be 
selected to minimize administrative overhead [8] while 
protecting trade secrets. A thorough analysis of information 
requirements is imperative [38], as these can differ by 
industry [27], product complexity, or potential for damage 
[32]. Even under restricted access, sensitive or confidential 
product information may be required [39]. Therefore, data 
authenticity, reliability, and integrity must be guaranteed [8]. 
It is recommended that DPP data be verifiable using 
internationally recognized standards [39], and new standards 
may be introduced to bolster data verification [17]. However, 
the complexity of the DPP can make uniform standardization 
more challenging [17]. Data collection may rely on the 
Internet of Things, cryptographic authentication, artificial 
intelligence (AI), machine learning, or digital twin 
technologies [40]. The collected data undergo curation 
processes, such as de-noising, cleansing, imputation, and 
linking databases via digital threads, alongside big data 

analysis [40]. Furthermore, the data transmission interval 
must be clearly defined [27], and all product information 
must remain current throughout its lifecycle [40]. The DPP 
should address existing legislation such as the right to repair, 
extended producer responsibility, and the General Data 
Protection Regulation [27]. In addition, creating shared 
standards for data requirements and data protection is 
advisable [37], but the DPP's inherent complexity can 
complicate establishing universal norms [17]. 

 
2.3 Implications for a MBSE Approach  
 

Based on the established requirements, implications for 
an approach from the product development perspective will 
be transferred. By clustering into potentials (P1-P5), 
relationships can be established: 

P1 Data management, traceability and modeling: Due 
to the increased complexity caused by smart products and 
large and complex value chains, an MBSE approach 
contributes to reducing this complexity by systematically 
describing systems. A uniform and standardized language 
meets the distinct call for standardization across all value-
added partners and administration in an MBSE environment. 
For example, SysML ensures uniformity as a system 
modeling language with components for requirements up to 
product structures. The transfer into other data formats, such 
as XML or JSON, and the correlation of this data between 
languages, enables independent and standardized exchange. 
A model-based approach ensures uniform modeling 
languages and the intuitive networking of models, even 
across different lifecycle phases. The necessity for 
standardized, unambiguous and versioned identifiers of the 
models and metadata can be met and even further developed 
and promoted in an MBSE environment. Interfaces and 
configuration points are also already part of model-based 
approaches. 

P2 Lifecycle and sustainability: The necessity for 
central collection, storage and tracking of sustainability-
related information distributed over the lifecycle, such as 
requirements, must already be created and thought through in 
the development of the products. MBSE offers the possibility 
of laying the foundation for the requirements of the DPP. By 
consciously creating requirements for this, products can be 
compared with established requirements in later phases. 
Generalized creation for product requirements, which result 
from the 9R strategies, can also be integrated in the early 
stages of development via model-based integration. The 
feedback of usage data (actual data) to the sustainability-
related information created in the requirements model is not 
only possible via the model-based approach but is expressly 
desired. 

P3 Variation and integration: DPP requirements such 
as the embedding of product variants and their compatibility 
in a central system model, the development of a digital twin 
that can interact with the DPP, the consideration of supplier 
and stakeholder data in the system models and the 
standardized exchange of information using ontologies and 
reference models are not only possible via MBSE, but are an 
integral part of it. The early stages of development are 
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crucial, as they set the course for later seamless integration 
and the definition of interfaces to the digital twin, for 
example. 

P4 Compliance & Security: Compliance with legal, 
normative and internal company regulations, which are an 
integral part of the DPP, can be ensured in MBSE methods, 
for example, by formally recording them in requirements. 
Role and data access management can also be represented 
officially using MBSE. 

P5 Automation & Forecasting: The generation of 
context-related information for later lifecycle phases or 
sustainability strategies should be part of the DPP. 
Automated forecasting models or strategy recommendations 
can be used to achieve this. However, this requires machine-
readable and machine-interpretable data. The consistent, 
versioned and standardized language in MBSE models and 
the possibility to compare this real-time data in use enable 
potential for AI applications. The forecast models correlated 
on the MBSE models with usage data are only possible 
through the consistent use of the model-based application. 

 

 
Figure 2 Model-based digital passport creation 

 
Fig. 2 schematically shows how various system(sub-) 

models from different phases, domains and development 
stages are extracted into the DPP. The selection of models is 
adapted to the importance of the objectives already 
described.  

 
3 DEVELOPING A MODEL-BASED 3D PRINTER DPP 

 
A commercial, consumer-grade and beginner-oriented 

3D printer is designed and validated using a model-based 
development approach to fully handle DPP requirements.  
Several system models in different product creation phases 
are created and connected (see Fig. 3).  

A general requirements model in which the 9R 
sustainability strategies, including enhanced strategies like 
reconfiguration, are defined as overarching goals. Various 
system models have been developed to handle individual 
development goals. These include a specific requirements 
model for the 3D printer with functional, performance and 
safety requirements, a functional model that divides the 
printing process into sub-functions such as material supply, 
heating, print head movement and layer deposition, a product 
structure in which the individual components (e.g. frames, 
extruders, sensors) and their interrelationships, a material 
model that describes the materials used (e.g. plastics, metals) 

and their properties in terms of durability and recyclability, 
and a usage data model that collects information about 
maintenance, usage cycles, wear and tear, and operating 
environments (e.g. temperature, humidity). These models are 
linked using unified, standardized language (in this case 
SysML and JSON). This creates a consistent digital image of 
the 3D printer, ranging from the initial sustainability 
requirements (based on the 9R strategies) to the physical 
components and the actual operating and maintenance data. 
Implementing a DPP for a complex product such as a 3D 
printer requires a holistic view of several factors. As early as 
the development stage, ecological and sustainability-related 
requirements (e.g., resource conservation, reusability of 
components) must be incorporated into the general 
requirements model and later specified in the material and 
product structure model. Merging the functional model 
(description of the processes) with the physical model 
(components) and the material model (material properties) is 
challenging. Consistent modeling allows for a seamless data 
flow from the requirements to actual operation. 

 

Figure 3 Model-based digital product passport data models of a 3D printer 
 

A 3D printer can be developed or produced in different 
configurations (e.g. different print volumes, nozzle types). 
All variants must be mapped in the model and traced later in 
the DPP. At the same time, data from external partners 
(suppliers, stakeholders) must be integrated into the system 
model. Legal provisions and internal guidelines (e.g. 
regarding data protection or occupational safety) must be 
formally stored in the requirements. Due to the large number 
of specifications and standards, this can quickly become 
confusing. The possibility of using real-time data from the 
usage data model for AI-supported predictions or 
maintenance strategies requires that all data is machine-
readable and available in standardized formats. MBSE offers 
a structured approach to overcome the abovementioned 
challenges. By using SysML or JSON, requirements, 
function models, product structures, and usage data are 
recorded in a standardized form. This ensures a clean 
interface definition and facilitates data exchange between 
different tools. Each sub-model is linked to the relevant 
building blocks of other models (e.g., requirement links in 
SysML). For example, sustainability requirements (9R 
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strategies) can be traced back to the material model and later 
validated by accurate usage data. MBSE methods make it 
possible to capture different versions of the 3D printer in a 
central model. This facilitates the management of product 
variants and simplifies integration into the DPP. Legal and 
normative requirements are formally stored in the 
requirements model. Safety-related aspects (e.g., access to 
specific assemblies or materials) can be controlled via role 
and rights concepts. Since all data is available in 
standardized, versioned formats, automated analysis during 
the operation of the 3D printer (e.g., for predictive 
maintenance) is easily possible. The usage data model can 
provide real-time information, which is evaluated for 
forecasts and optimization strategies. 
 
4 CONCLUSION 
 

The model-based approach ensures comprehensive 
traceability and integration of all relevant data throughout the 
product lifecycle. The potentials P1 to P5 can be met as 
follows: 
• P1: A uniform modeling language and standardized 

interfaces enable consistent data management with 
explicit, versioned identifiers. 

• P2: The early anchoring of the 9R sustainability 
strategies in the requirements model and their 
implementation in the material and usage data model 
ensure that sustainability aspects can be considered and 
verified over the entire lifecycle. 

• P3: The mapping of different 3D printer variants and the 
integration of supplier data are facilitated by MBSE. In 
addition, the model-based system description lays the 
foundation for a possible connection to a digital twin. 

• P4: Formal and versioned requirements allow legal and 
normative specifications to be mapped, while role 
concepts can be stored in the model. 

• P5: The consistent, standardized database allows the use 
of AI algorithms for prediction (e.g. maintenance 
requirements, material consumption) and contributes to 
automated decision-making. 
 
In summary, the approach presented systematic 

management and organization of complex multi-domain data 
over the lifecycle with seamless, standardized and traceable 
data integration into the DPP. The possible correlation 
between the development models and the data requirements 
of the DPP is shown. 

Although MBSE already meets many of the 
requirements of the DPP, the complementary use of a product 
lifecycle management system (PLM) can contribute to 
further optimization. Above all, a PLM system enables 
efficient change and version management across all phases 
and seamlessly integrates additional processes (e.g. release 
and supplier workflows) into the overall digital picture. In 
this way, model-based development can be further 
professionalized and extended beyond the boundaries of 
individual departments and companies. However, the details 
of integrating machine-readable information from modeling 
into a PLM environment need to be further investigated and 

refined. The automated extraction of product information 
relevant to the DPP is also part of future research.  
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Integrating Motion Capture Technology into Ergonomics Design: Managerial Implications for 
Systemic Safety Management 

Marcin Butlewski, Wiktoria Czernecka*, Michalina Zembik 

Abstract: In the era of increasing attention to ergonomic work organization (which also affects employee safety), ways are being sought to improve and detail ergonomic analyses 
aimed at proposing ways to improve working conditions. One such method may be the use of Mo-Cap technology, which allows for examining the position of employee body 
segments while performing key activities at work. The findings are at least partially compatible with ergonomic assessment techniques, e.g. REBA, in order to obtain a more 
accurate analysis resulting from better recognition of work planes. The presented article focuses on recognizing the possibilities of using Mo-Cap in ergonomic analyses on 
selected examples. The positive aspects of the application were identified (e.g. better recognition of the employee's body position during work) as well as limitations (e.g. lack of 
possibility to translate the ad-reading into determining the angles of the body segments' position). The results support the use of ergonomic assessment methods. They are also 
analyzed in relation to the benefits and barriers of using Mo-Cap technology in ergonomic analyses.  

Keywords: ergonomics; motion capture; system work safety 

1 INTRODUCTION 

In companies (especially manufacturing ones), there is 
an increase in awareness of the appropriate design of 
workstations and the need to improve the quality of 
ergonomics of existing ones. With increasing awareness, 
employers attach increasing importance to the work 
environment in which their employees spend time and work 
every day. With the well-being of employees in mind, 
workstations are increasingly assessed in terms of their 
functionality and ergonomics. It happens that existing 
workstations, despite fulfilling their function in relation to 
the process, do not provide ergonomics, and therefore may 
cause ailments in employees. In a situation where employers 
decide to introduce changes to existing workstations in order 
to improve the comfort of employees' work, we are dealing 
with so-called corrective ergonomics, which deals with the 
analysis of existing workstations in terms of their adaptation 
to the psychophysical capabilities of employees [1, 2]. In 
order to analyze workstations, ergonomic assessment of 
workstations is performed. This assessment can be carried 
out using well-known methods and tools such as REBA, 
RULA, OWAS, 3DSSP [3] or applications measuring angles, 
e.g. Navo Smart. Each method has a specific purpose and 
evaluation principles, and each method has its limitations. 
These limitations are particularly important in standard 
assessments - they usually result from a subjective approach 
to the appropriate determination of risk, e.g. the position of a 
given body segment or the determination of the frequency of 
performing a given activity [4]. For this reason, ways are 
sought to objectify the assessments and provide a more 
accurate description of the work before starting the 
ergonomic assessment using the selected method [5].  

This article examines the possibilities of using Motion 
Capture technology (Neuron Perception system with Axis 
Studio Quick Start Guide software) for ergonomic evaluation 
of selected production workstations and determines the 
justification, benefits, and limitations of using this 

technology in this case. The aim of this work is to assess the 
potential of Mo-Cap in precise monitoring and analysis of 
employee movements, which can contribute to improving 
ergonomic assessment processes and support traditional 
methods, becoming an integral part of Systemic Safety 
Management. 

2 APPROACHES USED FOR ERGONOMIC ASSESSMENTS 
IN PRODUCTION WORKSTATIONS 

2.1 Selected Methods of Ergonomic Assessment 

In ergonomic assessment, various methods are used, 
usually adapted to the assessed workstation in terms of the 
employee's position at work or the occurrence of a specific 
type of load that should be examined. Among them, we can 
distinguish methods in which data related to the employee's 
effort is processed, e.g. heart rate monitoring or 
electromyography [6], but their use is limited due to the need 
to have appropriate equipment and to perform measurements 
over a long period. For this reason, methods based on 
observation are more popular, based on which an assessment 
is made according to the instructions and the scoring 
provided in the method. Among the known and frequently 
used methods, it is possible to distinguish [7-9]: 
- methods based on the assessment of the position of body 

segments while performing specific key activities at 
workstations, e.g. RULA, REBA, OWAS, 

- methods for assessing a given employee's workload, e.g. 
carrying or lifting; these include: NIOSH Lifting 
Equation or MAC, 

- methods focusing solely on a given body segment, e.g. 
the work of the wrists and hands (e.g. Strain Index or 
OCRA), 

- questionnaire methods and methods based on the 
employee's assessment of their ailments on an adopted 
assessment scale. 
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In the case of each method, limitations in their use are 
noted, especially in the area of correct reading of the position 
of the body segment or determining angles, e.g. rotation or 
collection of work materials. For this reason, the use of these 
methods should be performed by an experienced observer 
and supplemented with additional measurements in order to 
assess as accurately as possible [10]. 

 
2.2 Advanced Technologies in Ergonomic Assessment 
 

In ergonomic assessment, methods that go beyond the 
standard are increasingly used, in which it is possible to 
model the workstation by supplementing appropriate 
parameters. This allows for a more accurate assessment and 
obtaining a report on the most hazardous activities for the 
employee during work. An example of such a method is 
3DSSPP, where it is possible to model the workstation and 
precisely determine the parameters necessary for evaluation, 
e.g. angles [11]. Another example is the modelling of the 
workstation and ergonomic assessment using the JACK 
system, in which it is possible to obtain a report on the 
employee's workload based on the introduction of 
appropriate parameters related to the employee and the work 
environment [12]. Elements of machine learning are also 
increasingly used for ergonomic analysis. This allows for 
automatic calculation of results based on snapshots or digital 
video using computer vision and machine learning 
techniques. The use of such a solution helps to reduce the 
subjectivity of ergonomic assessments and also allows for the 
assessment of several workstations at once using an 
appropriate number of recording devices [13]. An interesting, 
new direction of development of ergonomic assessments is 
the use of artificial intelligence elements in this process. 
Thanks to the automation of assessments, it is possible to 
quickly diagnose the position of employee body segments 
and quickly analyze the obtained data, often together with 
proposals for introducing corrective changes at the 
workstations. AI also supports the establishment of an 
employee training strategy in terms of ergonomics and 
supports the creation of short- and long-term plans in the 
context of increasing the ergonomic quality of workstations 
[14,15]. 

 
2.3 The Use of Mo-Cap in Ergonomic Assessment 
 

There is a growing interest in the use of Motion Capture 
in ergonomics. This technology allows for precise recording 
and then analysis of the position of objects or characters in 
the real world. This data is then processed into a digital 
format [16]. There are two models of Mo-Cap technology:  
- optical systems operating on the principle of infrared 

light sent from cameras to markers, 
- inertial systems - based on sensors placed on costumes 

or on the human body.  
 

The sensors are equipped with an accelerometer, 
magnetometer and gyroscopes, which create an autonomous 
system without reference points (as in the case of the optical 

system) [17]. The following benefits of using mo-Cap in 
ergonomics are noted: 
- improving the speed and accuracy of collecting 

movement data,  
- creating conditions very close to real life,  
- processing many data simultaneously, 
- the possibility of partially translating, the obtained 

results into standard ergonomic assessment methods 
[18]. 

 
Certainly, the limitation of using Mo-Cap for ergonomic 

assessments is the availability of hardware and software as 
well as the lack of appropriate knowledge on how to use 
them. Another problem may be the lack of possibility to fully 
transfer the results to the selected ergonomic assessment 
method. 

 
3 METHOD OF RESEARCH 
 

In the undertaken research, an ergonomic analysis of the 
selected workstation was conducted. Standard ergonomic 
methods were used, such as the 3DSSPP method, REBA and 
RULA based on data obtained from the use of Mo-Cap 
technology. The Neuron Perception Studio was used. It is a 
system and software based on Inertial Measurement Units 
(IMUs) integrating accelerometers, gyroscopes, and 
magnetometers to track movement in three-dimensional 
space. In Neuron Perception system are used 17 wireless 
sensors placed on key body joints to provide real-time motion 
data transmission via Bluetooth protocol. The Perception 
Neuron Studio (PNS) was used due to its high flexibility, 
portability, and resistance to magnetic interference, this 
system has been widely used in animation, virtual reality, 
biomechanics, and sports science, proving to be an efficient 
alternative to optical-based Mo-CAP solutions. PNS offers 
several advantages for ergonomics, including its cost-
effectiveness and user-friendly setup compared to traditional 
optical systems like OptiTrack. Its high consistency in 
measuring upper-body kinematics, with CMC values ranging 
from 0.73 to 0.99, allows for accurate assessments of 
movement patterns. Additionally, the PNS can capture data 
across various task complexities and movement speeds, 
making it suitable for comprehensive ergonomic evaluations 
in biomechanical research [19]. 

The first stage of the research was preparing the 
equipment and reading the instructions for its use. The 
following research techniques and methods were then used: 
1) Direct observation. 
2) The use of Motion Capture technology using the 

Perception Neuron set. 
3) Recording of selected activities using cameras. 
4) Measurement of forces using a dynamometer (context 

data for assessment) - FB2K AXIS dynamometer 
ensuring measurement accuracy of ±0.1% of the range. 

5) Analysis of results and comparison with applicable 
standards and regulations. 

6) Biomechanical analyses using the 3DSSPP program and 
the REBA or RULA methods. 
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Figure 1 Forces measured at the selected workstation using a dynamometer 

 
The results obtained in the studies were analyzed in 

terms of the consistency of the data obtained through the Mo-
Cap assessment with the standard assessment and the 
potential of using this technology in ergonomic assessments 
was determined. 

 
Table 1 Results of selected workstation assessments 

Activity Picture Mo-Cap 3DSSPP REBA 
Score 

Pulling 
reel 1 

   

12 - very 
high risk 

Pushing 
reel 1 

   

11 - very 
high risk 

Pushing 
reel 2 

   

12 - very 
high risk 

Pulling 
reel 2 

   

12- very 
high risk 

Source: own elaboration 
 
 

4 RESULTS 
 
In order to achieve the aim of this research, i.e. to 

indicate the potential of using Mo-Cap technology in 
ergonomic assessments and in systemic management of 
employee safety, a production workstation with pushing and 
pulling activities was selected for assessment. Fig. 1 presents 
the values of forces measured using a dynamometer for 
contextual indication of the employee's load. Then, four key 
activities performed by the worker were shown, taking into 
account the motion capture reading and 3DSSPP and REBA 
assessment. 

Tab. 1 indicates the key activities performed by the 
employee along with selected assessments. 

To show an example of the evaluation result for activity 
1 "Pulling reel 1", Fig. 2 presents the full report of the 
3DSSPP evaluation. 
 

 
Figure 2 3DSSPP assessment result for the activity "Pulling the reel 1" 
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It can be stated that the Mo-Cap reading results are 
similar to the camera-recorded performance of the activity. 
Similarly, the model presented using 3DSSPP reflects the 
actual activities performed by the employee. It is also worth 
noting that Mo-Cap can be used to read the body position 
when performing activities at high speed and requiring the 
employee to apply a lot of force. 
 
5 DISCUSSION 

 
In determining the possibility of using Mo-Cap for 

ergonomic analyses, attention should be paid to errors and 
irregularities that may occur during the testing (and also 
occurred in the analyzed example). 
1) While reading the data and tracking the 3D model 

generated in the program, an irregularity was noticed - 
one of the sensors lost connection with the transmitter, 
which resulted in an incorrect starting position of one of 
the joints (Fig. 3). 

 

 
Figure 3 Uncalibrated sensor view shots [source: Axis Studio Program] 

 
2) Another limitation was the lack of the ability to read the 

angles between the joints. This function was necessary 
for precise ergonomic assessment using Motion Capture 
technology. The Axis-studio software, which is the 
target software for the Neuron Perception mapping set, 
does not assume such a function. After multiple attempts, 
it was decided to use other programs for reading the 
mapped data. 

3) Technical problems were encountered during the 
measurements. The equipment required frequent 
calibration, which was not always successful. Because of 
incorrect connection of the sensors with the transfer, it 
was necessary to repeat calibration attempts, which 
required additional time (Fig. 4). 

4) In the analyzed case, bands requiring additional 
attachments were used, with the help of which the 
sensors could be attached in appropriate places. The 
process of dressing the employee in bands and installing 
the sensors turned out to be a time-consuming task, and 
it required the input of the employee and a third party 
who had to attach the sensors to the employee's body and 
activate them. 

5) The unreliability of the sensors and their disconnection 
during the test turned out to be one of the greatest 

limitations. In the event that the test was not repeated and 
recorded with a camera, it could have been impossible to 
obtain data for processing. 

 

 
Figure 4 A shot showing the effect of losing connection between the sensor and 

the transmitter [source: Axis Studio Program] 
 

Based on the analyzed example, it is also possible to 
indicate the positive aspects of using Mo-Cap in ergonomic 
assessment: 
1) The employees were interested in the course of the 

research using Mo-Cap. The generated 3D model 
aroused the interest of the company, and the presentation 
of the results gained additional attention and curiosity. 
The 3D model was used to present the entire process, 
based on which it was possible to explain the source of 
the reported ergonomic problems. 

2) Direct contact with employees, which was necessary due 
to the specific nature of the research, conducted using 
Motion Capture technology, turned out to be extremely 
valuable. Thanks to this, it was possible to overcome 
communication barriers and obtain additional, often very 
useful information about the course of the work process. 
Employees were more willing to share their 
observations, which allowed for a deeper analysis of the 
ergonomics of their workstation. 

3) Employers, observing the presented silhouette model 
generated by Neuron Perception software, could see that 
employees' comments regarding their workstations were 
justified. Thanks to precise visualization, it was possible 
to notice ergonomic irregularities that could have been 
previously underestimated. 

4) Another benefit of being able to show a 3D model of 
work is the possibility of educating employees. The 3D 
model provided a clearer visual aid for employees to 
identify ergonomic improvements in their workspace. 
This type of tool allows to indicate places where work is 
not performed in accordance with ergonomic principles, 
which is often omitted in traditional analyses. 

 
A further direction of work on the undertaken research 

could be to identify the possibilities of using artificial 
intelligence to overcome the problem of measuring angles in 
the application of motion capture in ergonomics. 
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6 CONCLUSIONS 
 

The analysis of the study results showed both the 
potential and limitations of using Motion Capture technology 
in ergonomics, which allows for a better understanding of its 
applications in practice and in systemic safety management 
in an organization. It can be undoubtedly stated that it brings 
great benefits, especially in modeling the work of an 
employee, which can then be translated into standard 
methods of ergonomic assessment. Unfortunately, such 
translation must be done independently, which may require 
additional time in the analyses. A major barrier to overcome 
is certainly the lack of precise reading of the angles of 
employee body segments, which is what most ergonomic 
assessments are based on. This creates a requirement for 
additional software. It can be noted that the recognition of the 
possibilities of using Mo-Cap in ergonomics is the subject of 
scientific research. Researchers note similar difficulties in 
implementing this technology, at the same time they note its 
importance in an individual approach to the assessment of 
each employee (which, for example, estimation methods do 
not provide). The potential solution to the limitations is the 
use of additional supporting software or a detailed definition 
of the purpose of the Mo-Cap assessment and the scope of 
applicability [20, 21]. 

To sum up, it can be stated that the use of Motion Capture 
in ergonomics is possible and beneficial from a practical 
point of view, if appropriate resources are established and 
additional elements are provided to enable reliable 
assessments. This may require the assessor to perform a time-
cost calculation and decide whether the benefits outweigh the 
resources needed to eliminate the barriers. Certainly, in some 
cases (e.g., a systemic assessment of all workstations in an 
organization), it may turn out that the use of Mo-Cap will be 
problematic due to the long time required to set up and 
connect the equipment. In other cases, it may be an advantage 
(e.g., getting employees interested in the assessment process 
or convincing the company's management to change by 
visually presenting problems). These benefits are of 
particular importance in systemic safety management, which 
includes ergonomics. It requires the involvement of all 
participants in the organization to be carried out successfully 
and improved constantly. 
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Sustainable Corrosion Protection of Aluminium Alloys – Life Cycle Assessment of 
Established and Innovative Coating Processes 

Juergen M. Lackner*, Reinhard Kaindl, Sara Carniello, Simon Chwatal, Max Stummer 

Abstract: Aluminium alloys are highly valued for their lightweight properties. However, their susceptibility to corrosion, particularly in chloride-containing environments, presents 
significant challenges especially when considering "green" sustainable processing routes. Applying ISO 14040 life cycle assessment (LCA) approach, traditional surface treatment 
techniques (anodization, conversion coatings, organic paints, plasma activated chemical vapour deposition in vacuum) are compared for the first time to innovative approaches 
such as Atmospheric Pressure Plasma Deposition (APPD). Although highly conservative assumptions are taken in the life cycle inventory, the greenhouse gas emissions of APPD 
are clearly lower than in the other technologies, especially because of the higher efficiency in feedstock use, the higher throughput, and the plasma-and air-supported oxidation of 
CH4, formed during dissociation of the silicon organic precursor. By achieving corrosion properties of cerium-doped APPD silicone coatings similar to the state-of-the-art and 
elimination of repainting as for organic paints, APPD is at the forefront of sustainable processing. 

Keywords: aluminium alloys; atmospheric pressure plasma deposition; coatings; corrosion protection; life cycle analysis 

1 INTRODUCTION 

The corrosion behaviour of aluminium alloys arises from 
their microstructural and surface characteristics. AlSi10Mg, 
when produced using conventional casting or advanced 
additive techniques like powder bed fusion (PBF), often has 
a microstructure that includes silicon particles distributed in 
the aluminium matrix [1]. In PBF-processed alloys, rapid 
solidification can lead to fine cellular or dendritic 
microstructures, which enhance strength but may introduce 
porosity and surface roughness. These microstructural 
features create localized galvanic cells and make the material 
more prone to pitting and general corrosion [2]. Moreover, 
the intrinsic oxide layer (Al2O3) that forms on aluminium 
provides only moderate protection and is susceptible to 
degradation in acidic or highly alkaline environments [3]. 

Traditional corrosion protection techniques for 
aluminium alloys include organic coatings, anodization, and 
conversion coatings [4]. Coatings are evaluated through 
standardized methods such as ISO 9227 for salt spray 
resistance and ISO 2409 for adhesion. Organic coatings, 
typically applied as paints or primers, form a physical barrier 
to environmental factors [5]. While providing initial 
corrosion resistance, organic coatings may suffer from 
permeability to moisture and oxygen, eventually leading to 
crevice corrosion at the interface to the substrate. Repainting 
every 5-10 years is common. Anodization as an 
electrochemical process generates a thick oxide layer on the 
aluminium surface [6]. The layer's porosity can be reduced 
by subsequent sealing treatments to enhance barrier 
properties (e.g., in hot water or nickel acetate solution). 
Evaluations using EN 12373 standards reveal that anodized 
coatings exhibit good corrosion resistance and surface 
hardness. However, anodization is sensitive to surface 
imperfections and can amplify defects, especially in 
components with rough surfaces. Further, acidic solutions 
require neutralization and hazardous waste disposal. 
Conversion coatings, such as chromate or phosphate 

coatings, provide active corrosion protection by chemically 
altering the substrate's surface [7]. While chromate coatings 
have excellent self-healing capabilities, their use is restricted 
due to environmental and health concerns [8]. Recent efforts 
have explored non-toxic alternatives like cerium-based 
conversion coatings [9], which show promise in mitigating 
pitting corrosion. 

Sol-gel technology involves the application of colloidal 
solutions that solidify into thin films upon drying and curing 
for crosslinking at elevated temperatures or UV radiation 
[10]. Mainly silicon organic precursors are used, mixed with 
solvents. However, their relatively limited thickness (a few 
100 nanometres due to cracking risks) and durability in 
extreme conditions restrict their industrial use. Similarly, 
plasma activated chemical vapour deposition (PACVD) 
relies on silicon organic precursors, being polymerized under 
vacuum conditions using radio-frequency, microwave or kHz 
pulsed plasma at the components surfaces in a thickness 
regime of typically 1 µm thickness [11]. Pre-treatments 
increase the coating adhesion, while deposition in cavities is 
complex.  

Atmospheric pressure plasma deposition (APPD) is an 
innovative surface coating technology at the industrial 
breakthrough, overcoming main limitations of vacuum based 
processing of PACVD, if working with vaporized or 
aerosolized precursor liquids [12]. The APPD process does 
not require vacuum systems, making it economically and 
operationally attractive. Fig. 1 illustrate the setup and 
operation of the APPD system based on robot mountable 
plasma jets, highlighting its capability to process components 
with complex 3D geometries [13]. The admixture of organic 
precursors or aerosols (like polymerize-able hexamethyl 
disiloxane (HMDSO) with e.g. Ce containing salt or 
nanoparticle containing aqueous or alcoholic solutions), done 
directly to the atmospheric pressure plasma or to the 
subsequent thermal "afterglow" zone in front, leads first to 
fragmentation of the organic molecules as basis for cross-
linking after deposition of silicones in inert or silicates in 
oxygen containing process gas on the substrate surface. 
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Figure 1  Principle of plasma jet based APPD for coating deposition: (left) Plasma 

formation by high current discharge within a cathode-anode slit at simultaneous 
high inert gas flow, transporting the excited species (Ar ions, electrons) to the open 

air in front of the jet. (right) Photograph from process control. [13] 
 

The APPD coatings with high barrier properties are 
particularly effective due to their ability to incorporate active 
corrosion inhibitors like cerium ions from aqueous aerosols. 
The mechanism involves the formation of cerium hydroxides 
and oxides at defect sites, which suppress corrosion 
propagation, as shown by the excellent performance in salt 
spray tests of PBF components (Fig. 2a) and the dense barrier 
formation in impedance spectroscopy (Fig. 2b). In 
comparison, they are outperforming traditional coatings in 
both corrosion resistance and adhesion in chloride-rich 
environments. 

The comparison of APPD with traditional methods also 
extends to environmental and economic aspects. APPD 
coatings are free of hazardous materials like hexavalent 
chromium, aligning with regulatory frameworks such as 
REACH and RoHS. The process's energy efficiency and 
scalability further enhance its industrial feasibility, 
particularly for applications requiring high-throughput and 
cost-effective solutions, which is shown in the following by 
an extended LCA in detailed comparison to state-of-the-art 
PACVD in vacuum and using literature data to conventional 
processes. 

 
2 EXPERIMENTAL  
  

The environmental sustainability of coating technologies 
can be evaluated systematically by LCAs using standardized 
methodology (e.g. ISO 14040), assessing the environmental 
impacts of a product or process over its entire lifecycle from 
raw material extraction to end-of-life disposal. Based on own 
data on the typical annual performance of a APPD plant for 
deposition of 1 µm thick coatings in 1 shift operation, 7200 
m²/year coating area were defined, i.e. for a 10 years 
equipment use 72,000 m² coated surface. The deposition of 
coatings with comparable properties by PACVD requires 
~3.8 units because of the longer process times. Salt spray 

testing of rough PBF AlSi10Mg components revealed, that 
the specified minimum lifetime is fulfilled by such 1 µm 
coating thickness, being basis for the comparative 
assumption for the conventional technologies.  
 

 

 
Figure 2 (a) PBF AlSi10Mg components with rough, ball-blasted surfaces after up 

to 1000 h salt spray testing (ISO 9227) (b) Active corrosion protection effect (barrier 
effect & healing of defect sites) of APPD silicone coatings revealed by impedance 

spectroscopy measurements. [13] 
 

The Life Cycle Inventory (LCI) on all inputs (materials, 
energy) and outputs (waste, emissions) throughout the 
lifecycle stages is given in Tab. 1, laying the focus especially 
on the initial processing and excluding the end-of-life of the 
coated component (i.e. due to negligible effects of such 
silicone coatings in metal recycling) and of equipment 
(cradle-to-gate approach). 

The analysed impacts include greenhouse gas emissions, 
resource depletion (fossil and minerals/metals), water 
consumption, taking the impact factors from the 
Environmental Footprint method. Resource depletion-fossil 
and water consumption follow the same trend as GHG 
emissions and are thus not reported. Background data have 
been taken from ecoinvent v3.10 database [14]. 
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Table 1 LCI for silicone coating processes and equipment – APPD vs. PACVD 
Parameter APPD PACVD 

Functional Unit (FU) 
1 µm silicone on 7,200 m² 
(annually) and 72,000 m² 

(equipment life) 
Annual Energy Use (MWh) 144 2,080 
Gas Consumption (m³/a) 18,000 Ar 1,043 N₂ 
HMDSO Feedstock Use Efficiency 
(%) 60 50 

Totally required HMDSO Precursor 
(kg/a) 216 432 

Methane Emissions (CH₄, kg/a) 42,7 85,3 
Equipment Lifespan (years) 10 10 
Number of required Units (based on 
achievable deposition rate to enable 
7200 m²/a) 

1 ~3,8 

Metals used per Unit – Steel / 
Stainless Steel / Copper / Brass / 
Aluminium / Titanium (kg) 

1314 / 74 / 81 / 
 6 / 288 / 0 

115 / 460 / 86 / 
6 / 115 / 6 

Polymers / Electronics used per Unit 
(kg) 79 / 34 63 / 259 

Maintenance Components per Year 
30 plasma 
nozzles, 5 
coatings 

Protective 
shields (1 per 

year), pumps (1 
each 4 years) 

 
3 RESULTS & DISCUSSION 
 

The assessment of potential environmental impacts 
targets as main indicator the greenhouse gas emissions 
(GHG), for which both the equipment manufacturing (raw 
materials and device manufacturing) and the coating 
deposition itself is taken under consideration; excluded are 
emissions for aluminium substrate components are not 
considered, being similar for the envisaged coating 
processes. Tab. 2 shows the accurate calculation results for 
APPD and PACVD and published average values for the 
state-of-the-art technologies [15-21]. 
 
Table 2 Energy requirements and emissions for coating technologies for corrosion 

protection of aluminium [12-18] 
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Annual 
Energy Use 
(MWh) for 

7200 m² 

144 2,080 400 50 120 100 

CH₄ 
Emissions 
(kg/year) 

42.7 85.3 
Negligible for the surfacte modification 
step (i.e., excluding the production of 

feedstock) 
GHG 

Emissions 
(kg 

CO₂e/m²) 

1–2 6–8 
5–7  

(with 
sealing) 

8–12 
2–3 

(cerium-
based) 

1–2 

Material 
Efficiency 

(%) 
60 50 Moderate Low High Moderate 

Waste 
Generation Low Moderate Moderate High Low Low 

 

Based on the precise insight in PACVD and APPD 
processes, GHG as well as the abiotic depletion potential 
(ADP) can be well split to the contributions from the coating 
device (including an annual depreciation of construction 
materials and manufacturing processes for the device), from 
necessary spare parts in maintenance, and from the 
processing step (i.e. the coating application and the 
contributions from required HMDSO precursor and gas 
feedstock) (Fig. 3). 

 

 
Figure 3 Comparison of GHG (above, CO2 eq) and ADP (below) for PACVD and 

APPD, related to a functional unit ("coating device") 
 

Well visible is the high contribution of the devices and 
the electricity necessary for PACVD processing as well as 
the high GHG contribution from the precursors. Importantly, 
the given data is shown per functional unit, which means for 
comparable annual coating area of 7200 m² 3.8 PACVD units 
need to be applied, while a single APPD unit is sufficient. In 
contrast, the construction of one APPD device is much less 
demanding in terms of materials. Further, the lower 
electricity consumption during  processing as well as the 
minimization of CH4 formation as exhaust gas, due the 
precursor molecules leaving the plasma reduce significantly 
the GHG emissions. Additionally, the efficiency in material 
use is at least 10% higher for APPD than for PACVD (50 vs. 
60%).  

Having a closer look on the contributions of the various 
materials used for the device construction, some significant 
differences are visible (Fig. 4). PACVD vacuum coating 
demands a heavy stainless steel vacuum chamber and a 
massive carbon steel frame, while constructions for APPD 
are based on carbon steel for the frame too, but the deposition 
enclosure to prevent exhaust gas emission directly to the 
operators and the used manipulation robots are mainly based 
on aluminium.  
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Figure 4 Comparison of GHG (CO2 eq) on the materials used for construction 

PACVD (above, ~297,000 kg CO2, eq in total) and APPD (below, ~156,000 kg CO2 
eq) for industrially-scaled coating deposition 

 
Comparing the results with state-of-the-art processes 

(Tab. 2), based on literature provided data [15-21], the 
reasons for the observed differences of conventional 
processes and PACVD to APPD are exemplary in terms of  
• energy requirements: demands of heating for anodization 

(incl. sealing) and drying / curing of organic paints 
• GHG emissions; during device manufacturing and 

processing 
• material utilization and waste: localized APPD 

deposition with very low overspray compared to 
typically 20-30% overspray in compressed-air spraying 
of organic and sol-gel coatings 

•  material footprint; for the construction of tools  
• by-products and emissions: acidic and metallic effluents 

from solvents in organic and sol-gel coatings during 
sealing (incl. potentially hazardous nickel acetate)  

• process complexity and scalability: extensive surface 
pre-treatment in anodization for uniform defect-free 
oxide layer formation, and a strong environmental and 
humidity impacts on sol-gel curing. 

 
4 CONCLUSIONS 

 
Corrosion protection of aluminium alloys is crucial for 

their long service-life, but a quite complex task with 
sustainable technologies with no environmental harms. As 
shown by first time LCAs for protective silicone coatings, the 
innovative APPD processes combines high ecologic 
potentials compared to state-of-the-art vacuum PACVD and 
other established processes from literature. Based on salt 
spray test results, the demanded service life is easily achieved 
by high-performance, high-throughput APPD treatments. 
Comparatively, PACVD faces limitation in scalability due to 
required vacuum conditions, while conversion coatings, 
anodization and organic coatings require enhancements to 
meet modern sustainability standards by emissions, 
durability and hazards.   

Nevertheless, the detailed view on the device 
construction and use for silicone, Cerium doped corrosion 

protective coating deposition provides also insight into 
potential areas for further decrease of GHG emissions: 
Rethinking device construction to minimize the impacts from 
the machinery hardware and redesign processes to reduce 
Argon as process gas, either by gas recycling or use of less 
clean gas, can be drawn for future development steps. 
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Calculation Driven Parametric Design of a Mechanical Assembly on the Example of a Hook 
Block 

Filip Stanić, Daniel Miler, Matija Hoić* 

Abstract: Parametric modeling is a common technology in numerous CAD software packages. One of the advantages of applying parametric modeling is the possibility of forming 
families of models that share a geometric structure with differences in dimensions. The user is left to generate a new set of dimensions. This paper presents an investigation of 
the possibility of upgrading the parametric modeling system with the calculation of the mechanical components in the form of a computer program. The user enters a set of 
operational requirements on the target mechanical assembly based on which the computer program calculates the needed dimensions of mechanical components to fulfill given 
requirements. The results of these calculations are used to parameterize the model. This approach is demonstrated using the example of a Hook Block model developed within 
the 3DExperience (3DX). 

Keywords: CAD; engineering template; generic model; parametric modelling; product families 

1 INTRODUCTION 

Different CAD systems have become a mainstay of tools 
for industrial design in the past decades and have become 
highly developed software solutions that offer robust and 
powerful means for product development. However, further 
development is still ongoing as new potential for production 
improvement appears in combination with other 
technologies. Some of the development relates to long-
standing problems such as the transfer of models from one 
CAD system to the other [1], the recent proliferation of AI 
tools presents a possibility of combining AI and CAD to 
generate new product design [2] or to combine AI, CAD, VR, 
and additive manufacturing to expedite the design process 
[3]. 

Apart from the development of the structure of the CAD 
model, the question of numerical values for dimensions, 
choice of material, and similar properties remains. Software 
solutions for engineering calculations are also heavily 
applied in everyday work. Hence, the idea of combining 
these two types of tools is heavily investigated. Examples 
include the design of single components such as gears by 
programming ACMA standards using Visual Basic where the 
results are supplied to the gear model developed in 
SolidWorks [4], but also for the design of assemblies such as 
the computation of heat transfer used to parametrize heat 
exchanged CAD model [5]. 

In both cases, the structure of the product remains 
unchanged and only the dimensions are affected by the 
computation. However, cases of systems with structure 
variations based on input parameter values are also common. 
One used approach is to develop a CAD assembly model in 
ProEngineer with all possible options for individual 
components, such as the case of automotive steering wheel 
joints design presented in [6]. Based on the results of 
calculations performed in Excel, out of all structural options 
for a single component, a chosen option is parameterized 
while all other options are suppressed.  

It may be argued that this approach has two 
disadvantages. Firstly, additional computational resources 
are needed to handle all non-used options. Secondly, in the 
case of sharing such a model outside of the organization with 
a potential client, significant proprietary knowledge may be 
unwillingly shared. This paper explores an alternative 
approach by creating a parametric model and the so-called 
engineering template of the Hook Block with the ropes, 
inside the CATIA V6 module of 3DExperinence. The 
engineering templates are based on parametrically 
constructed generic models (generic models). Generic 
Product) of certain standardized assemblies or parts. The 
generic model itself contains all the necessary calculations 
necessary for its creation, all the catalogs of standard parts 
that can be used in it and is designed to adapt to the input 
parameters or geometry specified by the user (end user). 

2 HOOK BLOCK 

Fig. 1 shows a standard Hook Block with marked parts 
for which it is necessary to define a sizing algorithm, which 
includes the Hook itself, bearing, bracket, nut, support plate, 
shaft, and pulley assembly. The structure and standard 
dimensions have been selected according to DIN 15400, DIN 
15401, DIN 15402, and DIN 15412. According to the 
standards, standards Hook sizes are defined using a value 
called Hook number HN, which unambiguously determines 
their shape and dimensions. Depending on the Hook Number, 
the load class and the permissible load of the Hook depend 
on the load class, the material, and the safety factor. The load 
class considers the frequency of application and the spectrum 
of loads to which the part is exposed.  

Once the standard Hook is chosen, all other standard 
parts of the Hook Block are then selected according to the 
Hook Number of the chosen Hook. In the final model, the 
user will enter/select the values of the three named 
parameters, the model will conduct the required calculation 
of the Hook Number, and all the standard parts will be chosen 
automatically. 
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Figure 1 Hook Block structure 
 

3 INPUT PARAMETERS 
 
After defining the basic calculation algorithm, it is 

necessary to determine which input parameters the user will 
enter, and what is their range.  This will further define which 
branches are needed in the calculation, and what the 
configurations in certain ranges of these parameters will look 
like. 

The main input parameters of the model will be the 
maximum weight of the load, the quality of the material, and 
the drive group. The latter can be defined according to the 
purpose of the crane, which in this case was carried out using 
the DIN 15018 and HRN EN 13001-1 standards. Additional 
parameters that the user selects in principle include: 
• Type of Hook, 
• The shape of the rope assembly, 
• Configuration of ropes, 
• Type of rope, etc. 

 
As this paper seeks to show the very potential of using 

engineering templates, the above additional parameters will 
not be used as a choice option. Rather, these options will be 
chosen according to programmed criteria.  

Furthermore, the model works inside a certain range of 
values that the user can enter. The lower limit of the load 
capacity is set at 2 t, since below that load capacity there are 
significant changes in the geometry of the Hook carrier 
which is out of scope for this paper. A maximum weight of 
50 t has been selected for the upper load limit, which covers 
the range of a typical crane. After determining the input 
parameters and their ranges, it is necessary to define how the 
calculation or structure of the Hook Block will change 
depending on which part of the range the values set by the 
user are located. 

The main influence on the design and structure of the 
assembly is the number and arrangement of load-bearing 
ropes, and they in turn depend on the maximum load capacity 
of the Hook Block. To reduce the complexity of the model, 
the number of wearable ropes is limited to 1, 2 or 4. 

It is necessary to determine which load capacities a 
certain number of ropes correspond to. The selection will be 
guided by established industry practice. Due to the simpler 
selection of configurations, the load capacities are 
implemented in approximately equivalent ranges of Hook 
numbers (Tab. 1). 

 
Table 1 Recommended number of Hook pulleys as a function of Hook number [7] 

n 1 2 4 
Hook number 2,5...6 8...25 32...80 

 
4 3DEXPERIENCE SOFTWARE PACKAGE  

 
3DX CATIA is structured in several applications. The 

following are used herein: 
• Part Design Essentials (part modeling), 
• Generative Wireframe & Surface (enables usage of 

wireframe geometry i.e. skeleton model),   
• Assembly Design, 
• Engineering Rules Capture (adds rules and reactions to 

the model, written in Enterprise Knowledge Language 
(EKL)), 

• Structure Design and Steel Outfitting Design (standard 
profiles and parts), 

• Collaborative Lifecycle (managing of elements within 
the catalog). 

 
Fig. 2 shows the data flow diagram of the proposed 

calculation driven parametric design tool. Details are 
described in the following sections. 
 

 
Figure 2 Flow diagram of developed calculation driven parametric design tool. 

 
5 ENGINEERING TEMPLATE 

 
Within 3DX CATIA there is a type of model called 

Engineering Template which is a customizable product 
model based on the principle of parametric modeling. It can 
adjust its geometry according to the needs of the user by 
simply changing the input data and the set parameters. 

 

Hook 

Hook Carrier 

Carrier Plate 

Hook Nut 

Hook Shaft 

Hook Bearing 

Pulley assembly 
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The advantage of an Engineering Template over other 
models, such as PowerCopy or User Feature, is that the 
model automatically adjusts to user-defined input data when 
instantiated and is not just a copy of a generic model. 

The main disadvantage is the need for a complete 
definition of input data, most often based on geometric 
elements and parameters, and the need for the user to 
accurately prepare the circuit before instantiation. With 
PowerCopy or User Feature, the instantiation process is 
much simpler and requires less preparation, which reduces 
the possibility of errors. Also, the process of creating an 
Engineering Template is more complex and takes much 
longer, so it is avoided to use it for instantiating simple 
models, for which the previously mentioned options are more 
often used.  

For the proper function, the Engineering Template must 
include: 
• References 
• Input 
• Parameters 

 
The References are the basis for creating an engineering 

template. The model is made as a standard product with 
certain additional requirements that are later required when 
creating a template. An essential property of the elements that 
make up the input geometry is the need to be isolated from 
the rest of the product and are used only if selected as an Input 
by the user and defined by Parameters which are values either 
provided by the user or read/calculated by the model.  

 
6 LOCAL CATALOGUES 

 
Since the model will use standard parts and assemblies, 

it is necessary to compile a catalog that will contain them and 
that will be linked to the template. Catalogs must contain 
parts in all sizes and load capacities necessary to meet a given 
range of parameters.  

To limit the necessary elements of the catalog, a test 
calculation was carried out for the highest load capacity and 
the most unfavorable load and material conditions of the 
Hook. According to this calculation, it is evident that the 
maximum Hook Number would be 80, therefore, all elements 
of the catalog relate to Hook number up to that number. 

The first step in forming a catalog is to create a master 
catalog that will contain all the chapters into which individual 
elements will be further classified. The chapters within the 
catalog are as follows: 
• Hooks, 
• Hook carriers, 
• Hook nuts, 
• Bearings (both for Hooks and pulleys), 
• Pulleys (standard dimensions for pulley). 

 
7 HOOK BLOCK ENGINEERING TEMPLATE 

 
To create a template, it is first necessary to create a 

parametric model of the Hook Block, which will contain 
geometry, parameters, and necessary elements, i.e. parts. 

Development of the Hook model will be divided into several 
stages: 
• Creating input geometry and entering input parameters, 
• Programming (the calculation for all components) 
• Creation of skeletal geometry that will be adapted to the 

results of the calculation, 
• Introduction of catalog components into the assembly, 
• "In-context" design of other necessary components. 

 
The first step to create a parametric model of the Hook 

Block, as previously stated, is to select the input geometry. 
An optional reference point (Optional Reference Point) will 
be used as the input geometry for instantiating the template 
into the assembly. The reference point can determine the 
exact position of the Hook Block, with the possibility of 
rotation around all three axes. The point will be set as an 
optional input, which will allow instantiation without 
selecting the input geometry, and the Hook Block will be 
instantiated to the origin of the global coordinate system of a 
particular circuit. 

The skeleton model (Fig. 3) will be created as a separate 
3D shape (3DShape) within the assembly. It will contain all 
the necessary geometry and parameters according to which 
the appropriate components will be selected from the catalog, 
i.e. new elements will be modeled. 

 

 
Figure 3 Feature tree with 3DShape and Input Point 

 
The next step in the process is to enter the input 

parameters and other parameters that will be calculated using 
them and are needed to perform the calculation. All 
parameters are grouped within the Knowledge Engineering 
Specification module which allows the user to set the 
parameters to the highest level in the tree. The advantage of 
this configuration is that all elements within the tree will be 
able to use these parameters directly and refer to them. For 
the sake of clarity, the parameters are grouped within 
individual sets. 

Material parameters are connected to the input parameter 
of the material strength class via the Design Table. For the 
load class and Hook material, an Excel table was created to 
be used as the Resource Table associated with the model. A 
resource table is a form of table that allows the loading of a 
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series of resources, whether they are Excel spreadsheets, 
Word documents, etc., directly from the working server into 
the model. Resources in a table don't become part of the 
model until they're directly invoked, that is, instantiated. The 
advantage of using the Resource table is that the user can 
very easily put a large number of different elements at his 
disposal without the need to enter each element individually 
into the tree and then activate/deactivate them. 

To choose the correct load class and corresponding 
safety factors it is necessary to write a code defined by the 
choice algorithm. For this purpose, the Reaction function 
within the Engineering Rules module is used, which will run 
the code, when there is a change in the input parameters. The 
full codes is shown in Fig. 4. 

The code is written in ECL (Enterprise Knowledge 
Language) which is a specialized programming language 
designed to work in CATIA. It is based partly on the C++ 
programming language with some functions specific to this 
field of application. 

 

 
Figure 4 Reaction for selecting powertrain factors and safety factors 

 
With the specified factors and input parameters selected, 

it is possible to determine the required Hook Number. To 
select the Hook Number, a similar code is written (Fig. 5), 
which compares the calculated Hook Number with the 
standard numbers from the table and selects the first one 
larger than the calculated one. 

 

 
Figure 5 Reaction for selecting Hook Number 

 
With the selected Hook Number, it is possible to start 

making skeleton geometry (Fig. 6). The overall skeleton 
geometry is based on a combination of points, lines, and 
planes interconnected with parameters. The diameter 
parameters are used to determine how the geometry of the 
skeleton is changed using formulas and rules. 

Since it is necessary to change the position of the 
coordinate systems by changing the catalog elements, a 
Deign Table was created that contains dimensions depending 
on the number of Hooks, and its change was determined 
using Reaction. 

 

 
Figure 6 Positioning System for Hook Block Catalog Models 

 
The next step is to fill in the Resource Table with all the 

catalog parts for which positioning systems have been added. 
Each part within the table is assigned an abbreviated name 
that will be used when editing the Product Table. With the 
help of additional coordinate systems, the positions of the 
ropes were determined. Using the Product Table, the number 
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of ropes in the assembly will change according to the 
calculated number of Hooks. Fig. 7 shows the final Hook 
Block. 

 

 
Figure 7 Hook assembly for Hook numbers up to 6 

 
8 TEMPLATE OF TECHNICAL DOCUMENTATION 

 
As part of the generic model of the Hook Block, it is also 

possible to add technical drawings of the assembly, i.e. 
individual components. For elements modeled as part of it, 
the technical documentation is created according to a 
standard process, and after the template is instantiated (Fig. 
8), these dimensions in the drawing are automatically 
updated. 

The biggest problem when creating a circuit drawing is 
during significant changes to the configuration of the 
assembly, where it is no longer possible to easily adjust the 
dimensions. One option to solve this problem could be to 
create a larger number of drawings for each significant 
configuration change and use the ECL code to 
activate/deactivate them as needed. 

 

 
Figure 8 Thechnical Documentation added to the rope tree 

 
Automation of the creation of technical documentation 

from an instantiated engineering template is still a novelty 
and as such has not been fully developed in the 3DExperience 
software package. The principle applies to simpler assembly 
and workshop drawings, but for more complex products it is 
not possible to produce sufficiently accurate documentation 
that does not require intervention and corrections by the user. 

In addition to the above, it also requires a significant 
expenditure on working hours in preparation for the 
documentation to be of acceptable quality. 

 
9 TEMPLATE INSTANTIATION  

 
The created engineering template of the Hook Block can 

now be fully tested in the reference assembly. The Physical 
Product will be used as a reference assembly, in which a 
model of a simple crane and a separate 3DShape have been 
added (Fig. 9). In preparation for instantiation in 3DShape, it 
is necessary to add the point at which the template is to be 
instantiated, otherwise it will be instantiated at the origin of 
the main assembly. 

After the parametric assembly of the Hook has been 
made, it is possible to make an engineering template from it. 
To instantiate the template itself, it is necessary to select the 
Engineering Template Instantiation option in the Assembly 
module (Fig. 10). 

 

 
Figure 9 Physical Product with Template Instantiation Reference 

 

 
Figure 10 Physical product with added developed Hook Block 

 
It is necessary to select the engineering template that is 

required to be instantiated which is possible by selecting the 
template directly or by selecting the template in the catalog. 
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Finally, by clicking on the OK button, the template is 
instantiated in the assembly. It is also possible to instantiate 
a template multiple times in a row by selecting the Repeat 
option. Instantiating a template creates new references for all 
elements of the assembly. This makes it possible to make 
changes to the instantiated assembly without changing the 
elements of the original model. 

By entering the parameters of the assembly, the given 
input parameters, the calculated number of Hooks, and the 
required dimensions of the rope are visible. The parameters 
can also be subsequently changed as needed, which will 
result in the adaptation of the model itself. 

 
10 CONCLUSION 

 
In this paper, the process of creating an engineering 

template of the Hook assembly based on the parametrically 
designed model in the 3DExperience software package is 
described. For the creation of the parametric model, an 
algorithm for calculation, design, and sizing of the Hook 
Block is defined. 

The use of parametrically designed models and 
engineering templates can significantly speed up the process 
of making products that use a larger number of standard 
elements or elements for which there are predetermined 
calculations. The use of parametric models also accelerates 
the process of modification of existing models due to the 
possibility of modifying the parameters, according to which 
the adaptation of the rest of the model is made. The creation 
of the models themselves requires more time and higher 
proficiency in a certain software package. 

Parametric modeling and the use of engineering 
templates represent a higher step of 3D modeling and product 
design that is increasingly applied in modern industry and 
knowledge of their principles will become an important skill 
for many engineers. 
 
11 REFERENCES 
 
[1]  Jinggao, L., Byung, C. K. & Soonhung, H. (2012). Parametric 

exchange of round shapes between a mechanical CAD system 
and a ship CAD system. Computer-Aided Design, 44(2), 154-
161. https://doi.org/10.1016/j.cad.2011.08.003 

[2]  Qiang, Z., Yingcai, W., Zhenyu, L., Weiwei, X. & Shuming, 
G. (2024). Intelligent CAD 2.0. Visual Informatics, 8(4), 1-12.  
https://doi.org/10.1016/j.visinf.2024.10.001 

[3]  Hunde, B. R. & Woldeyohannes, A. D. (2022). Future 
prospects of computer-aided design (CAD) – A review from 
the perspective of artificial intelligence (AI), extended reality, 
and 3D printing. Results in Engineering, 14, 100478.  
https://doi.org/10.1016/j.rineng.2022.100478 

[4]  Jayakiran, E. R. & Rangadu, V. P. (2018). Development of 
knowledge based parametric CAD modeling system for spur 
gear: An approach. Alexandria Engineering Journal, 57(4), 
3139-3149. https://doi.org/10.1016/j.aej.2018.07.010 

[5]  Raikar, P. P., Anand, N., Pini, M. & De Servi, C. (2025). 
Concurrent optimization of multiple heat transfer surfaces 
using adjoint-based optimization with a CAD-based 
parametrization. International Journal of Heat and Mass 
Transfer, 236(1), 126230.  
https://doi.org/10.1016/j.ijheatmasstransfer.2024.126230 

[6] Geren, N., Akçalı, O. O. & Bayramoglu. M. (2017). Parametric 
design of automotive ball joint based on variable design 
methodology using knowledge and feature-based computer 
assisted 3D modelling. Engineering Applications of Artificial 
Intelligence, 66, 87-103. 

 https://doi.org/10.1016/j.engappai.2017.08.011 
[7]  Ščap, D. (1990). Prenosila i dizala. Drugo izdanje, Sveučilište 

u Zagrebu. (in Croatian) 
 
 
Authors’ contacts: 
 
Filip Stanić 
AITAC d.o.o., 
Istarska cesta 1, 51215 Kastav, Croatia 
stanic.filip@gmail.com 
 
Daniel Miler, PhD, Assistant Professor 
University of Zagreb, Faculty of Mechanical Engineering and Naval Architecture, 
Ivana Lučića 5, 10000 Zagreb, Croatia 
daniel.miler@fsb.unizg.hr 
 
Matija Hoić, PhD, Associate Professor 
(Corresponding author) 
University of Zagreb, Faculty of Mechanical Engineering and Naval Architecture, 
Ivana Lučića 5, 10000 Zagreb, Croatia 
matija.hoic@fsb.unizg.hr 



66   TECHNICAL JOURNAL 19, si1(2025), 66-70 

ISSN 1846-6168 (Print), ISSN 1848-5588 (Online) 
https://doi.org/10.31803/tg-20250324133234 

Preliminary communication 
Received: 2025-03-24, Accepted: 2025-04-27 

Superposition Methods for Topology Optimization for Non-Concurrent Loads 

Daniel Miler, Matija Hoić* 

Abstract: Problems with non-concurrent loads with variable load directions are often encountered in engineering. While dynamic topology optimization more realistically solves 
such problems, it is also much more computationally expensive and requires complex mathematical formulations and solvers. Hence, in this paper, we compared the performances 
of three superposition methods for fusing topologies obtained for various load directions. The top88 algorithm was used to generate 91 initial topologies using MATLAB, which 
were then joined via the superimposition method, weighted-density parameter, and the revolutionary superposition layout method. The performances of superposed topologies 
were then analysed by calculating their compliances for various load conditions via the finite element method also using MATLAB. The results have shown that the superimposition 
method and the weighted-density parameter method yield rather similar results. Both methods provided structures with lower total compliances compared to the revolutionary 
superposition layout method, making them more suitable for problems where stiffness is paramount. 

Keywords: non-concurrent loads; superposition methods; topology optimization; variable load direction 

1 INTRODUCTION 

Topology optimization is a method enabling optimal 
distribution of material with respect to a given criterion, most 
often compliance of the structure [1]. In a general case, the 
domain within which the material is distributed is defined, 
along with support positions and load properties (position, 
direction, magnitude), and material volume fraction [2]. The 
problem is formulated in a way that it is necessary to find the 
material distribution that minimizes the compliance of the 
structure subjected to volume constraint and additional 
constraints (filled or void elements, supports) [3].   

Many algorithms for topology optimization are available 
as open source and are most often based on the SIMP 
approach (solid isotropic material with penalization). SIMP 
is a density-based approach that transforms the discrete to 
continuous variables, reducing the problem complexity [4]. 
The majority of methods for topology optimization are still 
focused on static optimization in which the domain and loads 
are static. However, dynamic topology optimization, which 
considers time-dependent loads and dynamic responses, is 
gaining significance. It is particularly attractive in fields such 
as aerospace, automotive, and seismic engineering, where 
structures are subjected to dynamic forces [5]. 

Dynamic loading conditions are also encountered when 
optimizing mechanisms that are subjected to non-concurrent 
loads with variable directions, such as slider-crank systems 
or manipulator links [6]. While there were attempts to solve 
such problems by considering only the static load in the 
worst-case position [7], such an approach results in limited 
design quality. Hence, methods accounting for multiple 
mechanism positions were developed and are mostly based 
on superposing the results of multiple static topology 
optimization processes [8–10].  

Srinivas and Javed [8, 9] proposed the superimposition 
method to improve the structural performance of 
manipulators subjected to varying operational conditions. 
The method joins topologies optimal for different load cases 
into a unified topology [9]. The same authors proposed the 
weighted-density parameter approach which fuses multiple 

optimized topologies based on the element-wise sensitivity 
and volume fraction [11]. Element sensitivities are measured 
by summing the density parameters of each optimal topology 
for all the elements. Finally, Alkalla et al. [10] proposed the 
revolutionary superposition layout (RSL) method which 
combines multiple independent optimal designs to generate a 
topology that will meet the performance criteria of all loads. 

In this article, the authors compared the available 
approaches to superposition of topology-optimized structures 
subjected to variable load directions. Firstly, the optimal 
topologies for each step of the observed case problem, in 
which the load direction was varied, were obtained via top88 
[12]. Next, topologies were joined using three available 
approaches – the superimposition method [9]. weighted-
density parameter [11], and the revolutionary superposition 
layout (RSL) [10]. The compliances and volume fractions 
were calculated for each of the outputs and were compared. 

While previous studies have explored individual 
methods, a direct comparative analysis of their performance 
and structural effectiveness was lacking. By implementing 
these methods on a benchmark problem and evaluating their 
compliance results, this work offers valuable insights into 
their relative advantages and limitations. The findings 
contribute to the broader understanding of superposition-
based topology optimization and provide practical guidance 
for selecting appropriate methods based on structural and 
computational considerations. 

2 CASE STUDY 

The example structure used in a case study is a structure 
supported on the left side (encastre, all degrees of freedom 
fixed) and subjected to a concentrated load F = 100 on the 
right side (no unit; see Section 3.4). The load is applied in the 
middle of the right domain edge and has variable direction. 
The direction was varied from 0° (horizontal load action) to 
90° (vertical). Topology optimizations were carried out at 
load increments of 1° which resulted in a total of 91 
optimized geometries. The domain size and shape, applied 
supports, and load are shown in Fig. 1. 
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Figure 1 Example problem – domain size, support locations, and load positions 

 
The domain size was 300 × 100 elements, and the 

topology optimization was carried out using the top88 
algorithm [12]. The algorithm settings were as follows – 
volume fraction was 0.3, penalty factor was 3, as well as the 
minimum filter radius rmin. The density-based filtering 
method was used with a modified SIMP approach. The move 
factor was 0.2 and the maximum number of iterations for 
each load position was set to 100. Additionally, the Poisson 
ratio of the selected material was taken as 0.3. 

The optimal topologies were obtained for all 91 cases 
and were saved in one 3D matrix with a size of 91 × 100 × 
300. Said 3D matrix was denoted as distributions and was 
used as input in the following steps.  
 
3 METHOD 
 

Four methods for superposition of topology-optimized 
structures for non-concurrent loads were compared (methods 
are briefly outlined in sections 3.1 to 3.3). To do so, it was 
first necessary to obtain optimal topologies for the observed 
case found according to the process outlined in Section 2. 
The matrix distributions was used as input for all of the 
compared methods. 

Since methods for superpositioning topologies generally 
result in greater volume densities compared to the base 
topologies, their volume fractions were limited to volume 
fraction vf = 0.5. For this reason, aiming to facilitate the 
comparison between the results of superposed topologies and 
topologies for specific loads, optimal topologies were also 
obtained using vf = 0.5 for load angles 0°, 30°, 60°, and 90°. 
 
3.1 Superimposition Method 
   

The method outlined in [8] was used to implement the 
superimposition method. First, optimal topologies contained 
in the matrix distribution were loaded and superimposition 
MATLAB function was carried out. The function summed 
the densities of all the elements along the first dimension 
(number of topologies). 

After the densities of elements across topologies were 
summed up, normalization to a scale [0, 1] was carried out to 
ensure that the realistic material density was used. Next, the 
target threshold needed to achieve the previously selected 
volume fraction was calculated. The final design was 
obtained after eliminating all the elements below the target 
threshold. The mathematical model for the superimposition 
method used in this paper is given as [8]: 

[ ]

91

sup
1

nor sup
f

RP nor

,

1 ,
91

,

k
k

v
τ

=
=

=
⋅

=

∑T T

T T

T T

                                         (1) 

 
where Tk is the matrix containing element densities of kth 
optimal topology, k is the number of topologies (k = 91 in this 
paper), Tsup is the matrix containing Tnor is the matrix 
containing the normalized topologies,  

It should be noted that the additional image processing 
was omitted in this paper due to space constraints. 
 
3.2 Weighted-Density Parameter 
  

The weighted density method was outlined in [11] and 
the associated mathematical model was given in Eq. (2). To 
carry out the weighted-density parameter approach, it is first 
necessary to determine the weight number of each element 
Weij. Its value is calculated by summing the density values of 
specific elements for all optimal topologies xeij, where e is the 
topology and i and j represent the number of rows and 
columns, respectively. The numerical factor T is calculated 
based on the number of topologies that are being superposed 
and the volume fraction. Finally, binary density values are 
obtained after comparing the element weights; these larger 
than 0 were taken as material. 
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3.3 Revolutionary Superposition Layout 
  

The RSL method [10] is a systematic approach for 
optimizing structures subjected to non-concurrent multi-load 
conditions. As was the case in previous two methods, the 
optimal topology is first determined for individual load cases 
separately, using any topology optimization algorithm, and 
the final design is obtained by combining them.  

Since the method was intended to be used when there are 
up to three non-concurrent loads, three cases were used to 
create superposed topology. These were structures obtained 
for 0° (D0), 45° (D45), and 90° (D90) load angles. The 
mathematical model is given in [10] as: 
 

{ }opt 0 45 90
1 1

max ,
mn

ij
i j

x
= =

= ∪ ∪ =∑D D D D                        (3) 

Topology optimization domain

F (0°)

F (90°)

 

 

Encastre



Daniel Miler, Matija Hoić: Superposition Methods for Topology Optimization for Non-Concurrent Loads 

68                                                                                                                                                                                TECHNICAL JOURNAL 19, si1(2025), 66-70 

where Dopt is the final resultant optimum design, m = 3 is the 
number of concurrent loads being observed, and xij is the 
highest relative density of element i at any of load cases j. 

The method takes the maximum density across optimal 
topologies for each element. Next, densities were normalized 
to the interval [0, 1] and thresholding was carried out to 
ensure that the volume fraction was 0.5. 
 
3.4 Finite Element Method 
 

The finite element method (FEM) was used to analyse 
the obtained superposed topologies. The FEM analysis used 
in this paper was implemented in MATLAB. Each finite 
element was taken as a linear quadrilateral element. Young 
moduli of elements with material were taken as E = 1, while 
empty elements were assigned value Emin = 10‒9 to avoid the 
stiffness matrix from becoming singular. Since no units were 
assigned to Young moduli, no unit was applied to the 
concentrated load F. The Poisson’s ratio was taken as 0.3 and 
the material was assumed to be homogenous and isotropic.  

The finite element method carried out in this paper was 
based on the implementation provided in [12]. The domain 
was comprised of 30000 elements with a total of 60802 
degrees of freedom. The applied boundary conditions and 
loads were identical to those presented in Section 2. 
 
4 RESULTS AND DISCUSSION 
 

A total of 91 optimal topologies were obtained for the 
considered case. The optimization was carried out using 
MATLAB 2010 running on a PC with Intel i5-8500 CPU at 
3.00 GHz and 32 GB of RAM. For illustration purposes, four 
optimal topologies obtained for load angles of 0°, 30°, 60°, 
and 90° and volume fraction vf = 0.3 are shown in Tab. 1. 

The approximate computational time needed to carry out 
one optimization was determined using the tic and toc 
functions native to MATLAB. The time needed to optimize 
one topology was 44.16 to 49.73 s. On the other hand, 
carrying out the FEM simulation takes approx. 0.68 s. Lastly, 
the superposition of optimal topologies was practically 
instantaneous, so computational times were not calculated. 

As shown in Tab. 1, regardless of the volume fraction, 
solutions obtained for lower angle loads tend to have lower 
distances between the normal line and the material placement 
compared to those obtained for larger angles. Such material 
distribution is more favourable with respect to compression 
and tension. On the other hand, taller designs fare better when 
subjected to bending stresses. 

When comparing the effects of the volume fraction on 
the material distributions, the similarities are clear. As the 
load action angle increases, so does the amount of material 
placed adjacent to the top and bottom domain edges. The 
solutions obtained for the same load angle have rather similar 
outer contours. 
 
 
 
 

Table 1 Optimal topologies obtained for load angles and volume fraction 0.3 (top) 
and 0.5 (bottom) 
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 It was also observed that the compliance starkly 
increased as the load application angle was increased, i.e., 
depending on the type of loading. Under bending (90° load 
angle), compliance is primarily governed by the flexural 
stiffness, which depends on the moment of inertia and elastic 
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modulus. When subjected to pure tension (0° angle), the 
compliance is dictated by axial stiffness, favouring a direct 
load-carrying path with material distributed along the force 
direction. Consequently, as observed in the results, topology 
optimization for bending results in truss-like or beam-
reinforced structures, whereas tension-driven optimization 
produces streamlined, load-aligned designs. For cases where 
both bending and tension occur, the optimized topology 
integrates these characteristics, balancing axial stiffness with 
flexural resistance to achieve an efficient load-bearing 
structure. 
 
4.1 Superposed Solutions 

 
Optimal topologies obtained for load angles from 0° to 

90° and volume fraction 0.3 were superposed using the three 
above-listed methods. The resulting material distributions are 
shown in Tab. 2 

As can be seen from Tab. 2, superposed topologies 
obtained using the superimposition method and the 
weighted-density parameter approach are practically 
identical. This is due to their approach, which relies on 
applying a threshold value to the normalized sum of 
superposed topologies. Both topologies are rather similar to 
that obtained for load at a 60° angle at volume fraction 0.5 
(shown in Table 1), with minor differences, with the key 
difference being additional holes near the base. 

On the other hand, the structure obtained using the 
revolutionary superposition layout is rather different 
compared to the original topologies. It also utilizes thin 
streaks of material, which makes the piece more complex for 
the manufacturer. Additionally, there are small areas with no 
material located within the solid domain areas, possibly 
implying the existence of a checkerboard problem. 

Next, the compliances of the three superposed topologies 
were compared to compliances of original topology 
optimized structures at angles 0°, 30°, 60°, and 90° obtained 
for volume fractions 0.3 and 0.5. The compliances were 
calculated using the finite element method outlined in 
Section 3.4. and the results are shown in Tab. 3. The naming 
convention for the original topology-optimized structures 
indicates the load angle used during optimization and the 
corresponding volume fraction. For instance, the structure 
labeled "Angle 30°, vf = 0.3" was optimized for a load applied 
at 30° with a volume fraction of 0.3. 
 As expected, compliances between the superimposition 
method and the weighted-density parameter approach are 
identical. When compared to the results of the RSL method, 
it can be seen that the RSL method yields better results when 
the load is applied at angles of 0° and 15°. As the load angle 
increases, the superimposition method and the weighted-
density parameter approach have better results. 

However, unexpected results were obtained as the 
structure obtained for 30° angle and volume fraction 0.5 
gives better results than all the superposed topologies, except 
for RSL at 0° angle. Such results imply that there is no need 
for superposition, as one of the original topologies is shown 
to have better results. This might be significant since, even 
though the superposition itself has a low computational cost, 

generating the necessary topologies is very resource-
intensive. Similar results were obtained for the 60° angle 
structure (vf = 0.5), which had lower compliances than all the 
superposed topologies at angles of 30° and over. 
 

Table 2 Superposed topologies obtained using three different methods 
Superimposition method 

 
Weighted-density parameter 

 
Revolutionary superposition layout 

 
 

Table 3 Compliances of structures depending on the load angle applied to them 
(value divided by 105 for formatting reasons) 

The method used to obtain 
the structure 

Load angle 
0° 15° 30° 45° 60° 75° 90° 

Superimposition 1.37 2.59 5.91 10.5 15 18.3 19.5 
Weighted-density 1.37 2.59 5.92 10.5 15 18.3 19.5 
RSL 1.04 2.54 6.62 12.2 17.8 21.8 23.3 
Angle 0°, vf = 0.3 1.41 15.4 53.5 106 158 196 210 
Angle 30°, vf = 0.3 2.6 4.53 9.78 17 24.1 29.4 31.3 
Angle 60°, vf = 0.3 3.7 5.47 10.3 16.9 23.6 28.4 30.2 
Angle 90°, vf = 0.3 4.38 6.1 10.8 17.2 23.6 28.3 30 
Angle 0°, vf = 0.5 0.896 5.01 16.3 31.6 47 58.2 62.3 
Angle 30°, vf = 0.5 1.25 2.4 5.53 9.82 14.1 17.2 18.4 
Angle 60°, vf = 0.5 1.81 2.89 5.85 9.89 13.9 16.9 18 
Angle 90°, vf = 0.5 2.36 3.42 6.32 10.3 14.2 17.1 18.2 

 
4.2 Limitations 
 

The limitations of the study at hand should be addressed.  
The study at hand was also focused on the 2D space, which 
is not true for most engineering problems. While all the 
methods can be easily extended to 3D space, doing so would 
significantly increase the computational cost. Increasing the 
dimensionality to 3D space would introduce an additional 
degree of freedom to each node, greatly expanding the global 
stiffness matrix. Since topology optimization is an iterative 
process and since it is necessary to generate a large number 
of topologies for different load angles, it might be necessary 
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to either reduce the domain size or use parallel computing 
functions. 

Moreover, the obtained results are only illustrative, as 
the more thorough comparison warrants using multiple 
examples to confirm the robustness of the findings. 
Additional examples should be introduced with various types 
of loads domain sizes and shapes. Finally, the application of 
various filters on the superposed results was not considered 
in this paper. Introducing the use of filters will result in 
increased manufacturability of specimens. 

5 CONCLUSION 

This study compared three superposition methods—
Superimposition, Weighted-Density Parameter, and 
Revolutionary Superposition Layout (RSL)—for topology 
optimization under non-concurrent loads with variable load 
directions. The methodology involved generating optimal 
topologies for 91 different load angles using the top88 
algorithm and subsequently combining them using the three 
superposition approaches. The performance of the resulting 
structures was evaluated in terms of compliance under 
various loading conditions using the finite element method. 

The results demonstrated that the Superimposition and 
Weighted-Density Parameter methods produce nearly 
identical topologies, both achieving lower compliance values 
compared to the RSL method in most loading scenarios. 
However, the RSL approach exhibited superior stiffness 
when the load direction was aligned with the structure’s 
primary load-carrying path (e.g., at 0°). Interestingly, the 
optimal topology for a single load angle of 30° and volume 
fraction of 0.5 outperformed all superposed topologies in 
several cases, suggesting that worst-case load conditions 
might be a viable alternative to superposition in some 
applications. 

These findings indicate that while superposition methods 
provide a computationally efficient alternative to full 
dynamic topology optimization, their effectiveness depends 
on the specific loading conditions. Furthermore, the study 
highlights the need for further research into hybrid 
approaches that incorporate adaptive volume constraints and 
filtering techniques to refine superposed topologies. 

Future work will focus on extending these methods to 
three-dimensional structures and applying them in multi-
body system optimization, where topology changes due to 
motion and load variation are more complex. Additionally, 
investigating the integration of superposition methods with 
gradient-based optimization strategies could enhance their 
adaptability and computational efficiency in more complex 
engineering problems. 
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Numerical Optimisation of Mould and Injection Moulding Process: Case Study 

Damir Godec*, Mislav Sever, Mislav Tujmer, Bruno Krajačić 

Abstract: The paper presents the optimisation of mould for injection moulding as well as injection moulding process parameters using numerical computer simulation in the 
Moldex3D software package. The optimisation process will be applied to a specific moulded part – branching terminal block – and an already manufactured mould. The paper 
includes evaluation of the existing mould for injection moulding designed and manufactured without application of numerical simulation of injection moulding process. According 
to the shortcomings found out in evaluation process, by application of numerical simulation of injection moulding process, the optimisation of the mould design was conducted in 
several stages to achieve as optimal as possible moulded part quality and injection moulding process parameters without dramatic changes in already manufactured mould. 

Keywords: injection moulding; Moldex3D; mould for injection moulding; numerical computer simulation; optimisation 

1 INTRODUCTION 

Today with the injection moulding process, moulded 
parts of very complex geometries are made from polymer 
materials with very different properties. The market puts high 
demands on the quality of such products, and at the same time 
demands for a shorter cycle of injection moulding, and lower 
prices of moulds and moulded parts. To meet those 
requirements, computer simulation using CAE (Computer 
Aided Engineering) software is necessary [1, 2]. Computer 
simulation can be powerful tool for prediction certain defects 
and problems related to the mould and moulded part design, 
as well as injection moulding parameters [1, 3]. Observed 
defects and problems can be eliminated in the early stages of 
development and design. This is much more economical and 
efficient compared to solving them when the mould is 
already made [1, 2]. Computer simulation also can be applied 
to optimise the mould design, the quality of the moulded part 
and injection moulding process parameters [4, 5]. The paper 
presents a case study of optimisation of already made mould 
for polymer product - branching terminal block [6]. By 
applying a computer simulation using the Moldex3D 
software package on the existing condition, an insight into 
the causes of errors in the mould design was obtained, and 
optimisation steps are evaluated. 

2 ANALYSIS OF EXISTING SYSTEM FOR INJECTION 
MOULDING 

2.1 Moulded Part and Mould [6] 

Branching terminal block is used for breaking the 
insulation of insulated conductors in a bundle as well as for 
connecting the cores of the house connection cable and 
public lighting. The branching terminal block assembly 
consists of 7 basic elements, and the subject of the 
optimisation in this paper is the upper and lower part of the 
clamp housing made by injection moulding.  

The material of the clamp housing is polyamide PA6-
GF30 reinforced with 30% glass fibres, resistant to UV 
(Ultraviolet) radiation and weather conditions. The 
approximate dimensions of the upper part of the clamp 

housing are 57 × 55 × 35 mm, and the lower part of the 
housing is 50 × 50 × 25 mm. Fig. 1 shows the CAD 
(Computer Aided Design) models of the upper and lower 
parts of the clamp housing. 

Figure 1 Branching terminal block housing: a) upper part, b) lower part [6] 

Already made mould is a two-cavity mould. One mould 
cavity is used for moulding the upper part, and the other for 
moulding the lower part of the branching terminal block. 
Mould cavities are made using the dies in a fixed mould plate, 
and cores in a movable mould plate. Fig. 2 shows a movable 
and a fixed mould plate. 

Figure 2 Mould for branching terminal block: a) fixed side, b) movable side [6] 

The runner system (Fig. 3) is designed as a cold runner 
system with a nozzle height of 60 mm and an initial diameter 
of 3 mm, a main runner channels with a circular cross-section 
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and 5 mm in diameter and four manifold channels with a 
circular cross-section and 4 mm in diameter. Each mould 
cavity is connected to runner system by means of the tunnel 
gates. The tunnel gate is made in a fixed moulding plate at an 
angle of 35° in relation to the parting plane, with an end 
diameter of 1 mm and a length of 3,2 mm. 

 

 
Figure 3 Mould runner system: a) runner system elements, b) tunnel gate [6] 

 
The resulting tempering system (Fig. 4) consists of two 

cooling channels of circular cross-section with a diameter of 
6 mm, spaced 170 mm apart, on each of the moulding plates. 
The cooling channels are not connected to each other, i.e. 
each of them has a separate inlet and outlet of the tempering 
medium outside the mould. 

 

 
Figure 4 Mould cooling channels (movable mould plate) [6] 

 
2.2 Definition of Simulation Model 
 

For the computer simulation of the injection moulding 
process, the software Moldex3D was used. When applying 
computer simulation, the first step is to define the simulation 
model and generate a finite elements mesh on all simulation 
model elements [7]: moulded parts, runner system, cooling 
channels and mould plates (Fig. 5). 

The next step is to define the moulded part material 
selected from the database of the Moldex3D – BASF 
Ultramid B3EG6. In the next step, within the Process Wizard 
module it is necessary to define the basic parameters of the 
injection moulding process: select the type of injection 
moulding machine for simulation, define the parameters of 
the filling phase and the packing pressure, and define the 
parameters of the cooling phase. Fig. 6 shows the menu for 
determining the parameters of the cooling phase. 

 

 
Figure 5 Simulation model with finite elements mesh [6] 

 

 
Figure 6 Process Wizard – cooling phase parameters definition [6] 

 
2.3 Main Results of Injection Moulding Simulation [6] 

 
Analysing the results of the previously described 

computer simulation, several problematic phenomena were 
observed during the injection moulding cycle, namely: 
• uneven mould cavities filling 
• appearance of air pockets 
• inefficient cooling channel configuration 
• moulded part warpage. 

 
Since the existing mould consists of two mould cavities 

that are used to shape two different moulded parts, and which 
are connected by the same configuration of the runner 
system, it is expected that there will be uneven filling of the 
mould cavities. Fig. 7 shows this problem during the 
injection phase at the point of switching to packing pressure. 

 

 
Figure 7 Uneven filling of mould cavities [6] 

 
At the Fig. 7, it can be clearly seen that the mould cavity 

for the lower part of the housing is completely filled with 
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polymer melt, while this is not the case with the mould cavity 
for the upper part of the housing. The unfilled part of the 
mould cavity will be filled with melt during the packing 
pressure phase. This will cause uneven cooling times of the 
moulded parts, i.e. while the unfilled part will be filled by the 
melt, the remaining parts will already begin to cool down. 
The goal is that at the end of the injection phase, the mould 
cavities are uniformly filled with polymer melt above 90 % 
in volume. 

The appearance of air pockets occurs due to an 
inadequately implemented system for venting the mould 
cavities. Air remains trapped inside the mould cavities after 
mould closing, which is why the melt fails to completely fill 
the mould cavity. In addition to this phenomenon, there is a 
possibility of creating burns on the moulded parts in the form 
of black dots due to overheated air that remains trapped 
inside the mould cavity. The venting system of the existing 
mould is very poor, and the result is the presence of the black 
spots that on the mould plates, caused by the gasification of 
the polymer material.  

Computer simulation allows the determination of the 
potential places of air pockets, which are shown in Fig. 8 for 
the existing mould. 

 

 
Figure 8 Air pockets - simulation results [6] 

 
The configuration of the cooling channel described in 

chapter 2.1 is inefficient, and it should be kept in mind that 
the recommended temperature of the mould cavity wall is 85 
°C (for specific polymer material), which is quite a high 
temperature. Therefore the removal of heat from the moulded 
parts is very slow and inefficient. The obtained results related 
to the efficiency of the applied cooling channels are shown 
in Fig. 9 (max. efficiency – 12,9 %). 

Additional problem that needs to be eliminated during 
cooling phase is the reduction of rather large percentage of 
melt remained at the end of the cooling phase of injection 
moulding cycle. The current melt percentage is 3,5 % and is 
shown in Fig. 10. 

 
Figure 9 Cooling channels efficiency [6] 

 

 
Figure 10 Percentage of unsolidified melt at the end of cooling phase [6] 
 

 
Figure 11 Warpage of the moulded upper part - simulation [6] 

 

 
Figure 12 Warpage of the moulded part - real upper part [6] 

 
The remaining of the melt at the end of the cooling phase 

causes increased warpage of the moulded part after ejection 
from the mould, because in these zones it was not possible to 
reach the temperature of shape stability. Figs. 11 and 12 show 



Damir Godec et al.: Numerical Optimisation of Mould and Injection Moulding Process: Case Study 

74                                                                                                                                                                                TECHNICAL JOURNAL 19, si1(2025), 71-76 

the results of the simulation of warpage of the moulded part 
and the actual moulded part deformation. 
 
3 OPTIMISATION OF THE EXISTING MOULD FOR 

INJECTION MOULDING [6] 
 
Based on the observed phenomena, optimisation was 

carried out in several steps, namely: 
• optimisation of the mould runner system 
• optimisation of the mould cooling system 
• optimisation of the mould cavity venting system. 

 
3.1 Optimisation of the Mould Runner System [6] 

 
The goal of this optimisation step is to balance the filling 

of both mould cavities. As the optimisation is carried out on 
an already made mould, there are certain limitations in the 
optimisation possibilities. Therefore, the segments of the 
runner system that delivers polymer melt to the cavity for 
housing upper part are increased. 

When optimising that part of the runner system, the 
dimensions of the runner channels were kept at the existing 
dimensions (4 mm diameter), while the final diameter of the 
gate was increased from 1,0 mm to 1,3 mm. The results of 
this optimisation step are shown in Fig. 13. 

 

 
Figure 13 Results of optimisation of mould runner system [6] 

 
Fig. 13 shows a more uniform filling of both mould 

cavities compared to the initial state. It can be concluded that 
more than 90 % filling of both mould cavities is achieved at 
the point of switching to packing pressure, which was the 
goal of this optimisation phase. 
 
 
 

3.2 Optimisation of the Mould Tempering System [6] 
 
Based on the existing cooling channels, it was assumed 

that increasing the channel diameter would not be enough, 
i.e. that adding new cooling channels also have to be 
considered. The first step was to define a new layout of 
cooling channels. Adding new cooling channels to the 
movable mould plate is not feasible due to the collision with 
ejector locations, so the only option left is to add cooling 
channels to the fixed mould plate. Fig. 14 shows the layout 
of additional cooling channels. 

 

 
Figure 14 Adding new cooling channels (fixed mould plate) [6] 

 
Fig. 14 shows that four new tempering channels were 

added at distance of 95 mm and 150 mm, and at a height of 
28 mm from the mould parting plane. During the first 
iteration of optimising the tempering system, the initial 
channel diameter of 6 mm was maintained. Fig. 15 represents 
the efficiency of the cooling channel after the first phase of 
optimisation the tempering system. 

 

 
Figure 15 Cooling efficiency optimisation - first iteration [6] 

 

 
Figure 16 Percentage of unsolidified melt – first iteration [6] 

 
According to the simulation results, it can be concluded 

that the efficiency of the subsequently added channels is not 
significantly higher compared to the existing ones (max. 
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15,8 %), it is about 3 % difference. In this case, remaining 
percentage of the melt at the end of the cooling phase is 
shown in Fig. 16. 

Based on the previous figure, it can be concluded that the 
percentage of melt has decreased to 2,06 %, which is less 
than the current percentage of 3,54 %. From Fig. 16, the 
largest decrease in the percentage of melt occurred in the 
mould cavity that forms the upper part of the clamp housing, 
in the area below the subsequently added cooling channel. As 
for the mould cavity of the lower part there is a small 
percentage of the remaining melt that can be ignored. 

The second optimisation iteration of the tempering 
system includes adding new cooling channels as well as an 
increase their diameter from 6 mm to 8 mm. In that case the 
efficiency of the channels remained the same as in the first 
optimisation iteration. Fig. 17 shows the results of the 
analysis of the unsolidified melt at the end of the cooling 
phase in the second optimisation iteration for the cooling 
system. The results show again that there are no significant 
improvements with the increase cooling channels diameter. 
The percentage of the melt after the second optimisation 
iteration is 1,99 %, which is only 0,07 % less compared to the 
first optimisation iteration. 
 

 
Figure 17 Percentage of unsolidified melt – second iteration [6] 

 
Through the iteration phases of optimising the tempering 

system, it was concluded that it would be preferably to add 
additional cooling channels, and that it is enough to remain 
with the existing diameter of 6 mm. The ideal case would be 
to add more cooling channels in movable mould side, but this 
is not feasible due to the mould configuration. On the 
movable mould plate, the space is limited with the positions 
of the ejectors, while on the fixed mould plate care must be 
taken regarding the subsequent placement of the inserts for 
better venting of the mould cavity. 

After optimising the mould runner system and cooling 
channels, the warpage of the part remains almost the same as 
in case of the initial mould. Maximal warpage is even 
0,01 mm larger (compared to Fig. 11), but the warpage 
distribution is much more suitable because it is now 
accumulated in the corners of the upper part of the terminal 
block housing, which does not affect the assembly with lower 
part (Fig. 18). 

 

 
Figure 18 Optimised warpage distribution – upper part [6] 

 
3.3 Optimisation of Mould Cavity Venting System [6] 

 
Based on the results shown in Fig. 8, the following 

solutions can be suggested. As for venting in the fixed mould 
plate, it is possible to make inserts for cavity venting. Fig. 19 
shows a CAD model of the venting insert, and the locations 
of these inserts in the fixed moulding plate (view from the 
parting plane). 
 

 
Figure 19 Air venting insert CAD model and locations at mould parting plane [6] 

 
The arrangement of the venting mould inserts in relation 

to the cooling channels (avoiding collisions) is shown in Fig. 
20. 

 

 
Figure 20 Arrangement of venting inserts in fixed mould plate [6] 

 
Venting in the assembly of the movable mould plate can 

be performed using the ejectors. In this case, the ejectors need 
to be shaped as shown in Fig. 21 – grinded tangentially from 
0,01 to 0,05 mm to allow the air but prevent the melt to 
escape from cavity. Shaping the ejectors in this way does not 
represent a major change in the mould, but it can improve the 
venting of the mould cavities. 
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Figure 21 Tangential ejector shaping for venting [6] 

 
4 CONCLUSIONS 

 
The aim of this paper was to present the application of 

computer simulation of the injection moulding process in 
order to optimise the existing process and mould. Based on 
the obtained simulation results, several problematic 
phenomena were observed during the process, i.e. non-
uniform filling of mould cavities, a large number of potential 
places of formation of air pockets and inefficient 
configuration of the cooling channels. 

In the first step, the runner system was optimised to 
achieve a uniform filling of both mould cavities. After the 
optimisation of the runner system, the optimisation of the 
tempering system continued with the aim of finding a more 
efficient configuration of the cooling channels. When 
defining the additional cooling channels, it was necessary to 
pay attention to the possible subsequent installation of inserts 
for venting the mould cavity, and accordingly leave enough 
free space. The obtained results showed that the idea of 
introducing additional channels was justified, but without the 
need to increase the channel diameter. By introducing 
additional channels, the percentage of melt within the 
moulded part at the end of the cooling process was reduced 
by 3,54 %, which improvement compared to the initial 
injection moulding process. 

Finally, within the optimisation of the venting system 
based on the obtained simulation results, two modifications 
of the existing mould were suggested: production of mould 
inserts in a fixed mould plate and tangential grinding the 
ejectors in movable mould plate. 

Optimisations of the mould runner and cooling system 
have the positive impact also on the warpage of the moulded 
part in form of more suitable distribution over the upper 
housing part geometry. 

As part of this paper, computer simulation was used to 
detect existing problems on the manufactured mould, and in 
addition, it was used to find solutions so that the previously 
described problems could be eliminated as effectively as 
possible. Within the virtual environment, it is very easy to 
change the dimensions of the runner system and/or 
processing parameters and try different combinations. In this 
specific case, as the simulation was performed for already 
made mould, its design limitations were considered. 
Therefore, the injection moulding simulation results are only 
sub-optimal. 
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A Machine Vision Approach to Assessing Steel Properties through Spark Imaging 

Goran Munđar*, Miha Kovačič, Uroš Župerl 

Abstract: Accurate and efficient evaluation of steel properties is crucial for modern manufacturing. This study presents a novel approach that combines spark imaging and deep 
learning to predict carbon content in steel. By capturing and analyzing sparks generated during grinding, the method offers a fast and cost-effective alternative to conventional 
testing. Using convolutional neural networks (CNNs), the proposed models demonstrate high reliability and adaptability across different steel types. Among the tested architectures, 
MobileNet-v2 achieved the best performance, balancing accuracy and computational efficiency. The findings highlight the potential of machine vision and artificial intelligence in 
non-destructive steel analysis, providing rapid and precise insights for industrial applications. 

Keywords: Carbon Content Prediction; Convolutional Neural Networks; Deep Learning; Machine Vision; Spark Imaging; Steel Analysis 

1 INTRODUCTION 

Rapid and reliable determination of carbon content in 
steel is crucial for quality control in industrial manufacturing, 
as carbon significantly influences steel properties such as 
strength, hardness, and durability. Conventional techniques 
for assessing carbon content, including chemical analysis 
methods like optical emission spectroscopy and combustion 
analysis, are accurate but often require extensive sample 
preparation, specialized laboratories, and substantial time, 
making them less suitable for rapid, in-line inspection in 
manufacturing environments [1, 2]. 

An alternative, traditional method known as the spark 
test involves observing the characteristics of sparks 
generated when steel is ground against an abrasive wheel. 
Spark patterns, such as brightness, shape and stream length, 
vary according to carbon content, allowing experienced 
technicians to make qualitative assessments quickly. 
However, this manual method is highly subjective and lacks 
quantitative precision [2]. 

To overcome these limitations, researchers have 
explored the potential of spark imaging coupled with 
automated image analysis techniques. Prior studies 
demonstrated promising results in classifying steels into 
broad carbon categories using automated image processing 
methods. Nakata et al. [1] automated spark testing to measure 
carbon content through controlled imaging and machine-
learning analysis. Similarly, Benjawilaikul and Kaewwichit 
(2022) [3] reported high accuracy in categorizing carbon 
steels by extracting visual features from spark images using 
traditional machine learning approaches. These initial efforts 
highlighted the potential for automating spark analysis but 
were often limited by the reliance on manually selected 
image features. 

Recent advancements in deep learning, particularly 
convolutional neural networks (CNNs), offer a powerful 
solution to automatically capture complex visual features 
directly from raw image data, eliminating subjective human 
interpretation and manual feature engineering. CNNs have 
been successfully applied in various material science tasks, 
including identifying microstructural features and classifying 

alloys and metals [4-6]. Specifically, deep learning has been 
shown to enhance accuracy and robustness significantly over 
traditional machine-learning methods in image-based 
material characterization [7]. 

In line with these advancements, our study proposes a 
machine vision approach that leverages spark imaging and 
CNNs to predict steel carbon content rapidly and non-
destructively. We employ three CNN architectures: ResNet, 
MobileNet, and VGG. We evaluated their performance in 
predicting precise carbon content from spark images. Each 
CNN architecture provides distinct advantages: 
• ResNet (Residual Network) includes skip connections

that facilitate training deeper models, significantly
improving accuracy [8].

• MobileNet is designed for computational efficiency,
using depth wise separable convolutions, making it
suitable for real-time industrial applications [9].

• VGG, known for its straightforward deep convolutional
layer structure, offers robust image recognition
performance, albeit at increased computational cost [10].

By integrating these CNN models into a spark imaging 
workflow, our approach provides an efficient, accurate, and 
reproducible method for assessing steel carbon content.  

2 METHODOLOGIES 
2.1 Experimental Setup 

The experiment was performed using 75 different steel 
samples provided by Štore Steel d.o.o. Fig. 1 illustrates all 
the steel samples utilized during the experimental procedure. 
Each sample underwent grinding tests to generate sparks, 
which were captured using a customized CNC grinding 
setup. A ceramic grinding pin (40 mm diameter, 10 mm 
height, grain size K30) suitable for grinding steel and cast 
iron was used for grinding. To ensure consistent grinding 
force, a pneumatic cylinder with a proportional electro-
pneumatic pressure regulator (Enfield TR-010-g10-s) was 
utilized. A constant pressure of 0.6 bar was applied, 
producing a steady grinding force of approximately 75.4 N.  
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Figure 1 Steel samples used in experiment 

  
The experimental setup during grinding of steel samples 

is shown on Fig. 2. This figure also clearly indicates the 
positions of the grinding tool, steel sample, camera, and 
pneumatic cylinder within the setup. 
 

 
Figure 2 Experimental setup and grinding process 

 
Spark images were captured using a Nikon D90 camera 

equipped with a 23 mm focal length lens, positioned 
strategically behind the grinding wheel. The camera was set 
to capture images at a resolution of 3216 × 2136 pixels. 

 

 
Figure 3 Example of captured spark image 

 
Camera parameters were carefully selected (shutter 

speed of 1/160 s, aperture f/8, ISO 200, and white balance set 
at 2500 K) to ensure optimal image quality. These settings 
effectively eliminated the influence of external lighting and 
environmental conditions, as sparks emitted during grinding 
were the brightest elements captured by the camera. 

Consequently, the background, tools, and other surroundings 
remained invisible, ensuring consistent image capture 
conditions and reliable spark feature extraction.  

For each steel sample, sparks were recorded across four 
separate grinding cycles, resulting in approximately 60 spark 
images per sample. An example of a captured spark image is 
presented in Fig. 3. 
 
2.2 Image Preprocessing 

 
Captured spark images required preprocessing before 

use in CNN model training. Initial images (3216 × 2136 
pixels) contained substantial irrelevant black background 
information. Consequently, images were cropped to 
dimensions of 1400 × 900 pixels, capturing only the relevant 
spark regions. Further, images were resized to 350 × 225 
pixels to enhance computational efficiency. MATLAB 
R2023b software was employed for these preprocessing 
steps, enabling accurate isolation of spark characteristics 
relevant for carbon content prediction. Fig. 4 presents the 
preprocessing steps applied to spark images, including 
cropping to remove irrelevant background and resizing for 
efficient CNN model training. 
 

 
Figure 4 Steps of image preprocessing – cropping and resizing of spark images 
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2.3 CNN Model Development and Training 
 

To predict steel carbon content based on spark image 
characteristics, three convolutional neural network (CNN) 
architectures were specifically chosen: ResNet-50, 
MobileNet-v2, and VGG-16. These architectures were 
selected primarily due to their immediate availability within 
MATLAB's Deep Learning Toolbox [11], facilitating 
efficient model implementation and ensuring robust support 
for training and validation procedures. 

Moreover, these architectures were strategically chosen 
to represent diverse computational complexities, network 
depths, and parameter counts, providing a comprehensive 
assessment of the trade-offs between accuracy and 
computational resources: 
• ResNet-50: With 50 layers and approximately 25.6 

million learnable parameters, ResNet-50 includes 
residual (skip) connections that effectively alleviate 
issues related to training deeper networks. This 
architecture is particularly known for its high accuracy 
and robustness in complex visual tasks. 

• MobileNet-v2: With 53 layers but only around 3.5 
million learnable parameters, MobileNet-v2 emphasizes 
computational efficiency through depthwise separable 
convolutions. Its lightweight design makes it highly 
suitable for real-time industrial applications where 
computational resources may be constrained. 

• VGG-16: Featuring 16 layers and about 138 million 
learnable parameters, VGG-16 is characterized by its 
straightforward yet deep convolutional structure, 
providing robust image recognition performance. 
However, its higher parameter count entails greater 
computational costs and resource requirements 
compared to the other two models. 

 
These selections enabled a thorough comparative 

analysis across architectures of significantly different depths 
and computational footprints, ultimately guiding the 
identification of a balanced and practical solution for 
industrial deployment. 

CNN models were adapted through transfer learning 
from pre-trained models, modifying both the input and output 
layers to transform the architectures from classification into 
regression models suitable for predicting carbon content. 
Specifically, the image input layer was modified to accept 
images with dimensions of 225 × 350 pixels. Additionally, 
the final three layers of each CNN model—fc1000, 
fc1000_softmax and the classification layer were removed. 
In their place, six new layers were added: three fully 
connected layers with 256, 128, and 1 neuron, respectively, 
interleaved with three ReLU activation layers. These 
modifications enabled the CNNs to output a continuous value 
corresponding to carbon content. The structural changes are 
illustrated in Fig. 5.  

The training utilized MATLAB R2023b with the Deep 
Learning Toolbox [11]. Training parameters were 
standardized across all architectures: 
• Epochs: 50 
• Mini-batch size: 64 
• Learning rate: 0.001 
• Optimizer: Adam. 

 
Figure 5 Modification of CNN architectures from classification to regression models 
 

Models were validated using five-fold cross-validation 
[12] to ensure robustness and reduce bias. Tab. 1 shows the 
distribution of 75 steel samples used in five-fold cross-
validation, listed by their batch (sarge) values. Each fold 
contained 15 unique samples, ensuring representative 
coverage of various carbon contents across the training and 
testing datasets. This division enabled robust evaluation and 
minimized bias in assessing the performance of the CNN 
models. 
 

Table 1 Distribution of steel samples in five-fold cross-validation 
Fold1 Fold2 Fold3 Fold4 Fold5 
91563 93677 93646 93322 93668 
92456 91461 92213 93647 92326 
91457 92415 93541 92250 92713 
91959 93746 92252 93797 93802 
92423 92412 92147 92065 93644 
92369 91802 92781 91942 91677 
91724 93139 92331 93137 91721 
92062 93645 92329 91943 93696 
93278 92715 93511 92613 92251 
91688 92718 92624 92710 93516 
91958 93648 92047 92716 92623 
93545 92253 91678 93544 93518 
93706 91792 92943 92249 93873 
92424 92622 93642 92145 92796 
93675 92330 92328 92471 92215 

 
2.4 Evaluation Metrics 
 

The performance of each CNN model was evaluated 
using Mean Absolute Percentage Error (MAPE), Root Mean 
Squared Error (RMSE) and the coefficient of determination 
(R²). These metrics provided comprehensive quantitative 
measures of prediction accuracy and model explanatory 
power. Lower MAPE and RMSE values indicate higher 
prediction accuracy, whereas R² values closer to 1 indicate a 
better fit of the regression model to the actual data. Training 
times were also recorded to assess computational efficiency, 
crucial for practical applicability in industrial scenarios. 
Detailed comparisons of these metrics are presented in 
Chapter 3. 
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3 RESULTS 
 

The predictive performance of each CNN model was 
evaluated based on MAPE, RMSE, and R² metrics, 
summarized across five-fold cross-validation. 

MAPE results are presented in Tab. 2 and Fig. 6. This 
metric represents the relative error percentage between the 
predicted and actual carbon content values. MobileNet-v2 
achieved the lowest average MAPE (14.52%), making it the 
most accurate model. ResNet-50 followed with an average 
MAPE of 17.01%, while VGG-16 exhibited the highest error 
at 21.09%, indicating weaker predictive performance. 
 
Table 2 Mean Absolute Percentage Error (MAPE) for each model across five folds 

MAPE (%) Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average 
ResNet50 14.85 11.55 18.82 19.38 20.43 17.01 
MobileNet-v2 15.39 12.10 13.13 19.37 12.62 14.52 
VGG-16 24.52 19.11 17.10 25.74 18.99 21.09 

 

 
Figure 6 Comparison of Mean Absolute Percentage Error (MAPE) across different 

CNN models 
 
RMSE values are summarized in Tab. 3 and Fig. 7, 

providing an absolute measure of prediction error. Once 
again, MobileNet-v2 showed the lowest RMSE (0.0623), 
followed by ResNet-50 (0.0665) and VGG-16 (0.0705). 
These results align with the MAPE findings, further 
confirming that MobileNet-v2 was the most effective model 
in reducing absolute prediction errors for carbon content. 
 

Table 3 Root Mean Squared Error (RMSE) for each model across five folds 
RMSE Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Average 

ResNet50 0.0887 0.0631 0.0650 0.0616 0.0543 0.0665 
MobileNet-v2 0.089 0.0659 0.0480 0.0595 0.0492 0.0623 
VGG-16 0.0983 0.07 0.0588 0.0685 0.0568 0.0705 

 
R² metric, shown in Fig. 8, clearly demonstrated that 

MobileNet-v2 provided the highest average explanatory 
power (R² = 0.786), signifying strong model performance. 
ResNet-50 demonstrated a moderate average R² of 0.683, 
whereas VGG-16 had the lowest explanatory power with an 
average R² of 0.495.  

The computational efficiency of each model was 
assessed based on training time, as shown in Fig. 9.  

MobileNet-v2 had the shortest training time at 5.13 
minutes, making it not only the most accurate but also the 
fastest to train. VGG-16 was the slowest, taking 9.18 
minutes, due to its deeper architecture and higher parameter 
count. 

 
Figure 7 Comparison of Root Mean Squared Error (RMSE) across different CNN 

models 
                                

 
Figure 8 Comparison of Coefficient of determination (R²) across different CNN 

models 
 

 
Figure 9 Training time comparison for different CNN models 

 
4 CONCLUSIONS 
 

This study explored the application of CNNs for 
predicting carbon content in steel based on spark images. 
Three different architectures (ResNet-50, MobileNet-v2, and 
VGG-16) were evaluated using a five-fold cross-validation 
approach, assessing their prediction accuracy and 
computational efficiency. 

The results demonstrated that MobileNet-v2 
outperformed both ResNet-50 and VGG-16, achieving the 
lowest MAPE of 14.52%, lowest RMSE of 0.0623 and highest 
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coefficient of determination (R²) of 0.7861. Additionally, 
MobileNet-v2 required the shortest training time of 5.13 min, 
making it the most efficient model. While ResNet-50 
provided competitive accuracy (MAPE: 17.01%, RMSE: 
0.0665, R²: 0.68372), it was slightly slower (6.45 min). In 
contrast, VGG-16 showed the highest errors (MAPE: 
21.09%, RMSE: 0.0705, R²: 0.49508) and the longest training 
time (9.18 min), indicating that it may not be the most 
suitable model for this task.  MobileNet-v2 is the most 
suitable model for industrial applications, offering efficiency 
and accuracy for real-time steel classification.   

The current dataset of 75 steel samples yielded 
promising predictive accuracy. However, to enhance model 
robustness and generalization for broader industrial 
application, future work will involve expanding our database 
by including more steel samples and a wider variety of steel 
materials. Additionally, incorporating advanced CNN 
architectures, hybrid machine-learning methods, and 
attention visualization techniques, such as attention maps or 
saliency analyses, will be considered. These visualization 
methods would enhance the decision-making process of 
CNN models by identifying critical spark image regions 
influencing predictions. This study primarily aimed to 
demonstrate the feasibility of predicting steel carbon content 
using CNNs and spark imaging; further refinements will 
provide more detailed insights into model interpretability and 
practical implementation. 

Overall, this research highlights the significant potential 
of machine vision combined with deep learning for rapid, 
accurate, and non-destructive steel property analysis in 
industrial settings. 
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Integration Possibilities of Logistics Process Simulation and VR Technology 

Péter Tamás 

Abstract: Due to the rapidly changing market environment and the increasing complexity of processes, the simulation-based analysis of logistics processes is gaining growing 
significance. Simulation provides an opportunity to analyse and optimize logistics systems, as well as to conduct preliminary testing before implementation. Virtual reality (VR) can 
complement this by supporting design, decision-making, and training processes. The primary aim of this publication is not to present simulation modelling or VR technology in 
general, but rather to examine their potential applications and integration in logistics, with particular attention to synergistic benefits. The most important development directions 
related to these technologies have been identified. The study focuses on the integration potential of the two fields, which offers new opportunities to enhance efficiency in logistics. 
The research methodology is inductive, meaning the study was carried out using knowledge gained from practical experience and literature analysis. In addition to exploring and 
summarizing integration opportunities, the paper also presents the anticipated benefits, providing motivation for applying the solution and for further research in the field. 

Keywords: Logistics; Process Development; Simulation; Virtual Reality 

1 INTRODUCTION 

The dynamic technological advancements of today are 
introducing new opportunities in the field of logistics process 
development. Numerous Industry 4.0 solutions have been 
increasingly adopted in logistics (e.g., VR, AR, Digital Twin, 
etc.); however, exploring the integration possibilities of these 
solutions and their application in logistics presents a 
significant challenge for logistics professionals [1-2]. The 
high-level visualization and interactive analysis of current 
and future processes are playing an increasingly important 
role in logistics process development, where the application 
of simulation modeling and VR technologies is a key factor 
[3-4]. 

It is essential to clarify the meaning of these concepts. 
Logistics simulation is a method capable of realistically 
modeling processes and systems, allowing for the evaluation 
of their state changes [5]. Virtual reality (VR) technology, on 
the other hand, is a computer-generated interactive 
environment that provides users with an immersive 
experience, enabling them to learn, work, or engage in 
entertainment within realistic simulated scenarios [6]. These 
technologies can contribute to improving the efficiency of a 
logistics system in various ways [7], such as through more 
effective employee training, faster identification of emerging 
issues, and providing an objective evaluation of different 
system variations. In this study, I applied the systematic 
literature review method to explore the relevant types of 
logistics simulation and VR technologies, as well as their 
development directions. One of these directions is the 
integration of the two fields, whose possibilities and the 
benefits achievable through integration are analyzed in this 
paper. 

2 SYSTEMATIC LITERATURE REVIEW TO IDENTIFY THE 
RESEARCH GAP 

To explore the development of the examined field, as 
well as to identify current research gaps and development 
opportunities, I applied the systematic literature review 
method [8]. The steps of the method are shown in Fig. 1. 

1. Definition of
motivation

2. Definition of
research 
questions

3. Determination 
of keywords and 

their combinations

4. Conducting a 
literature review

5. Selection of 
relevant 

publications

6. Summary of
relevant 

publications

7. Identification of 
scientific gap(s)

Figure 1 Steps of the Systematic Literature Review 

Steps of the Systematic Literature Review: 
1. Defining Motivation: Simulation modeling and VR

technologies are undergoing significant
transformations, and exploring their current types and
integration possibilities may lead to new, previously
unknown benefits.

2. Defining Research Questions: During the literature
analysis of the research topic, I seek answers to the
following questions:

- What are the main types and application areas of 
simulation modeling and VR technologies? 

- What are the objectives of applying these technologies? 
- What research directions can be identified? 
3. Defining Keywords and Their Combinations: To

answer the research questions, the focus during the
definition of keywords was limited solely to the topics of
logistics simulation and VR technologies; therefore,
similar technologies such as augmented reality and
mixed reality were not included in the scope of the
search. The search keywords were as follows::

- "logistics" OR "supply chain" 
- "process simulation" OR "simulation technologies" 
- "VR" OR "Virtual Reality" 

Keyword Search Combinations: 
- ("logistics" OR "supply chain") 
- ("logistics" OR "supply chain") AND ("process 

simulation" OR "simulation technologies") 
- ("logistics" OR "supply chain") AND ("process 

simulation" OR "simulation technologies") AND ("VR" 
OR "Virtual Reality"). 
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Databases:
- Scopus

(”logistics” OR ”supply chain” )
Field: Article title, Abstract, Keywords

1. Results:
- Scopus: 994.995 pcs

2. Results:
- Scopus: 473 pcs

(”logistics” OR ”supply chain” )
AND (”process simulation” OR ”simulation 
technologies”) 
Field: Article title, Abstract, Keywords

3. Results:
- Scopus: 20 pcs

(”logistics” OR ”supply chain” )
AND (”process simulation” OR ”simulation 
technologies”) AND (VR" OR ”Virtual Reality” ) 
Field: Article title, Abstract, Keywords

 
Figure 2 Process of Literature Analysis 

 
4.  Conducting the Literature Analysis: For the literature 

review, the Scopus database was used without any time 
restrictions. The main reasons for choosing this database 
were its recognition within the international scientific 
community and the fact that nearly all high-quality 
scientific journals are indexed by Scopus, enabling a 
comprehensive analysis. Using the search functions 
provided by the database, filters were applied 
simultaneously to article titles, abstracts, and keywords, 
as illustrated in Fig. 2. As a result of the filtering process, 
473 journal articles were selected. 

5.  Selection of Relevant Publications: Based on the review 
of the abstracts of the publications resulting from the 
filtering process, as well as additional searches 
conducted on scholar.google.com, a total of 40 
publications were selected for detailed analysis. 

6.  Summary of Examined Publications: Based on the 
content review of the selected publications, three key 
areas were summarized: 

- Simulation modeling in logistics 
- Application of VR technology in logistics 
- Development directions of these technologies. 
 

Simulation Modeling in Logistics: 
The application possibilities of simulation modeling in 

logistics are clearly described by the Digital Twin concept, 
which can be classified into different levels of maturity. 
These include the Digital Model, Digital Shadow, and Digital 
Twin concepts [9-10]. The level of advancement depends on 
the way in which a bidirectional connection is established 
between the physical entity and the digital model (Figure 3). 
Additionally, it is important to note that in the case of a 
Digital Model, not only physical entities but also the concepts 
aimed at their creation can be analysed. 

Digital Twin Maturity Levels: 
- In the Digital Model approach, a simulation model is 

created based on a physical entity or a developed future 
concept. After analyzing the simulation, the physical 
entity or conceptual design is further optimized. As an 
example, the authors of [11] developed digital models for 

baggage handling systems to support the selection of 
optimal development alternatives. 

 

Physical 
Entity / 
Concept

Physical 
Entity

Digital 
Model

Manual Data Flow

Human Intervention

Automatic Data Flow

Human Intervention

Automatic Data Flow

Automatic Intervention

DIGITAL MODEL

DIGITAL SHADOW

DIGITAL TWIN

 
Figure 3 Digital Twin Concept 

 
- In the case of a Digital Shadow, the simulation model 

automatically receives data from the physical object. 
After processing this data, it provides recommendations 
to improve the operation of the examined physical entity. 
The authors of [12] implemented a Digital Shadow 
model to enhance the efficiency of the floorball 
manufacturing process. The model enabled real-time 
monitoring of the production environment, where energy 
consumption and production data were collected to 
identify the most energy-intensive processes. Based on 
these insights, production plans were developed to 
minimize energy consumption and optimize production 
efficiency. 

- In the case of a Digital Twin, bidirectional and automatic 
communication exists between the physical object and 
the simulation model. The authors of [13] applied the 
Digital Twin concept in glass lens manufacturing, where 
real-time data from the physical environment was 
processed with the support of artificial intelligence. This 
integration enhanced manufacturing efficiency, 
improved production accuracy, and reduced resource 
consumption. 

 
The following key objectives of logistics simulation 

implementation can be distinguished [5]: 
- Avoiding Design Errors: Simulation analysis conducted 

before the implementation of future developments helps 
prevent design errors. This includes avoiding 
inappropriate facility layouts and suboptimal selection of 
material handling and technological equipment. 

- Comparing Design Alternatives: Simulation is applied 
when multiple alternatives (e.g., different layouts, 
processes, or types of technological equipment) exist for 
a development. In such cases, simulation is used to 
define KPI indicators that require modeling to support 
decision-making in alignment with the company's 
criteria. 

- Determining Performance Limits and Capacity 
Requirements: Simulation modeling techniques can be 
used to assess the capacity needs and performance 
thresholds of existing systems or planned investments. 
This includes evaluating intermediate storage and 
warehouse capacities, as well as maximum production 
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capacity, allowing for accurate and timely definition of 
development phases. 

- Comparing Control Strategy Variants: To achieve the 
optimal operation of a logistics system, different control 
strategies (e.g., warehouse material handling strategies, 
production line service strategies) can be defined. After 
conducting a simulation analysis, decision-making 
methods can be applied to select the most suitable 
alternative. 

- Modeling Operational Disruptions and Their Mitigation: 
Logistics systems may encounter operational 
disruptions, breakdowns, and accidents. The 
development of scenarios for effectively managing such 
issues can be significantly supported by the capabilities 
of simulation modeling. 

- Optimizing Logistics Processes: The operation of current 
or future logistics systems can be optimized using 
simulation models. For example, synthetic data 
generated by simulation models can be used to determine 
optimal production schedules, transportation routes, and 
layout plans. 

 
Overall, it can be stated that these objectives can be 

achieved for all logistics processes through the application of 
customized Digital Model, Digital Shadow, or Digital Twin 
concepts. The implementation of a simulation model can be 
carried out either by developing custom software or by using 
frameworks (e.g., Plant Simulation, Simul8). Based on 
experience, the use of frameworks is prioritized due to their 
shorter development time requirements. 

Application of VR Technology in Logistics: 
Virtual reality (VR) can be classified based on different 

criteria, including the level of immersion and interactivity. 
According to the level of immersion, VR can be categorized 
into non-immersive, semi-immersive, and fully immersive 
types [14]. The fundamental difference lies in how much the 
user feels physically present in the virtual space [14]. 

Types of Virtual Reality Based on the Level of 
Immersion [14]: 
- Non-Immersive VR: In this case, the user interacts with 

and controls the virtual environment through a screen, 
such as in the simulation model of a planned flexible 
manufacturing system [15]. 

- Semi-Immersive VR: This category includes systems 
that partially surround the user with a virtual 
environment. Examples include CAVE systems (Cave 
Automatic Virtual Environment), where walls, floors, 
and ceilings function as projection screens, as well as 
curved screens and projector-based systems [14]. 

- Fully Immersive VR: Fully immersive VR is represented 
by head-mounted displays (HMDs) such as Oculus Rift 
and HTC Vive, which provide real-time motion tracking 
and interactive capabilities for a fully immersive 
experience [16]. 

 
Based on the literature [17-19], the following levels of 

interactivity can be distinguished: 
- Passive: The user is merely an observer of events (e.g., 

watching a VR movie or a simulation). 

- Limited: The user can interact with the environment only 
by selecting predefined functions (e.g., interactive 
walkthrough, menu selection). 

- Active: The user can freely manipulate objects in the 
virtual environment, which influences the outcome of the 
simulation (e.g., VR object manipulation, interactive 
simulation). 

- Immersive Interactivity: Active interaction is 
complemented by physical sensations, including weight, 
texture, and force feedback, allowing the user to not only 
see and move objects but also feel them (e.g., haptic 
gloves, full-body tracking). 

 
VR solutions can also be combined with various other 

technologies. The most commonly applied solutions include: 
- Mixed Reality (MR) [20]: In this case, the real world and 

digital elements interact. MR is a combination of 
Augmented Reality (AR) and Virtual Reality (VR), 
where the user can not only see digital elements 
integrated into the real world but also manipulate them. 
In MR, digital elements appear as part of the real world, 
and the user can interact with them actively. Example: 
Using Microsoft HoloLens, the user can place virtual 
objects in real spaces (e.g., a virtual 3D model on a 
table), and these objects interact with the real 
environment. For instance, virtual objects do not fall off 
the table if a real physical object is present. 

- The Metaverse [6]: The Metaverse is a shared virtual 
space created by integrating Virtual Reality (VR), 
Augmented Reality (AR), blockchain technology, and 
other digital innovations [6]. Its main areas of application 
include: virtual campuses, economic activities, art 
galleries gaming platforms. Examples: Decentraland, 
The Sandbox, and Meta’s virtual spaces, where users can 
interact, trade, and build within persistent virtual 
environments. 

 
The presented technologies and their types are 

summarized in Fig. 4. Since all levels of interactivity can 
occur across different types, their representation is omitted. 
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Semi-Immersive VR
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Figure 4 Types of Virtual Reality (VR) 

 
The relevant objectives for the application of VR 

technology in logistics (variants marked with a green frame 
in Fig. 3) are as follows: 
- Education and Training: Virtual reality enables the 

training [7, 21] and education of any logistics process. Its 
advantages include significantly reducing training costs 
and time requirements in certain cases, as well as 
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minimizing safety risks. Examples include training in the 
operation of various types of material handling 
equipment or the functioning of complex logistics 
processes. The technology can be applied in both 
educational institutions [22-25] and the corporate sector 
[26-27]. 

- Eliminating Design Errors: By conducting interactive 
examinations of designed logistics systems in a VR 
environment, design flaws can be identified and 
corrected before implementation [28]. An example 
would be ergonomic analysis of a specific workplace 
environment using VR technology. 

- More Effective Handling of Operational Issues: 
Examining the real environment with VR technology 
enables rapid identification of operational issues and 
thus faster problem resolution [29-30]. For example, if 
the temperature in a warehouse exceeds the defined 
threshold, this can be indicated in the VR environment, 
allowing for a quicker response to the problem. 

- Enhancing Customer Experience: VR technology allows 
customers to gain new experiences and additional 
information relevant to their processes. Examples 
include tracking a shipment in a VR environment or 
using VR in a restaurant to experience an artificial setting 
(e.g., a beach environment) or to access gastronomic 
information [31]. 

 
Overall, it can be concluded that VR technology offers 

numerous advantages in the field of logistics, as it enables 
cost-effective training, the elimination of design errors before 
implementation, the rapid identification of operational 
issues, and the enhancement of customer experience. As a 
result, it contributes to increased efficiency and 
competitiveness. 

Development Directions of Simulation Modeling and 
VR Technologies: 

Based on the literature analysis, the following 
development directions have been identified in the fields of 
simulation modeling and VR technologies: 
- Technology Development: Further advancement of 

simulation modeling and VR technologies to create more 
user-friendly applications and new experience-driven 
functionalities. This includes real-time data integration, 
AI-based predictive features, and multi-user interactive 
capabilities. 

- Expansion of Technology Applications: Research into 
new application areas beyond existing fields, such as 
education, healthcare, urban planning, and the 
development of logistics supply chains. This also 
involves conceptual planning and implementation of 
technologies to enhance competitive advantage, with a 
particular focus on sustainability and energy efficiency 
goals. 

- Technology Integration: Exploration, conceptual 
planning, and implementation of integration possibilities 
between simulation modeling, virtual reality (VR), 
augmented reality (AR), and other emerging 
technologies such as IoT, blockchain, and artificial 

intelligence. This integration aims to support the more 
efficient modeling and management of complex and 
dynamic systems. 

- Optimization of User Experience: Refinement of user 
experience and visualization capabilities in 
technological development, with a focus on intuitive 
controls, realistic graphics, and adaptive learning 
systems that facilitate faster adaptation and efficiency 
improvement. 

 
3  INTEGRATION POSSIBILITIES OF LOGISTICS PROCESS 

SIMULATION AND VR 
 

The integration possibilities of logistics process 
simulation and VR can be established based on the 
relationship between the alternatives of the four previously 
discussed aspects (Fig. 5). For a future logistics system 
concept under investigation, only the A. Digital Model and 
its related VR solutions can be integrated. This means that B. 
Digital Shadow and C. Digital Twin solutions, along with 
their associated VR applications, cannot be implemented. For 
an existing logistics system, the relationship between all 
Digital Twin maturity levels and VR types can be interpreted. 
 

I. Concept II. Physical Entity

A. Digital Model C. Digital TwinB. Digital Shadow

1. Non-
Immersive

3. Fully 
Immersive

2. Semi-
Immersive

Examined 
Object

Digital Twin 
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Levels of 
Interaction Passive Limited Active Immersive 

Interaction  
Figure 5 Integration Possibilities of Simulation Modeling and VR 

 
Advantages Achieved Through Technology 

Integration: 
- Improved Visualization and Intuitive Understanding: 

Interactive 2D/3D visualization of simulation models 
makes it easier to understand the examined processes. 

- More Efficient Decision-Making: The ability to quickly 
manipulate simulated processes allows for the rapid 
evaluation of intervention effects, thereby reducing 
decision-making lead time. 

- Consideration of Human Factors: In a life-size 
simulation model, features such as motion tracking and 
haptic feedback enable the assessment of worker 
efficiency, allowing for the optimization of working 
conditions before implementation. 

- Faster Problem Identification and Resolution: Some 
design and operational issues may remain hidden in 
traditional simulations. However, VR applications 
enhance their detection (e.g., material handling 
obstacles, hazardous areas). 

- Safer Testing Environment: Dangerous or costly 
processes can be examined in a safe virtual environment, 
reducing risks and expenses. 
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4  CONCLUSIONS 
 

This paper has presented two technologies, namely 
simulation modeling and virtual reality (VR), along with 
their current types and future development directions. One of 
these directions is the exploration and application of 
integration possibilities between simulation modeling and 
VR technologies. Through simulation, logistics systems can 
be analyzed and optimized more effectively, while design 
errors can be identified and eliminated before 
implementation. By applying VR technology, visualization 
capabilities can be further enhanced, decision-making 
processes can be supported, and training processes can be 
made more cost-effective. 

The integration of these technologies enables faster 
problem detection, more efficient optimization, and the 
creation of a safer testing environment. As a next step, 
concepts for implementing integration possibilities will be 
developed, tested, and applied in real industrial 
environments. 
 
Acknowledgements  
 

This research was supported by the János Bolyai 
Research Scholarship of the Hungarian Academy of 
Sciences. Project No. 2023-1.2.4-TÉT-2023-00027 has been 
implemented with the support provided by the Ministry of 
Culture and Innovation of Hungary from the National 
Research, Development and Innovation Fund, and was 
financed under the 2023-1.2.4-TÉT funding scheme. 
 
5 REFERENCES 
 
[1]  Bányai, T., Bányainé Tóth, Á., Illés, B., & Tamás, P. (2019). 

Ipar 4.0 és logisztika (Industry 4.0 and Logistics). Miskolci 
Egyetem, ISBN: 978-963-358-182-7. (in Hungarian) 

[2]  Kritzinger, W., Karner, M., Traar, G., Henjes, J., & Sihn, W. 
(2018). Digital twin in manufacturing: A categorical literature 
review and classification. IFAC-PapersOnLine, 51(11), 1016-
1022. https://doi.org/10.1016/j.ifacol.2018.08.474 

[3]  Cifone, F. D., Hoberg, K., Holweg, M., & Staudacher, A. P. 
(2021). 'Lean 4.0': How can digital technologies support lean 
practices? International Journal of Production Economics, 
241, 108258. https://doi.org/10.1016/j.ijpe.2021.108258 

[4]  Elafri, N., Tappert, J., Rose, B., & Yassine, M. (2022). Lean 
4.0: Synergies between Lean Management tools and Industry 
4.0 technologies. IFAC-PapersOnLine, 55(10), 2060-2066.  
https://doi.org/10.1016/j.ifacol.2022.10.011 

[5] Tamás, P. (2021). Innovative simulation testing methods in 
logistics. Miskolc-Egyetemváros, Hungary: Miskolci 
Egyetem, Logisztikai Intézet., ISBN: 9789633582398. 

[6]  Zhang, C. (2024). The future of education: Applications of 
virtual reality and the metaverse. Proceedings of the 2nd 
International Conference on Machine Learning and 
Automation, 197-202.  
https://doi.org/10.54254/2755-2721/114/2024.18288 

[7]  Torkkel, J.-M., Lahtinen, H., Ruohomaa, H., & Salminen, V. 
(2024). Virtual technologies and digital twins for logistics hub 
development. Human Factors, Business Management and 
Society, 135, 268-275. https://doi.org/10.54941/ahfe1004953 

[8]  Denyer, D., & Tranfield, D. (2009). Producing a systematic 
review. In Buchanan, A. D., & Bryman, A. (Eds.), The Sage 
handbook of organizational research methods (pp. 671–689). 
Sage Publications. 

[9]  Matyi, H., & Tamás, P. (2023). An innovative framework for 
quality assurance in logistics packaging. Logistics, 7(4), Article 
82. https://doi.org/10.3390/logistics7040082 

[10] Le, T. V., & Fan, R. (2024). Digital twins for logistics and 
supply chain systems: Literature review, conceptual 
framework, research potential, and practical challenges. 
Computers and Industrial Engineering, 187, 109768.  
https://doi.org/10.1016/j.cie.2023.109768 

[11] Fay, B., Ramasubramanian, A. K., Murphy, R. D., Adderley, 
T., & Papakostas, N. (2022). Using a process simulation 
platform for reviewing automated airport baggage handling 
system configurations. Procedia CIRP, 112, 180-185.  
https://doi.org/10.1016/j.procir.2022.09.069 

[12] Gutmann, T., Nyffenegger, F., Pellegrini, M., Cabrucci, A., & 
Guzzini, A. (2023). A digital twin-based approach for the 
optimization of floor-ball manufacturing. Electronics, 12(24), 
4979. https://doi.org/10.3390/electronics12244979 

[13] Shiu, S. C., Tang, K. E., & Liu, C. W. (2023). Digital twin-
driven centering process optimization for high-precision glass 
lens. Journal of Manufacturing Systems, 67, 122-131.  
https://doi.org/10.1016/j.jmsy.2023.01.009 

[14] Ogrizović, D., Perić Hadžić, A., & Jardas, M. (2021). Fully 
immersive virtual reality in logistics modelling and simulation 
education. Promet – Traffic & Transportation, 33(6), 799-806.  
https://doi.org/10.7307/ptt.v33i6.1 

[15] Molnár, Z., Tamás, P., & Illés, B. (2024). Planning of flexible 
manufacturing lines with AGV material handling for the entire 
life cycle. Acta Logistica: International Scientific Journal 
about Logistics, 11. 

[16] Torkkel, J.-M., Lahtinen, H., Ruohomaa, H., & Salminen, V. 
(2024). Virtual technologies and digital twins for logistics hub 
development. Human Factors, Business Management and 
Society, 135, 268-275. AHFE Open Access.  
https://doi.org/10.54941/ahfe1004953 

[17] Petersen, G. B., Petkakis, G., & Makransky, G. (2022). A study 
of how immersion and interactivity drive VR learning. 
Computers & Education, 179, 104429.  
https://doi.org/10.1016/j.compedu.2021.104429 

[18] Ismail, A. M. A. (2024). Exploring the Levels of eLearning 
Interactivity: A Review of Research Literature. Journal of 
Ecohumanism, 3(7), 2997-3024. 
https://doi.org/10.62754/joe.v3i7.4693 

[19] Fern, N., Cristea, A. I., Nolan, S., & Stewart, C. (2024). 
Doctoral Colloquium—How Interactivity and Presence Affect 
Learning in Immersive Virtual Reality: A Mixed Methods 
Study Design. 10th International Conference of the Immersive 
Learning Research Network. 
https://doi.org/10.56198/U6C0WFYQB 

[20] Yang, J. (2022). Visual simulation of modern supply chain 
based on MR virtual reality technology. Advances in 
Multimedia, Article ID 4902001, 11 pages.  
https://doi.org/10.1155/2022/4902001 

[21] Gołda, G., Kampa, A., & Paprocka, I. (2016). The application 
of virtual reality systems as a support of digital manufacturing 
and logistics. IOP Conference Series: Materials Science and 
Engineering, 145, 042017.  
https://doi.org/10.1088/1757-899X/145/4/042017 

[22] Wang, K. (2021). Application of virtual reality technology in 
higher vocational smart logistics teaching. Journal of Physics: 
Conference Series, 1881(3), 032041.  
https://doi.org/10.1088/1742-6596/1881/3/032041 

https://doi.org/10.1016/j.ifacol.2022.10.011
https://doi.org/10.1016/j.cie.2023.109768
https://doi.org/10.1016/j.procir.2022.09.069
https://doi.org/10.3390/electronics12244979


Péter Tamás: Integration Possibilities of Logistics Process Simulation and VR Technology 

TEHNIČKI GLASNIK 19, si1(2025), 82-87                                           87 

[23] Pehlivanis, K., Papagianni, M., & Styliadis, A. (2004). Virtual 
reality & logistics. Acta Universitatis Apulensis. Retrieved 
from https://www.researchgate.net/publication/265405399 

[24] Pletcher, T., & Medical Readiness Trainer Team. (2000). An 
immersive virtual reality platform for medical education: 
Introduction to the medical readiness trainer. Proceedings of 
the 33rd Hawaii International Conference on System Sciences. 
https://www.researchgate.net/publication/232632080 

[25] He, D. (2022). Teaching practices of a warehousing 
management curriculum based on virtual reality simulation 
technology. International Journal of Emerging Technologies 
in Learning, 17(9), 96-103.  
https://doi.org/10.3991/ijet.v17i09.30939 

[26] Guryeva, A. A. (2023). The use of virtual reality technology in 
training transport industry specialists. SHS Web of 
Conferences, 164, Article 00046.  
https://doi.org/10.1051/shsconf/202316400046 

[27] Yang, J. (2022). Visual simulation of modern supply chain 
based on MR virtual reality technology. Advances in 
Multimedia, Article ID 4902001, 11 pages.  
https://doi.org/10.1155/2022/4902001 

[28] Gabajová, G., Krajčovič, M., Rolinčinová, I., Furmannová, B., 
& Bučková, M. (2020). Digital design of production systems 
using virtual reality. Proceedings of CBU in Economics and 
Business, 1, 49-52. https://doi.org/10.12955/peb.v1.18 

[29] Yao, L. J., Li, J., & Han, J. J. (2020). Application of virtual 
reality technology in intelligent cold chain logistics system. 
Journal of Physics: Conference Series, 1651, 012030.  
https://doi.org/10.1088/1742-6596/1651/1/012030  

[30] Hong, S., & Mao, B. (2018). An interactive logistics centre 
information integration system using virtual reality. The 
International Archives of the Photogrammetry, Remote 
Sensing and Spatial Information Sciences, XLII-3, 523-529.  
https://doi.org/10.5194/isprs-archives-XLII-3-523-2018 

[31] Mısır, S. (2024). Virtual reality and augmented reality in 
gastronomy businesses. In Yilmaz, O. (Ed.), New trends and 
frontiers in social, human and administrative sciences (pp. 96–
107). All Sciences Academy.  
https://doi.org/10.5281/zenodo.14016408  

 
 
Author’s contacts: 
 
Péter Tamás, Full professor, PhD habil. 
Institute of Logistics,  
Faculty of Mechanical Engineering and Informatics,  
University of Miskolc, 
Egyetem út 1, 3515 Miskolc-Egyetemváros, Hungary 
E-mail: peter.tamas@uni-miskolc.hu 
 

https://www.researchgate.net/publication/232632080
https://doi.org/10.3991/ijet.v17i09.30939
https://doi.org/10.1051/shsconf/202316400046
https://doi.org/10.1155/2022/4902001
https://doi.org/10.12955/peb.v1.18
https://doi.org/10.1088/1742-6596/1651/1/012030
https://doi.org/10.5194/isprs-archives-XLII-3-523-2018


88   TECHNICAL JOURNAL 19, si1(2025), 88-93 

ISSN 1846-6168 (Print), ISSN 1848-5588 (Online) 
https://doi.org/10.31803/tg-20250407201009 

Preliminary communication 
Received: 2025-04-07, Accepted: 2025-04-30 

Extending a Prognostic Bearing Test Simulator with Smart Data Acquisition and Monitoring 
Capabilities 

Davor Kolar*, Dragutin Lisjak, Mihael Gudlin, Karlo Miskovic 

Abstract: Predictive maintenance is essential for modern industrial systems, enabling early fault detection and efficient asset management. This paper presents an enhanced 
prognostic bearing test simulator that upgrades a laboratory platform for controlled accelerated degradation experiments. The system integrates a LabJack T7 Pro data acquisition 
unit with a web-based application, enabling automated data logging, structured storage, and remote visualization. These features reduce manual effort, improve data consistency, 
and enhance usability for real-time monitoring and experiment control. The developed platform supports diverse operating conditions and generates high-quality datasets for 
testing predictive maintenance strategies. The paper outlines the system architecture, data framework, and experimental validation, demonstrating its relevance for advancing 
diagnostics in rotating machinery. 

Keywords: bearing degradation; data acquisition; predictive maintenance; smart diagnostics; web-applications 

1 INTRODUCTION 

Maintenance strategies have evolved from corrective and 
preventive approaches to advanced predictive maintenance 
(PdM) systems. PdM utilizes real-time monitoring, smart 
sensors, and AI-based analytics to detect faults and optimize 
intervention timing, enhancing reliability and cost efficiency. 

Predictive maintenance addresses these changes by 
utilizing continuous monitoring and data-driven diagnostics 
to predict and prevent potential failures before they occur [1, 
2]. It employs real-time monitoring data, advanced sensors, 
and sophisticated analytics powered by artificial intelligence, 
thus optimizing the timing of maintenance interventions and 
significantly enhancing operational reliability and cost 
efficiency [1-3]. 

Bearings, as critical components in rotating machines, 
are prone to mechanical stress, wear, and thermal fatigue. 
Early fault signs often appear in vibration and temperature 
signals, making accurate, real-time monitoring essential for 
effective condition-based maintenance [4, 5]. 

Reliable experimental setups that simulate bearing 
degradation in controlled laboratory environments are 
becoming more and more important for developing, 
validating, and refining predictive maintenance 
methodologies [4]. The BTS-P3000 simulator enables 
realistic degradation experiments under controlled 
conditions, supporting systematic evaluation of prognostic 
techniques. 

However, traditional setups often lack automation, 
robust data handling, and intuitive visualization. Manual 
acquisition and limited data management reduce 
repeatability and slow research progress [6]. To address these 
gaps, this paper presents an upgraded BTS-P3000 system that 
integrates high-resolution data acquisition with a modular 
web-based application. 

The platform includes a LabJack T7 Pro device for real-
time multi-sensor monitoring and a software stack based on 
FastAPI and React for experiment control and visualization. 
It supports reliable, scalable data processing and offers a 
foundation for testing prognostic algorithms in rotating 
machinery diagnostics. 

The key contributions of this research include: 
• Development of an automated and reliable Data

Acquisition: Eliminating manual interventions, ensuring
consistent and high-quality sensor data collection.

• Structuring efficient Data Storage: Employing optimized
data formats, such as Apache Parquet [7], enabling
effective retrieval and advanced analytics.

• Deploying Interactive Visualization: Providing intuitive
dashboards and immediate monitoring of bearing
conditions, significantly enhancing experimental
diagnostics.

As a result, this research contributes meaningfully to 
predictive maintenance by improving the efficiency, 
repeatability, and diagnostic capabilities of laboratory 
experiments, aligning closely with modern trends in Industry 
4.0 predictive maintenance research. 

The paper is structured as follows: Chapter 2 provides a 
detailed overview of the system architecture. Chapter 3 
describes the experimental setup and procedure. Chapter 4 
presents and discusses experimental results, while Chapter 5 
summarizes conclusions and suggests future research. 

2 SYSTEM ARTHITECTURE 

This chapter provides an overview of the detailed system 
design, including the overall architecture, selected 
technologies, and critical system components. The primary 
aim of the system design is to ensure effective real-time data 
acquisition, robust storage, scalable software architecture, 
and intuitive visualization capabilities. The implemented 
design ensures modularity, flexibility, scalability, and ease of 
maintenance, which tends to be the key characteristics for 
modern laboratory or industrial systems. 

2.1 System Architecture Overview 

The system follows a modular architecture composed of 
five integrated components: a user interface (frontend), a 
backend service, a relational database, a high-efficiency data 
repository, and industrial data acquisition hardware (LabJack 
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T7 Pro). The components communicate through RESTful 
APIs, enabling synchronized operation and flexible 
scalability. 

Fig. 1 illustrates the high-level system design, where the 
user interface (React) enables experiment configuration and 
monitoring; the backend (FastAPI) manages data streams and 
business logic; the MySQL database stores experiment 
metadata and configurations; the Parquet-based repository 
logs high-frequency sensor data; and the LabJack T7 Pro 
ensures precise multi-channel acquisition. The backend is 
built on asynchronous FastAPI endpoints capable of handling 
concurrent API calls and continuous data ingestion. Sensor 
data includes vibration (AIN1), temperature (AIN2), RPM 
(AIN0), and axial/radial loads (AIN3, AIN4), acquired at 
sampling rates between 5000 and 8000 Hz. These are logged 
locally and transmitted to backend services in configurable 
intervals (~5 seconds) for structured storage. 

While the current system focuses on real-time data 
capture and visualization, it is also designed to support future 
integration of prognostic algorithms (e.g., signal-based 
classifiers or ML models) for online degradation analysis. 
 

 
Figure 1 Modular architecture showing component interconnections, sensor data 

flow (AIN0–AIN4), acquisition frequency (5–8 kHz), and backend interfaces for real-
time logging and experiment control 

 
2.2  Functional Components of the Developed System 

 
Each component within the modular architecture has 

clearly defined responsibilities, ensuring smooth and 
efficient system operations: 
• User Interface (Frontend - React): Enables experiment 

configuration, live data visualization, and result analysis. 
Modular component design supports easy extension and 
future integration of diagnostic tools. 

• Backend (FastAPI): Manages asynchronous data 
ingestion, experiment control, and communication with 
storage layers. Includes endpoints for configuration, data 
streaming, and metadata access. 

• Database (MySQL): Stores structured experiment data, 
including sensor mappings, user-defined parameters, and 
system logs. Ensures transactional integrity and supports 
analytics queries. 

• Data Repository (Parquet-based storage): Captures 
raw sensor data in compressed columnar format, 
optimized for high-speed access and batch analysis. Data 
is stored by experiment ID and sensor channel. 

• Data Acquisition Hardware Integration (LabJack T7 
Pro): Supports real-time, multi-channel data capture 
(analog/digital), Wi-Fi communication, and local SD 
logging. Sensors include accelerometers (vibration), 
thermocouples (temperature), and load cells. 

 
2.3  Sequence of System Operations 

 
The developed system follows a clearly defined 

operational workflow: 
1) Device Setup and Experiment Configuration: Users 

configure device settings (sensor channels, calibration 
parameters, scan rate, etc.) via the React frontend. These 
settings are communicated to the backend via REST API 
endpoints, and the configuration parameters are stored 
securely in the MySQL database. 

2) Real-Time Data Collection: Upon experiment 
initiation, the FastAPI backend initiates data collection 
via the LabJack T7 Pro device, continuously acquiring 
sensor data at predefined sampling rates and 
configurations. Collected raw data is temporarily stored 
locally on the hardware before transferring to the 
backend system. 

3) Data Transfer and Storage: Real-time collected sensor 
data is systematically transferred from the LabJack T7 
Pro device to the backend, where it is immediately stored 
in the Parquet-based repository, ensuring efficient long-
term storage and rapid analytical accessibility. 

4) Data Visualization and Analysis: Once data acquisition 
is completed, the React frontend retrieves experimental 
data through the backend APIs, presenting intuitive, 
interactive visualizations. Users can examine detailed 
graphical trends, analyze experiment parameters, export 
data (e.g., in CSV format), and conduct comprehensive 
data-driven diagnostics for maintenance decisions. 

 
The sequential interaction between system components 

is illustrated in Fig. 2, which outlines the end-to-end 
workflow from device setup to final experiment result 
visualization. 
 

 
Figure 2 Sequential workflow of system operations 

 
2.4  Key System Features and Scalability 

 
The developed system exhibits several features that 

contribute to its robustness and adaptability for diverse 
predictive maintenance scenarios: 
• Scalability: The modularity of the architecture 

facilitates straightforward expansion, enabling the 
inclusion of additional sensors, data streams, or 
analytical capabilities without significant redesign. 

• Robustness: Technologies such as FastAPI and React 
provide performance and reliability, especially under 
conditions requiring high concurrency and real-time 
responsiveness. 

• Flexibility: Users can dynamically adapt system 
configurations (sensor channels, scan rates, and 
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experiment parameters), catering to various 
experimental and industrial needs. 

• Data Integrity and Security: Consistent data integrity 
across transactions is maintained through MySQL’s 
relational model and ACID properties, ensuring reliable 
and secure data storage. 

• Efficient Data Management: Parquet storage optimizes 
sensor data compression and retrieval performance, 
crucial for handling vast datasets generated in long-term 
experiments. 

 
3 EXPERIMENTAL SETUP 

 
This chapter describes the experimental setup used to 

validate the effectiveness of the developed system for 
accelerated bearing degradation testing. The setup includes 
the description of the hardware components, their 
configuration, data acquisition procedures, as well as the 
integration with the developed software application. The 
experimental procedures were carefully designed to closely 
simulate real industrial conditions, thereby enabling 
thorough validation and accurate assessment of the system's 
performance. 

 
3.1  Prognostic Bearing Test Simulator (BTS-P3000) 

 
The core experimental apparatus used in this research 

was the Bearing Test Simulator BTS-P3000, as shown in Fig. 
3. The BTS-P3000 is specifically designed for performing 
accelerated bearing degradation experiments by simulating 
realistic conditions of load, speed, and temperature, closely 
resembling those encountered in industrial environments. 
The main purpose of the simulator is to induce controlled 
bearing failures through accelerated degradation, allowing 
comprehensive study and validation of predictive 
maintenance strategies. 
 

 
Figure 3 BTS-P3000 simulator after system upgrade 

 
The BTS-P3000 provides the following key 

functionalities: 
• Precise control over rotational speed (RPM), axial, and 

radial loading. 
• Adjustable test parameters including temperature 

monitoring capabilities. 
• Capability of running continuous or intermittent test 

cycles. 

• Designed for durability and repeatability under extended 
testing conditions. 
 

3.2  Data Acquisition Hardware 
 

Data collection within the experimental framework was 
performed using the industrial-grade LabJack T7 Pro data 
acquisition device. The T7 Pro, depicted in Fig. 4. 

 

 
Figure 4 LabJack T7 Pro 

 
The main characteristics that influenced its selection for 

this research include: 
• 14 Analog Inputs (up to 24-bit resolution via Sigma-

Delta ADC). 
• Digital I/O channels for auxiliary sensor integration. 
• Integrated Wi-Fi connectivity for seamless 

communication and remote operation. 
• Local data logging capability using microSD card, 

enabling secure and uninterrupted data storage. 
 

Integration of the LabJack T7 Pro allowed continuous 
real-time data acquisition from multiple sensors, thus 
providing comprehensive monitoring of all relevant 
experimental parameters such as vibration, temperature, and 
loading forces. 

 
3.3  Sensor Configuration and Measurement Parameters 

 
The BTS-P3000 simulator was equipped with multiple 

sensors for real-time monitoring of critical parameters during 
degradation experiments.  

 

 
Figure 5 Schematic layout of sensor locations on the BTS-P3000 simulator for 

bearing fault analysis 
 
The layout in Fig. 5 shows the physical positions of 

sensors: accelerometer sensor near the bearing housing (2), 
temperature sensor on the housing surface (3), speed sensor 
on the rotating shaft (1), and load cells at vertical (5) and axial 
(4) force application points, forming a comprehensive dataset 
for subsequent analysis.  
 
3.4  Software Integration and Data Management 
 

The developed hardware-software system integrates the 
DAQ hardware with a custom web-based application for 
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device configuration, data collection, and visualization. 
Sensor channels were configured through the user interface, 
allowing adjustment of sample rates, calibration coefficients, 
and scaling parameters. During experiments, developed 

application enables LabJack T7 Pro monitoring while 
continuously recording data at predefined and front-end 
changeable rates and storing it locally. 

 

 
Figure 6 Layered software-hardware architecture of the developed bearing test simulator system 

 
Fig. 6 illustrates the modular layered architecture of the 

extended BTS-P3000 system, structured into four functional 
layers: Presentation, Application, Data, and Hardware. The 
Presentation Layer includes the React-based frontend for 
experiment configuration and data visualization. The 
Application Layer features the FastAPI backend responsible 
for real-time data ingestion and control. The Data Layer 
comprises a relational MySQL database for experiment 
metadata and a Parquet-based repository for high-frequency 
sensor data. The Hardware Layer contains the LabJack T7 
Pro acquisition device and five connected sensors: AIN0 – 
RPM (optical sensor), AIN1 – vibration (IEPE 
accelerometer), AIN2 – housing temperature (contact 
sensor), AIN3 – vertical load (load cell), and AIN4 – axial 
load (load cell). Bidirectional communication between layers 
enables full-cycle experiment execution, data logging, and 
on-demand access for visualization or export. 
 
3.5  Experimental Procedure and Conditions 
 

To comprehensively evaluate the system’s capability, 
several experimental runs were conducted, each under 
different operational settings: 

• Variation of Scan Rates: Experiments were performed 
at different scan rates to analyse the system's ability to 
accurately collect high-frequency data without data loss 
or distortion. Scan rates were carefully adjusted 
following manufacturer recommendations, typically 
ranging from 5000 to 8000 scans per second, ensuring 
optimal performance and avoiding system overload. 

• Controlled Operating Conditions: Each experiment 
involved varying levels of axial and radial loads and 
speed settings. These controlled variations allowed 
assessment of the system's robustness and accuracy in 
handling diverse and dynamic operating scenarios. 

• Real-Time Monitoring: Throughout each experiment, 
real-time data visualization was utilized to actively 
monitor sensor signals. The developed web-based 
application facilitated instant decision-making and 
troubleshooting, allowing immediate adjustments in test 
parameters if anomalies were detected. 

 
3.6  Validation and Repeatability of Experimental Results 
 

Experimental validation involved repeating the tests 
multiple times under identical conditions to ensure 
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repeatability and consistency of collected data. This approach 
verified the system’s stability and reliability. Data 
repeatability was confirmed by consistently obtaining similar 
sensor signals across multiple experimental runs under the 
same testing conditions, demonstrating the robustness and 
precision of the measurement system. 
 
4 RESULTS AND DISCUSSION 
 

Following the successful deployment of the MaintLAB 
BTS-P DAQ web application in a laboratory environment, a 
series of experiments were conducted to validate the system’s 
functionality and the quality of collected data. The aim was 
to ensure that the application effectively manages device data 
acquisition, storage, and visualization under varying 
experimental conditions. This chapter presents the collected 
results, organized by experiment ID, and offers an objective 
analysis of the system’s performance and signal consistency. 
 
4.1  Overview of Measured Experiments 
 

Six experiments were conducted to assess the system 
under different scan rate configurations. These experiments 
varied primarily by scan rate and active sensor conditions, 
allowing for comparative observation. Detailed analysis is 
focused on experiments ID 1 and ID 5, which were conducted 
at different scan rate configurations and provide 
representative examples of system behaviour under low and 
high data acquisition conditions. 
 

 
Figure 7 Detailed result view for Experiment ID 1 

 
4.2  Experiment ID 1 – Lower Scan Rate Conditions 
 

Experiment ID 1 was performed at a configured scan rate 
of 5000 scans per second. However, in accordance with 
LabJack T7 Pro documentation, the scan rate was 
automatically halved at the hardware level to avoid data 
overflow and ensure system stability. This is standard and not 
a result of any software limitation. 

Fig. 7 shows the experimental detail screen within the 
application for Experiment ID 1. A consistent transient drop 
in vibration values (AIN1) was observed at the beginning of 
each measurement cycle, followed by signal stabilization. 
This pattern was confirmed by reviewing the exported CSV 
file, which contains raw measurement data for further 
analysis. 

4.3  Experiment ID 5 – Higher Scan Rate Conditions 
 

Experiment ID 5 was conducted using a scan rate setting 
of 8000 scans per second, again halved by the hardware to 
ensure optimal performance. Unlike the previous test, this 
experiment was carried out with the bearing test simulator 
fully active, exposing the system to increased signal 
dynamics. 
 
4.4  Key Observations 
 

An analysis of the experimental results identified 
specific signal deviations in two sensor channels: AIN1 
(Vibration) and AIN4 (Axial Load). These channels 
displayed consistent anomalies across experiments, while 
other parameters such as AIN0 (RPM), AIN2 (Temperature), 
and AIN3 (Radial Load) remained within expected ranges 
and were correctly managed via configurable offsets and 
scaling in the device setup form. 

Tab. 1 provides a summary of average values recorded 
for the most notable parameters based on visual inspection 
and CSV exports. 
 

Table 1 Summary of key signal deviations for AIN1 and AIN4 

Parameter Expected Value Observed 
Behavior Remarks 

AIN1 – 
Vibration 

~Stable after 
init. 

Transient drop at 
start 

Possibly due to signal 
dynamics or sensor 

delay 

AIN4 – 
Axial Load 

~0.1 
(no load) 

~0.15 
(persistent offset) 

Likely calibration or 
sensitivity-related 

issue 
 

These findings highlight the system’s ability to 
consistently capture sensor data while also emphasizing the 
importance of calibration and signal stabilization during data 
collection. 
 
4.5  Discussion and Recommendations 
 

While the developed MaintLAB BTS-P DAQ system 
demonstrated reliable performance in data acquisition and 
visualization, several improvement areas were identified: 
• Vibration Signal Transients (AIN1): The recurring 

drop at measurement start may be linked to sensor warm-
up, mechanical dynamics, or signal latency. Future 
experiments should consider a brief buffer window 
before official data collection begins. 

• Axial Load Offset (AIN4): A consistent elevation in 
expected zero-load values suggests the need for more 
precise calibration protocols. Revisiting sensor 
sensitivity and performing automated pre-experiment 
calibration routines may improve accuracy. 

• Software Stability: Despite sensor-level discrepancies, 
the web application operated reliably across all 
experiments. System anomalies were hardware-related 
and not reflective of any backend or frontend software 
failure. 

• Future Integration: Expanding the platform to 
incorporate additional sensor types (e.g., ultrasonic), 
real-time data streams, and advanced user interface 
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customization will further enhance the application’s 
capabilities for industrial-scale predictive maintenance. 

 
When comparing the developed system to existing 

experimental platforms, it is important to highlight key 
conceptual differences. The Case Western Reserve 
University bearing data center platform [13] is widely used 
for classification-focused research, offering standardized 
fault datasets suitable for machine learning benchmarking. In 
contrast, the primary goal of our system is to support 
prognostic modeling through controlled, long-term 
degradation experiments with adjustable operating 
conditions. 

Furthermore, compared to PRONOSTIA [14], which is 
another reference platform for accelerated degradation 
studies, the BTS-P3000 simulator offers significantly higher 
mechanical flexibility. While PRONOSTIA employs a 
compact and constrained physical testbed, our platform 
allows broader variation in axial and radial loading, speed 
profiles, and sensor configuration, thereby enabling richer 
datasets for remaining useful life (RUL) estimation and 
model training. 
 
5 CONCLUSION AND FUTURE WORK 
 

This paper presented the development and validation of 
an extended prognostic bearing test simulator that integrates 
industrial-grade data acquisition hardware with a modular, 
web-based software application for monitoring and analysis 
that advances the capabilities of laboratory-based predictive 
maintenance research. By combining high-resolution data 
acquisition, structured analytics, and user-centric design 

Future work will focus on three strategic directions. 
First, the integration of additional sensing modalities, such as 
ultrasonic sensors, would enrich the diagnostic context and 
improve fault detection coverage. Second, enhancing real-
time visualization and enabling live anomaly detection can 
further support proactive decision-making. Third, automated 
sensor calibration routines, including dynamic offset and 
scaling adjustments, are essential to ensure measurement 
accuracy and repeatability, especially in long-term 
degradation studies. 

In conclusion, the developed system advances the 
capabilities of laboratory-based predictive maintenance 
research. By combining high-resolution data acquisition, 
structured analytics, and user-centric design, it provides a 
foundation for scalable and reliable experimentation, as well 
as a promising platform for future extensions into real-world 
industrial applications. 
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Sustainability in Drone Technology – Tracking Using Drone 
 

Ákos Cservenák 
 

Abstract: Sustainability and Industry 4.0 technologies are increasingly integrated into modern production. Among these, drones represent a newer autonomous device with 
potential beyond aerial photography. This paper introduces a novel industrial application of drones: inventory checks and tracking of Autonomous Mobile Robots (AMRs). At the 
University of Miskolc’s Logistics 4.0 Laboratory in Hungary, a roller conveyor system transports unit loads, supported by one larger AGV (Automated Guided Vehicle) and two 
smaller AMRs. While these ground-based devices navigate independently, their sensing is limited to ground level. The proposed drone solution enhances this system by performing 
horizontal photographic inventory checks and tracking the movement of mobile robots from above. This dual-purpose use of a single drone improves motion accuracy and reduces 
the need for multiple tracking systems. The paper outlines the system’s design and presents the results of implementing this drone-supported approach. 
 
Keywords: Autonomous Mobile Robot (AMR); drone; inventory check; logistics; sustainability; tracking 
 
 
1 INTRODUCTION 

 
Nowadays, sustainability and Industry 4.0 technologies 

are widely referred to in production and management of 
technology. One of the Industry 4.0 technologies is 
autonomous devices, and among them, drones represent one 
of the newest advancements, alongside older robotic 
technologies. Drones are commonly used in everyday life for 
aerial photography; however, in industry, this capability can 
be utilized in various ways. 

This paper proposes a new approach to the industrial 
application of drones. The idea is to use a drone for inventory 
check and also tracking an AGV (Automated Guided 
Vehicle) or AMR (Autonomous Mobile Robot). At the 
University of Miskolc in Hungary, within the Laboratory of 
Logistics 4.0, a roller conveyor system is in place that can 
transport unit loads along different routes. For performing 
storage, an automated shelving system was implemented into 
the laboratory. Substituting manual transport, the system 
incorporates one larger AGV and two smaller AMRs. The 
AGV carries unit loads, while the AMRs assist in predicting 
and optimizing the AGV's route. Although these devices 
utilize their own navigation systems, they are limited to 
sensing objects at ground level. By employing a drone to 
track these units from an overhead photographic perspective, 
motion accuracy can be improved, and a single device is 
sufficient for this purpose. From other perspectives, with the 
front photography view the same drone can be used also for 
inventory check and scanning. 

This paper presents the background of this function and 
explores different results. Chapter 2 discusses the literature 
background of this topic. Chapter 3 introduces the 
background for inventory check, while Chapter 4 presents the 
steps taken in its development so far. Chapter 5 highlights the 
practical implementation of inventory check and tracking 
mobile devices. Finally, Chapter 6 summarizes the paper and 
shortly enhances future possibilities. 

 
2 LITERATURE BACKGROUND 

 
The integration of Industry 4.0 technologies in 

manufacturing and logistics has been widely researched in 
recent years. Sustainability and automation are central 

themes, with autonomous systems such as drones playing a 
crucial role in industrial applications. 

A key aspect of Industry 4.0 is the improvement of 
logistics operations through automation and digitalization. 
According to Zhong et al. [1], smart manufacturing uses 
autonomous devices to optimize efficiency and reduce 
human operation. Drones, as a part of these technologies, 
have gained attention for their potential in logistics. 
Researchers such as Otto et al. [2] highlight their role in 
inventory monitoring and real-time data collection. 

In warehouse management, drones have been 
increasingly used for automated inventory tracking, as 
reported by Kim and Lee [3]. Their study demonstrates how 
aerial imagery and machine learning algorithms can improve 
stock accuracy and reduce operational downtime. 
Furthermore, drones have been proposed as a solution for 
supporting Automated Guided Vehicles (AGVs) and 
Autonomous Mobile Robots (AMRs). According to Bogue 
[4], AGVs and AMRs rely primarily on ground-based 
navigation sensors, which limit their awareness of overhead 
obstacles and global positioning accuracy. 

Recent studies suggest that drones can complement 
AGVs and AMRs by providing aerial tracking and guidance. 
Eski and Tjahjono [5] argue that integrating drones with 
existing robotic systems improves operational flexibility and 
safety. This is coincidence with experimental 
implementations at the University of Miskolc’s Logistics 4.0 
laboratory, where a drone is tested for improving AGV/AMR 
path accuracy and collision avoidance. 

Additionally, the role of artificial intelligence (AI) in 
drone navigation has gained interest. Advanced AI-driven 
systems allow drones to adapt to dynamic environments, 
improving their tracking and decision-making capabilities. 
Researchers such as Smith and Brown [6] suggest that 
integrating AI with drone navigation can significantly 
enhance performance by enabling real-time adjustments 
based on environmental factors. This is particularly 
important in industrial settings where obstacles and 
workflow variations occur frequently. 

Another important area of research is the communication 
and data exchange between drones and AGVs/AMRs. 
Wireless sensor networks have been explored to create 
smooth communication, as written by Chang et al. [7]. Their 
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study highlights how reliable data transmission between 
aerial and ground-based autonomous devices can improve 
coordination and reduce errors in logistics operations. 

Further advancements in sensor technology, including 
LiDAR and thermal imaging, have also been explored to 
enhance drone-assisted tracking. Johnson et al. [8] 
investigated how combining multiple sensors can improve 
localization accuracy and overall efficiency in industrial 
environments. 

The current framework of research highlights the 
potential of drone-robot integration in industrial automation. 
Future studies should explore advanced sensor fusion 
techniques and artificial intelligence applications to 
maximize efficiency and reliability. Moreover, energy 
efficiency remains a challenge in drone-based tracking, as 
highlighted by Wang et al. [9]. Addressing battery life and 
optimizing energy consumption are crucial for long-term 
industrial deployment. 
 
3 BACKGROUND OF INVENTORY MANAGEMENT WITH 

DRONE TECHNOLOGY 
 
Inventory management plays a crucial role in a 

company's operations, as it is essential to accurately track the 
quantity and location of all materials in the warehouse. 
Proper inventory records are necessary for forecasting, which 
is essential for order management. Orders must be executed 
based on inventory levels to prevent supply chain 
disruptions. 
 

 
Figure 1 Drone in a warehouse [10] 

 
In larger warehouses, the inventory inspection process 

can be time-consuming and may also lead to higher costs. 
Therefore, drone-assisted inspection is compared with 
traditional methods, as time savings are one of the most 
important factors in achieving efficient operations. 

An example of using drones in a warehouse is illustrated 
in Fig. 1. In this case there was a bigger and older drone 
available, which can be controlled basically manually or 
semi-automatically, the fully automated movement can be 
performed only in a limited way. Hence at the background of 
picture a drone operator can be seen with a controller and a 
mounted smartphone for checking the movement of drone. 
 

3.1 Conditions 
 

The use of drones in inventory management offers 
several advantages, such as enabling full automation of the 
process, thereby minimizing inventory discrepancies caused 
by human error. However, certain essential conditions must 
be met to ensure the smooth and efficient implementation of 
this process. 
 
3.1.1 Essential Requirements for Drone Implementation 
 

First and foremost, it is necessary to acquire a drone that 
can be equipped with various sensors or cameras to read 
barcodes, QR codes, or RFID tags. Precise navigation is 
crucial, as even a few millimeters can determine whether a 
collision occurs or is successfully avoided. 

Additionally, the drone must be capable of highly 
accurate maneuvering since it needs to be navigated between 
shelves. If it lacks sufficient precision, it would be unable to 
travel effectively from one shelf to another, making it 
essential to ensure that the selected drone possesses 
exceptional maneuverability and control. Therefore cost-
effective, toy-like drones are not proper for this purpose. 
 
3.1.2 Navigation 
 

Indoor navigation can be challenging when using GPS, 
as its functionality may be compromised in enclosed spaces. 
To ensure effective navigation in such environments, an 
appropriate localization system must be implemented. GPS-
based localization has several weaknesses. Since it relies on 
radio signals, it is susceptible to interference from various 
sources. In certain environments, such as areas surrounded 
by tall buildings, GPS signals may be unavailable, rendering 
these locations GPS-deprived zones. Even when a drone has 
a direct line of sight to GPS satellites, its signal information 
can be manipulated by malicious attackers. As a result, GPS-
based navigation can accumulate positioning errors, leading 
to inaccurate navigation in many cases. 

In study, Emimi et. al. [11] proposed a system for 
autonomous path following that utilizes visual information 
captured by a monocular camera mounted on the drone. The 
advantage of this approach is that the information is 
immediately available, does not depend on external signals, 
and is less vulnerable to spoofing attacks. The proposed 
system builds a combined database using simulator-
generated data as well as data collected from manually 
controlled or GPS-based navigation paths. This database is 
then used to train a Convolutional Neural Network, which 
generates drone control commands based on detected images, 
thereby enabling autonomous drone navigation. 
 
3.1.3 Data Processing 
 

Also, data processing software is a key factor that can 
process drone-scanned 1D ID codes, QR codes and RFID 
tags in real time and link this data to the warehouse's 
inventory management system. In order to communicate with 
the company's inventory management system, the drone 
requires wireless connectivity and device compatibility. 
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3.1.4 Safety 
 

Safety measures must be observed to minimize both 
personal injury and material damage. When using a drone, 
the drone must be given adequate space to avoid accidents 
and therefore be safe. Designating flight zones and 
communicating them to workers can make it easier to ensure 
that the drone's path is not crossed by humans. Regular, 
professional maintenance of the drone can prevent 
malfunctions and resulting accidents. 
 
3.1.5 Warehouse Design 
 

The warehouse must be arranged and designed in such a 
way that the drone has easy access to the labels identifying 
the products on the shelves. This also means that the rows 
between shelves must have sufficient width to allow 
maneuvering, including that the labels on the products or 
materials on the shelves are in a position that can be read by 
the drone's camera or code reader. Therefore, the label must 
be facing the right direction, and its visibility is also 
important, which can be ensured by the lighting in the 
warehouse or by an auxiliary light source mounted on the 
drone. 
 
3.1.6 Identification System 
 

The company needs to implement and use an 
identification system that can interpret and manage separate 
tags such as barcodes or QR codes. The absence of such an 
identification system and the inadequate handling of drone-
read codes would limit the transparency of the stock control 
system. 
 
3.1.7 Operator 
 

To ensure that everything runs smoothly, the drone 
operator needs to have the right knowledge to operate the 
drone and to use the software, which may require training, 
and for bigger drone, also a so-called drone license. 
Maintenance is also important in a case like this, as a drone 
malfunction can mean a big loss of time, especially if the 
maintenance worker is unable to correct the fault after the 
malfunction has occurred due to lack of knowledge, or even 
if he or she makes the situation worse, like making an 
accident, especially critically to humans. 
 
3.1.8 Costs 
 

Costs should be calculated at every step of the system's 
implementation, sometimes more, sometimes less. Setting up 
a warehouse or converting an existing warehouse, purchasing 
a drone, purchasing software for identification, all involve 
significant costs. Attention must also be paid to ensuring data 
security and protection, as the information collected by the 
drone must be handled with care, so security systems may 
need to be put in place. Furthermore, there are costs 
associated with the purchase of maintenance equipment or 
spare parts, which are necessary for regular use, as wear and 
tear and possible failure are inevitable. What can increase 

expenditure even further is the amounts spent on employee 
training. 
 
3.2 Example for Inventory Management with a Drone 
 

There are companies where it is possible to register 
stocks by drone. In [12], Tubis et al. tested a drone-based 
inventory tracking system at a logistics service provider's 
decentralized center in Poland was investigated. The drone 
used included a proximity sensor, gyroscope, camera and 
GPS receiver. In this case, it was not possible to control the 
drone via GPS positioning, as there was no GPS signal in the 
warehouse under investigation. Therefore, positioning was 
only possible by tracking the drone's movements. The unit 
loads placed on the shelves of the shelving system used had 
a QR code identifier, which is identified and interpreted by 
the system. It is solved by stopping the drone after finding it 
and generating the streamed image stream that can be 
interpreted by the scanner software of the handling device. 
 
3.3 QR Code and Barcode 
 

When building a new system, it is necessary to decide 
whether to use a barcode or another code, such as a QR code. 
However, if a modification of an existing system is the goal, 
it is needed to consider whether to use the existing one or 
introduce a different code type, as both have their advantages 
and disadvantages. 
 
3.3.1 Barcode 
 

This type of ID code can store up to 20 characters of data, 
taking up more space than a QR code. If a barcode becomes 
corrupted it can no longer be scanned, and the position of the 
barcode is also phonetic, cannot be any, as by the QR-code. 
 
3.3.2 QR Code 
 

A QR code can store up to 7100 characters of data in both 
vertical and horizontal directions. If a QR code is damaged, 
it can recover about 30-35% of the data. Its position is less 
important because it can be scanned in multiple orientation, 
it is not as bound in this space as a barcode, and it stores the 
same amount of data in a tenth of the area [13]. 
 
4 PRACTICAL IMPLEMENTATION OF INVENTORY CHECK 
 

The next measurement was carried out at the University 
of Miskolc, in the Laboratory of Logistics 4.0 in the Institute 
of Logistics. The purpose of the measurement was to 
compare, through a practical example, the inventory check is 
more efficient either with a drone or with a traditional manual 
barcode scanner. The drone was controlled manually, so a 
more inaccurate result will be presented. 
 
4.1 Used Tools for Practical Measurement 
 

The instruments used during the measurement process 
are firstly described in this subchapter, especially the drone, 
the handheld barcode scanner, and the shelving system under 
evaluation. Additionally, during manual barcoding, an 
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elevation aid was required to access the upper shelves, since 
the top shelf is positioned at a considerable height. In this 
case, a simple chair was used for this purpose. 
 
4.1.1 Drone 
 

The drone used was from brand DJI and type Mini 4 Pro, 
as shown in Fig. 2a. The DJI Mini 4 Pro is a drone that weighs 
less than 249 grams and is easy to carry due to its small size. 
This drone is C0 certified, which means it has a maximum 
take-off weight of 0.25 kg, a maximum flight speed of 19 m/s 
and a flight altitude limited to 120 m. Its camera is capable 
of 4K resolution, HDR (High Dynamic Range) vertical 
recording and video transmission in Full HD quality up to a 
distance of 20 km. It is equipped with omnidirectional 
obstacle detection, which makes it easier to handle, as using 
it means that it avoids hitting obstacles on its own. In active 
use, the manufacturer's battery life is 34 minutes [14, 15]. 
 

    
(a) DJI Mini 4 Pro     (b) Zebra TC20 with handle part 

Figure 2 Drone and Scanning device (self-made photo) 
 
4.1.2 Manual Barcode Scanner 
 

The hand-held barcode scanner consists of two separate 
parts, a mobile data collector and a corresponding gun 
barcode scanner. Type of data collector Zebra TC20, as 
shown in Fig. 2b. 
 

 
Figure 3 Shelf system with movement route for measurements (self-made photo) 

 
4.1.3 Automated Shelving System  
 

The shelving system consists of 14 columns and 8 rows 
(see Fig. 3), but as the load machine could not approach the 
highest and lowest rows due to the proximity of the ceiling 

and floor, hence the measurement was only performed 
technically along 6 rows. 
 
4.2 Measurement Procedure 

 
The measurement was started by using the drone. The 

first problem that arose was that the load machine in the lab 
was covering two poles in front of the drone, so it could not 
approach them. This reduced the possibility of going through 
the shelves row by row, as this would have required the drone 
to avoid the loading machine in each row, which is time 
consuming. Therefore, the column-by-column movement 
was chosen. Then the fact occurred that it would be more 
ideal if the drone started not on the columns from one 
direction, but first from the top to down, and then always start 
on the next column from where we ended on the previous 
column. The route of movement is illustrated on the Figure 
3. However, this method is still issued due to the presence of 
the load machine. This problem was solved by moving the 
loader during the inspection, i.e., the drone was moved away 
from the shelf by the fifth column and then moving the load 
machine to the first column, so it was no longer in the way. 
The operation of inventory check then continued as drone 
approached the sixth column. 

The next step involved the use of the traditional 
inventory control method. For this, the barcode scanner and 
the chair were required to access the higher shelves. To 
ensure a more accurate comparison, the shelving system was 
examined in the same sequence as before with the drone. 
However, it is important to note that the load machine also 
had to be repositioned in this process. The chair was first 
placed in front of the second column, and the first three 
columns were examined. It was then moved to the fifth 
column to inspect the next three columns. Following this, the 
load machine was relocated to the first column, and the 
process continued in groups of three columns until the final 
two columns were reached. 
 
4.3 Comparison of Inventory Check Methods 
 

The most important point of comparison is the time 
difference between the two methods of implementation. 
 
4.3.1 Drone Method 
 

From the very beginning of the measurement, it became 
clear that the drone could not be flown as close to the ground 
as would be necessary to read the bottom line. If this method 
is to be implemented in an existing warehouse, it is essential 
to consider that the shelving system may not always be 
optimally designed. In such cases, either a reconfiguration of 
the layout or the integration of multiple methods may be 
required, depending on the most cost-effective solution. 
However, if the goal is to utilize the drone in a newly 
constructed warehouse rather than replacing an existing 
system, the design must ensure that the drone can maintain a 
safe distance from surrounding objects during flight, with no 
obstacles obstructing takeoff or landing. Additionally, a 
dedicated charging station is necessary, as the drone will 
require periodic recharging, which must be factored into the 
warehouse layout. Pathways between the shelves and the 
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charging station should also be planned to enable efficient 
automation. 

Before implementation, it is crucial to thoroughly 
examine the drone’s specifications, including its sensors, 
cameras, and compatibility with the warehouse's internal 
structure. If the drone is operated manually rather than 
autonomously, human control will be required, though this 
approach is less efficient than full automation. Regardless of 
the mode of operation, a maintenance technician will be 
necessary to repair potential failures, along with the 
appropriate tools and replacement parts. 

The following section outlines the methodology used to 
estimate the duration of automated operation. In the 
measurement process, the entire operation—from takeoff to 
landing—took 398 seconds under manual control. However, 
automation would significantly reduce this duration by 
eliminating the need for manual corrections caused by 
imprecise control inputs. Since the time required to travel 
between the charging station and the shelving system 
depends on the station’s location, only the duration from the 
approach to the shelving system until the final barcode was 
scanned was considered, which amounted to 349 seconds. 

The positioning times were categorized into horizontal 
and vertical movements, with the shortest recorded times for 
each category used in the calculations. The barcode reading 
time was assumed to be 0,5 seconds per scan. Throughout the 
experiment, the drone executed 70 vertical and 14 horizontal 
movements. The shortest and average time for a vertical 
adjustment was recorded at 0,89 and 1,735 seconds, 
respectively, while the shortest and average time for a 
horizontal movement was 1,67 and 3,0 seconds, respectively. 
However, one of the 14 horizontal movements required the 
drone to move away from the shelves to accommodate load 
machine repositioning, which took 50,89 seconds. For the 
remaining 13 horizontal movements, the shortest recorded 
time was used. 

With these calculations, the total time required for 70 
vertical adjustments incl. shortest time of 0,89 seconds, 13 
standard horizontal movements incl. shortest time of 1,67 
seconds, one extended horizontal repositioning, and 84 
barcode scans amounted to 151,455 seconds. If, instead of 
the shortest times, the average movement durations were 
used — 1,735 seconds for vertical movements and 3,0 
seconds for horizontal movements — the total estimated 
duration would be 202,53 seconds. Using shortest time has 
risks, such as necessity for drone movement correction, not 
exact location of barcodes. 
 
4.3.2 Traditional Method 
 

With this method, the same problem did not occur as in 
the other case of not being able to reach certain shelves 
because of the proximity to the ground, so access to the 
barcodes is easier in crowded places. However, moving the 
load machine was still necessary to reach all the barcodes. It 
took a total of 230 seconds to check the entire shelving 
system. 
 
4.4 Comparing the Results 
 

This subchapter discusses the limitations of the 
approaches used. From the times written above and 
summarized in Tab. 1, it can be seen that the drone method is 

only profitable if it is automated, since it takes more time 
with manual control than with the traditional inspection, 
based on these results. If the drone is automated, the 
inventory record time is significantly reduced, compared to 
when an operator controls the drone, which is also confirmed 
by the fact that the 349 seconds measured with manual 
control are less than two-thirds of the 202,53 seconds 
calculated with average values. The method is also depends 
on the storage system, because in a warehouse where the 
barcode of every product stored there can be read from the 
ground, the use of a drone is probably not significantly faster. 
The traditional method is slower for the higher the shelving 
system under examination, since the most time is required for 
the operator performing the inspection to move the ladder 
and stand on it, so the higher he has to go, the slower the 
operation will be. However, it must be also taken into account 
that every drone has a period of time after which it can no 
longer operate, so if it has to move over such a large area that 
it cannot do so without charging, it will mean a significant 
loss of time. Therefore, choosing the drone is also a key task 
in such a case. Choosing an inventory management method 
is a multifunctional task that requires careful and thorough 
research, as it depends on the quantity of products to be 
recorded, the design of the warehouse, the variety of type and 
size of products. The labor intensity is for manual control is 
continuously 1 person, for the automated drone control is 1 
person, but only for setup. The drone should work off-hours. 
 

Table 1 Comparing results 
Testing method Time (s) 

Drone – measured manual control 398 
Drone – calculated automated control 203 
Traditional handheld control – measured 230 

 
5 EXAMPLES FOR OTHER TRACKING FORM WITH A 

DRONE 
 
This chapter shortly introduces two further examples. 

 
5.1 Tracking a Unit Load with Drone 
 

The first method is following a unit load from overhead 
photographic way. The unit load in this case moves onto the 
conveyor system, and the drone can follow its movement. 
The example is illustrated in the Fig. 4. 
 

 
Figure 4 Tracking a unit load by drone from overhead (self-made screenshot) 

 
5.2 Tracking an AMR with Drone 
 

The other method is tracking movement of an AMR. 
This AMR is a Festo Robotino, which can be controlled 
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either manually or automatically. In this way the drone 
determines the position of AMR using a vision system. Then 
the drone can send this data across the laboratory control to 
the AMR to correct its position. An example from the 
viewpoint of drone can be seen in Fig. 5. 

 

 
Figure 5 Tracking an AMR by drone from overhead (self-made screenshot) 

6 SUMMARY 

The paper dealt with different tracking methods using 
drone. After introduction, the background of tracking with 
drone technology was detailed. In the next part, practical 
implementation was written. The first goal was an inventory 
check, where the traditional handheld and the novel drone 
method was compared. It can be stated that a drone can be 
significantly faster, however it needs fully automatic 
operation and good located barcodes for improving 
sustainability factor. Two other examples for tracking with 
drone technology were shortly introduced due to lack of 
space. Here tracking of a unit load moving on conveyor 
system and tracking of an AMR were illustrated. Regarding 
future research directions, the tracking solutions can be 
improved including further enhancements in drone tracking 
accuracy, integration with AI-based predictive analytics, and 
the potential for multi-drone cooperation to optimize 
industrial automation processes. 
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The Impact of Inventory Management Innovations on Industry 4.0 Manufacturing Strategies 

Szabolcs Szentesi*, Gábor Nagy 

Abstract: In general, the goal of inventory management mechanisms is to develop inventory ordering rules that ensure optimal inventory levels. By "optimal inventory level," we 
mean a level where stock is always available when needed, while storage costs are minimized. To achieve this, a thorough understanding of inventory-related costs is essential 
for determining the economical level. In addition to classical and widely used inventory management mechanisms, many companies also employ mixed or hybrid inventory 
strategies, which are based on the combination of elements from different systems. In Industry 4.0 manufacturing, determining the inventory levels of raw materials and semi-
finished products presents a significant challenge for logistics professionals. Developments in Logistics 4.0, as well as advanced hybrid inventory management mechanisms, can 
provide substantial support to professionals in optimizing inventory levels. 

Keywords: logistics; Industry 4.0; inventory control 

1 INTRODUCTION 

The continuous advancement of industrial production 
and the increasing prevalence of digitalization are driving 
innovations aimed at enhancing supply chain efficiency. In 
the era of Industry 4.0, inventory management strategies are 
undergoing a significant transformation, with the primary 
objective of ensuring more flexible, cost-effective, and 
sustainable operations. Through intelligent systems, data 
analytics, and automation, companies can optimize their 
inventory management processes, minimize excess stock, 
and respond more swiftly to market fluctuations. Hybrid 
inventory mechanisms are a critical component of innovative 
inventory management, integrating elements of traditional 
push and pull strategies [1]. These models enable businesses 
to dynamically adjust their inventory levels in response to 
actual demand while leveraging the capabilities of automated 
forecasting and predictive analytics. Such approaches are 
particularly relevant to Industry 4.0 manufacturing strategies, 
especially in Make-to-Order (MTO) systems, where 
production is exclusively driven by incoming customer 
orders. This model significantly reduces warehousing costs 
and losses resulting from overproduction [2]. 

2 THE MAKE TO ORDER PRODUCTION SYSTEM 

In the dynamically evolving field of modern 
manufacturing driven by Industry 4.0 principles, the make-
to-order (MTO) production system has emerged as a strategic 
approach to meeting customer demands with increased 
efficiency and flexibility [3-5]. The MTO system is a 
manufacturing strategy in which products are produced based 
on specific customer orders rather than being manufactured 
in anticipation of future demand. This approach contrasts 
with traditional manufacturing models such as make-to-stock 
(MTS), where goods are produced based on forecasted 
demand. MTO enables a high degree of product 
customization to meet unique customer requirements [6]. 
Products must be tailored to individual specifications, 
offering a personalized experience for customers. Unlike 
MTS models, MTO minimizes the need for large inventories. 

Production begins only when an order is received, reducing 
excess inventory and associated storage costs. MTO provides 
greater flexibility in responding to changes in customer 
preferences and market trends [7]. 

Manufacturers can quickly adapt to fluctuations in 
demand, making this an agile approach. 

2.1 The Advantages of Make-to-Order (MTO) Production 

Innovative inventory management strategies have a 
significant impact on a company’s competitiveness and 
operational efficiency [8]. Production tailored to individual 
customer needs increases customer satisfaction and loyalty, 
as consumers receive products that precisely meet their 
expectations. This not only strengthens customer 
relationships but also ensures a stable market position for the 
company in the long run. By optimizing inventory 
management, companies can reduce excess stock, leading to 
cost savings while minimizing losses from obsolete products. 
Lower inventory levels also contribute to more efficient 
financial management, as capital is not tied up in unnecessary 
stock but can be utilized in other strategically important 
areas, such as innovation or development. The ability to 
quickly adapt to market changes is also a key factor in today’s 
dynamic business environment. Companies that can respond 
flexibly to demand fluctuations and introduce new products 
rapidly gain a competitive advantage. Therefore, innovative 
inventory management solutions not only result in cost 
reduction and more efficient operations but also contribute to 
sustainable growth and strengthening market position. 

2.2 Challenges of Make-to-Order Production 

In a modern manufacturing environment, producing 
customized products presents several challenges that can 
impact a company's operations and competitiveness. One of 
the most critical factors is manufacturing lead time, which 
can be particularly problematic for complex or highly 
customized products. Longer lead times not only slow down 
order fulfillment but also affect customer satisfaction, 
making effective planning and optimized production 
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processes essential. Another challenge associated with 
customization is the increased complexity of manufacturing, 
which requires enhanced coordination and precise planning. 
Meeting unique customer demands often necessitates 
specialized raw materials, flexible production processes, and 
advanced technological solutions, all of which can 
complicate seamless production. To manage these 
challenges, companies must implement efficient 
manufacturing strategies, such as advanced scheduling 
systems and digital production tools. 

Additionally, cost management is a crucial factor, as 
balancing customization with cost efficiency is essential for 
maintaining profitability. Excessive customization can drive 
up material and labor costs and increase manufacturing 
complexity, which may render the business model 
unprofitable in the long run. Therefore, companies must 
develop strategies that align customization with cost 
efficiency, ensuring sustainable and profitable operations. 
 
2.3 Implementation Strategies 
 

The development of efficient and competitive 
manufacturing processes requires well-functioning 
communication, the implementation of advanced planning 
systems, supplier collaboration, and continuous 
improvement. Clear and transparent communication 
channels between sales, production, and customer service 
play a crucial role in accurately understanding and fulfilling 
customer demands. Ensuring proper information flow allows 
all relevant departments to have up-to-date data, minimizing 
misunderstandings and delays caused by errors. To enhance 
manufacturing efficiency, the introduction of advanced 
planning and scheduling systems is essential. These tools 
enable the optimization of production workflows, the 
reduction of manufacturing lead times, and the more efficient 
utilization of resources. Automated planning solutions not 
only help maximize production capacity utilization but also 
contribute to faster and more accurate order fulfillment. 
Close collaboration with suppliers is also fundamental to 
maintaining uninterrupted production. Ensuring the timely 
availability of raw materials and components reduces the risk 
of delays and enhances the stability of production processes. 
Efficient supplier relationships enable companies to respond 
more quickly to changing demands and ensure continuous 
supply. Finally, the principle of continuous improvement 
plays a key role in increasing efficiency and reducing costs. 
Regular process reviews and optimization measures allow 
companies to fine-tune manufacturing operations, eliminate 
inefficiencies, and integrate innovations. Constant 
development and the application of modern technologies 
ensure that the company remains competitive in the long run, 
even in a rapidly changing market environment. Make-to-
order (MTO) represents a customer-centric approach that 
aligns production with specific demand signals. While it 
presents challenges, the benefits of increased customer 
satisfaction, reduced inventory levels, and enhanced market 
responsiveness make it an attractive strategy for businesses 
striving for agility in today’s competitive markets. As 
technology continues to advance, the integration of smart 

manufacturing practices and digital tools further enhances 
the efficiency of make-to-order strategies. 
 
3 THE BASIC INVENTORY MECHANISMS 
 

The fluctuation of inventory levels at the product level is 
primarily determined by two key factors: the demand for the 
specific item and its supply pattern. It is evident that 
inventory levels are influenced not only by when and how 
much demand arises for the product, but also by the timing 
and quantity of replenishment orders placed by the system 
[9]. The demand pattern is mainly shaped by the company's 
marketing department, whereas the logistics department is 
responsible for managing the supply pattern—namely, the 
inventory control mechanism applied. This mechanism 
dictates when and how much of a particular stock-keeping 
unit should be reordered, thereby ensuring the continuous 
availability of the product in the future [10, 11]. 
 

 
Figure 1 Basic inventory mechanism [12] 

 
Fixed-time-based models (top row) are easier to plan but 

may not adapt well to demand fluctuations. Variable-time-
based models (bottom row) are more flexible and respond to 
actual needs, potentially leading to more efficient inventory 
management. Fixed-quantity strategies (left column) provide 
greater predictability, while variable-quantity strategies 
(right column) can optimize inventory costs. [13]. Fig. 1 
clearly illustrates the differences between inventory 
strategies and aids in selecting the appropriate method within 
the supply chain. 

 
4 HYBRID INVENTORY MECHANISM  

 
In the ever-evolving landscape of supply chain 

management, adopting hybrid inventory control methods has 
become a strategic necessity for companies aiming to 
enhance the efficiency of their inventory processes. This 
chapter explores the concept of hybrid inventory systems by 
examining their key features, benefits, and practical 
implementation. Essentially, hybrid mechanisms integrate 
elements from multiple traditional inventory management 
models, forming a more flexible and adaptable system. Their 
goal is to balance the operational efficiency of conventional 
approaches with the agility of modern, responsive methods. 
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4.1 General Characteristics 
 
One of the most important characteristics of hybrid 

inventory mechanisms is flexibility, which allows companies 
to efficiently adapt to demand fluctuations. By integrating 
features from both push and pull inventory systems, these 
mechanisms enable inventory strategies to be simultaneously 
forward-planning and reactive, ultimately enhancing the 
overall efficiency and responsiveness of the supply chain. 
Another key factor is risk reduction, which is achieved 
through the diversification of inventory management 
strategies. A company that relies solely on a single inventory 
management approach is more exposed to market 
fluctuations and supply disruptions. Hybrid mechanisms 
enable companies to leverage the advantages of multiple 
strategies, minimizing the negative effects of stockouts, 
overproduction, or excessive storage costs. 

The main objective of hybrid inventory mechanisms is to 
enhance inventory management efficiency by adapting 
strategies to the unique requirements of different product 
categories or market segments. This method enables 
companies to balance cost reduction with maintaining high 
service levels, while continuously improving the overall 
effectiveness of their inventory operations. 

 
4.2 Benefits of Implementing Hybrid Inventory Mechanisms 
 

The implementation of hybrid inventory mechanisms 
provides multiple advantages, significantly contributing to a 
company’s efficiency and competitiveness. One of the most 
notable benefits is the improvement of service levels, as the 
combination of various inventory management models 
enables companies to meet customer demands more 
accurately and quickly. This not only enhances customer 
satisfaction but also strengthens long-term customer 
relationships. Cost efficiency is another key advantage of 
hybrid mechanisms. Adjusting inventory levels according to 
product features and demand trends can result in substantial 
cost reductions by minimizing excess storage and handling 
costs. This is particularly important in industries where 
inventory-related costs represent a significant proportion of 
total expenses. Hybrid mechanisms offer significant 
advantages in risk management by varying inventory 
strategies, which helps reduce the impact of supply chain 
disruptions, demand fluctuations, and market uncertainty. By 
avoiding reliance on a single inventory method, companies 
can achieve greater stability and resilience in their 
operations. Flexibility is one of the most critical factors 
contributing to the effectiveness of hybrid mechanisms. 
These solutions allow companies to quickly adapt to 
changing market conditions, enabling them to maintain their 
competitive advantage and effectively respond to 
fluctuations in demand or supplier conditions. 

In corporate operations, two fundamental and relatively 
simple inventory control systems — or their combination — 
have become widely adopted [9]: 
• Continuous review system: in this approach, inventory 

levels are monitored on an ongoing basis, allowing 
decisions to be made at any time based on current stock 

status and demand. The two main decision parameters 
are the order quantity (q) and the reorder point (s), which 
represents the inventory level that triggers a 
replenishment order for a fixed quantity. This model is 
commonly referred to as the (s, q) inventory system. 

 
• Periodic review system: this method involves checking 

inventory levels at regular, predefined intervals — such 
as weekly or monthly. The order quantity is determined 
based on the stock level recorded at the time of review. 
Here, the quantity to be ordered is calculated as the 
difference between the target maximum inventory level 
(S) and the actual available inventory (Ia) at the review 
point. This type of system is known as the (t, S) inventory 
model. 

 
5 DESCRIPTION OF HYBRID INVENTORY MECHANISMS IN 

MAKE-TO-ORDER (MTO) MANUFACTURING SYSTEMS 
 

The use of hybrid inventory strategies in Make-to-Order 
(MTO) production brings various advantages, including 
decreased inventory levels, more efficient production 
workflows, and higher levels of customer satisfaction. 
However, implementing and maintaining such a system can 
present significant challenges, particularly in aligning 
manufacturing and logistics processes. We only deal with 
three hybrid variants, as the combination of (t, q) and (t, S) 
(combined fixed order system) is not suitable for MTO 
systems. This is because Make-to-Order (MTO) production 
is characterized by manufacturing products only after 
receiving customer orders, which leads to highly variable 
demand. As a result, MTO systems generally require more 
flexible, event-driven hybrid inventory management models. 
 
5.1 Combination of (t, q) and (s, S) – Adaptive Periodic 

System 
 
Its operation is characterized by conducting inventory 

checks at predetermined intervals (t), but if the current stock 
level drops below a predefined threshold (s), an immediate 
order is triggered, even before the scheduled replenishment 
time. The advantage of this system is that it balances 
scheduled inventory replenishment and demand-driven 
ordering. The system’s efficiency is particularly beneficial in 
a Make-to-Order (MTO) manufacturing environment, where 
production is solely based on incoming orders. The adaptive 
inventory management mechanism ensures continuous 
monitoring of raw material and component stocks while 
allowing replenishment to occur in a timely and flexible 
manner. This minimizes excess inventory costs and reduces 
production delays caused by stock shortages. 

By combining scheduled and immediate ordering 
strategies, this system enables companies to respond 
effectively to fluctuating demand while maintaining supply 
chain stability and production continuity. 

Let I(t) represent the inventory level as a function of time. 
Inventory depletion occurs based on the demand function 
D(t): 
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( ) ( 1) ( ) ( ) ,t t t tI I D O−= − +                                                      (1) 
 
where O(t) follows two replenishment rules. 

Replenishment follows two conditions: 
• Scheduled replenishment: 
 

( ) ,  if  , ,tO q t nT n= = ∈                                                 (2) 
 
meaning that a fixed quantity q is ordered at the end of every 
T interval. 
• Immediate replenishment: 
 

( ) ( ) ( ),  if  ,t t tO S I I s= − ≤                                                   (3) 
 
meaning that if the inventory level drops below s, an 
immediate order is triggered to restore stock up to S. 

This inventory model offers multiple advantages for 
MTO-based manufacturing: 
• Balancing fixed-interval and demand-driven 

replenishment: The combination of time-based (t, q) and 
event-driven (s, S) policies ensures continuous inventory 
availability. 

• Minimized inventory holding costs: The system 
replenishes stock only when necessary, reducing storage 
and carrying costs. 

• Quick response to demand fluctuations: In MTO 
production, demand variability can be managed 
effectively through dynamic ordering strategies. 

 
This hybrid inventory management system ensures 

supply chain stability, while minimizing excess stock and 
reducing production delays caused by material shortages. 
 
5.2 Combination of (s, q) and (s, S) – Flexible Minimum Order 

System 
 

This system generates a fixed quantity order (q) when the 
inventory level reaches the threshold (s), but if demand is 
higher than average, the order quantity can be increased up 
to the maximum stock level (S). Its advantage lies in its 
ability to flexibly handle demand fluctuations, ensuring 
continuous supply while minimizing stockouts. In a Make-
to-Order (MTO) manufacturing environment, ensuring the 
availability of raw materials while minimizing storage costs 
is crucial. In this model, when inventory reaches the 
threshold (s), a fixed order (q) is triggered, but if demand 
forecasts indicate increased demand, the order quantity can 
be adjusted up to the maximum stock level (S). This system 
ensures continuous raw material availability, responds 
flexibly to demand changes, and minimizes inventory 
holding costs, as additional stock is procured only when 
necessary, contributing to efficient inventory management 
and cost optimization. Again, let I(t) represent the inventory 
level at time (t). The inventory level follows the equation: 
 

( ) ( 1) ( ) ( ) ,t t t tI I D O−= − +                                                      (4) 

where D(t) represents demand at time (t), and O(t) follows two 
replenishment rules. 

Replenishment follows two conditions: 
• Fixed minimum order: 
 

( ) ( ),  if  ,t tO q I s= ≤                                                            (5) 
 
when inventory falls below s, a fixed quantity q is ordered. 
• Dynamic order adjustment: 
 

( ) ( ) ( ) ( ),  if    and  ,t t t t
ˆO S I I s D µ= − ≤ >                            (6) 

 
if inventory falls below 𝑠𝑠 and the forecasted demand ( )tD̂   
exceeds the average demand μ\muμ, the system replenishes 
stock up to the maximum level S. 

This inventory model offers multiple advantages for 
MTO-based manufacturing: 
• The system guarantees that raw materials are available 

when production begins, preventing disruptions. 
• By dynamically adjusting order quantities, it minimizes 

stockouts and ensures production continuity. 
• Stock replenishment occurs only when necessary, 

reducing excess inventory and storage costs. 
 

This hybrid inventory control model optimally balances 
supply stability and cost efficiency, making it an effective 
solution for MTO-based production environments. 
 
5.3 Combination of (t, S) and (s, q) – Hybrid Time-Based and 

Event-Driven Model  
 

This model places orders at regular intervals (t) to 
replenish inventory up to the maximum stock level (S). 
However, if the inventory level drops below a critical 
threshold (s) before the scheduled replenishment, an 
emergency order is triggered, replenishing stock with a fixed 
quantity (q). The key advantage of this system is that it 
effectively integrates both time-driven and demand-driven 
inventory management, creating an optimal balance between 
scheduled and immediate replenishments. In a Make-to-
Order (MTO) production environment, this model is 
particularly effective. Certain raw materials are ordered at 
fixed intervals (t) to maintain continuous supply, ensuring 
that production has the necessary inputs. However, if the 
stock level of a material drops below the predefined threshold 
(s) before the scheduled replenishment, an emergency order 
is placed to restock a fixed quantity (q), preventing potential 
disruptions in the production process. This system provides 
several benefits for MTO production. Scheduled orders help 
reduce the risk of stockouts while simultaneously lowering 
ordering costs. Additionally, the event-driven ordering 
mechanism ensures that production does not come to a halt 
due to sudden increases in demand, maintaining operational 
continuity. Moreover, this hybrid approach enhances 
inventory planning within the supply chain, supporting more 
efficient resource allocation and sustainable inventory 
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management. Again, let I(t) represent the inventory level at 
time (t). The inventory level follows the equation: 
 

( ) ( 1) ( ) ( ) ,t t t tI I D O−= − +                                                      (7) 
 
where D(t) represents demand at time (t), and O(t) follows two 
replenishment rules. 

Replenishment occurs in two ways: 
• Time-based replenishment: 
 

( ) ( ) ,  if  , .t tO S I t nT n= − = ∈                                         (8) 
 

This means that at the end of every T interval, inventory 
is replenished up to the maximum level (S), regardless of 
demand fluctuations. 
• Event-driven emergency order: 
 

( ) ( ),  if  ,t tO q I s= ≤                                                            (9) 
 

If inventory drops below the critical threshold (s) before 
the next scheduled replenishment, an immediate order is 
triggered to restock a fixed quantity (q). This inventory 
model offers multiple benefits for MTO production 
environments. The time-based replenishment mechanism 
reduces the risk of stockouts while keeping ordering costs 
lower due to scheduled orders. Meanwhile, the event-driven 
ordering strategy ensures that production does not halt in the 
event of sudden demand surges, maintaining operational 
continuity. Additionally, this hybrid approach enhances 
inventory planning within the supply chain, enabling more 
efficient resource allocation and sustainable inventory 
management. Time-based ordering strategies ensure 
continuous material availability, while event-driven 
restocking helps manage demand fluctuations more 
effectively. Overall, the combination of (t, S) and (s, q) 
creates a balance between scheduled and emergency 
replenishments, ensuring smooth manufacturing processes 
and optimized inventory management in MTO-based 
production environments. 
 
5.4 Mathematical Model on Hybrid Inventory Strategy in MTO 

Environments 
 

In a Make-to-Order (MTO) production environment, 
inventory management aims to minimize shortages of raw 
materials and components. This adaptive inventory 
mechanism adjusts dynamically to demand fluctuations: 
• The demand function D(t) may be deterministic or 

stochastic: 
 

2
( ) ( , )tD N µ σ

(assuming normally distributed demand)(10) 
 
• The optimal minimum inventory level s* and maximum 

inventory level S* can be estimated as follows: 
 
 

,*s L z Lµ σ= +                                                             (11) 

.* *S s q= +                                                                       (12) 
 
Where D(t) demand as a function of time: represents the 
demand at a specific time (t), L the lead time, z the standard 
normal distribution value corresponding to the desired 
service level, N(μ, σ2) assumes that demand follows a normal 
distribution, defined by two parameters: μ expected demand 
(the long-term average demand level observed over time), σ 
demand standard deviation (indicates how much demand 
may fluctuate around the average value. A higher standard 
deviation implies greater variability in demand), σ2 demand 
variance (the square of the standard deviation, measuring the 
extent of demand fluctuations). 
 
5.5 Practical Example of Hybrid Inventory Mechanism in an 

MTO Environment 
 

To demonstrate the practical applicability of the 
proposed hybrid inventory mechanism, this section presents 
a real-life inspired (fictional) example based on an MTO 
production environment. A manufacturing company 
operating under an MTO production strategy produces 
customized electronic components. The company’s raw 
material, a special type of microchip, is procured from an 
external supplier. The following data are available: 
• Average weekly demand (μ) = 200 units 
• Standard deviation of demand (σ) = 50 units 
• Lead time (L) = 2 weeks 
• Desired service level = 95% → z = 1.65 
• Fixed order quantity (q) = 300 units 
• Maximum stock level (S) = calculated 
• Review period (T) = 2 weeks 
• Safety stock threshold (s) = calculated. 
 

According to the hybrid inventory model described 
earlier, the optimal minimum and maximum inventory levels 
are calculated as: 
 

*s L z Lµ σ= +                                                               (13) 
* *S s q= +                                                                       (14) 

200 2 1 65 50 2 400 116,7 517 units*s .= ⋅ + ⋅ ⋅ = + ≈       (15) 
517 300 817 units*S = + =                                              (16) 

 
From an operational perspective, it can be concluded that 

the company is required to apply a hybrid inventory 
mechanism. The example illustrates a hybrid inventory 
strategy that combines both time-based and event-driven 
mechanisms. In this system, the company reviews its 
inventory levels every two weeks. If the inventory remains 
above the safety threshold of 517 units during this period, no 
action is taken. However, if the inventory level drops below 
517 units at any time within the review period, an emergency 
replenishment order is triggered to restore the stock level up 
to 817 units, ensuring continuity in production. Regardless of 
emergency replenishments, a fixed order of 300 units is also 
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placed at the end of every two-week review period, following 
a regular ordering rhythm. This combination of scheduled 
and demand-responsive ordering enhances both supply chain 
stability and responsiveness in a Make-to-Order (MTO) 
production environment. 
 
6 CONCLUSION 
 

The digitalization of industrial production and the 
expansion of the Industry 4.0 era have radically transformed 
supply chain and inventory management strategies. Through 
intelligent systems, data analytics, and automation, 
companies can optimize their processes, reduce excess 
inventory, and respond more quickly to market changes. This 
study provides a detailed analysis of how traditional push and 
pull strategies are integrated into a hybrid inventory 
mechanism, which is particularly beneficial in Make-to-
Order (MTO) manufacturing systems, where production is 
initiated solely based on incoming orders. The objective of 
this innovative approach is to achieve greater flexibility, cost 
efficiency, and sustainability, while simultaneously 
enhancing customer satisfaction and strengthening market 
competitiveness. The study examines various inventory 
management mechanisms and then presents their 
combinations in the form of different hybrid systems. These 
models enable the simultaneous application of scheduled and 
demand-driven ordering mechanisms, optimizing inventory 
levels, minimizing storage costs, and reducing the risk of 
production disruptions and delays caused by stockouts. 
Furthermore, mathematical models are used to determine 
optimal reorder points and inventory levels, allowing 
companies to effectively manage demand fluctuations and 
ensure a stable supply of raw materials necessary for 
uninterrupted production. 
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Visualization of Social Life Cycle Assessment and Ethics Audit Outcomes in the Context of a 
Circular Manufacturing Ecosystem 

Philipp Url*, Maximilian Orgler, Rie B. Larsen, Wolfgang Vorraber 

Abstract: The identification and consideration of social and ethical aspects are key enablers to achieving sustainable production, including human-centrism. Existing social life 
cycle assessment and ethical audit methods identify relevant risks and their impacts on such complex systems. In the context of a business ecosystem, an integrated view of the 
assessments’ outcomes is missing. Addressing this gap, we propose an extension of the V2 value network notation. By combining economic and social sustainability aspects, the 
resulting holistic view creates a comprehensive visualization of the overall system. This view serves as the basis for the analysis and communication of complex socio-technical 
systems’ aspects. The proposed extension of the notation is presented, and its application is demonstrated by means of a case study of a platform-based circular manufacturing 
ecosystem that enables the reuse of assembly lines. 

Keywords: circular economy; ethical audit; social life cycle assessment; sustainable production; value network 

1 INTRODUCTION 

Ideally, a successful circular economy contributes to all 
three dimensions of sustainable development (economic, 
environmental and social) [1]. In practice and in particular, 
the social dimension is not always adequately considered, 
which impedes the uptake of circular strategies [1]. The 
social dimension lacks research, particularly concerning 
circularity in the manufacturing industry [2]. To ensure the 
oftentimes missing social pillar is properly embedded within 
circular economy strategies, social indicators need to be 
assessed to identify the positive and negative impacts that 
arise from the implementation of a circular economy model 
[3]. 

In addition, when new technologies are introduced, there 
is always a risk of unethical consequences. Especially 
nowadays, since legal compliance is not always keeping pace 
with digital developments, we require approaches that ensure 
ethical digital innovations [4].  

Existing social and ethical assessment methods [5, 6] 
identify relevant risks and their impacts on such complex 
ecosystems. Value network models [7-11] provide a means 
of abstraction, visualization and analysis for business 
ecosystems such as the circular manufacturing ecosystem. 
However, an integrated view of the above-mentioned 
assessments’ outcomes in value network models is missing. 
To address this gap, we propose an extension of the V2 value 
network notation [7, 12-14] in order to combine economic 
and social sustainability aspects, thus resulting in a holistic 
view that creates a comprehensive visualization of the overall 
system. This extension serves as the basis for analysis and 
communication of the aspects of complex socio-technical 
systems, such as the Circular Manufacturing Ecosystem 
(CME) in the research project Assembly Lines in Circulation 
(ALICIA) [15], in order to better understand the relation of 
social and ethical risks to economic aspects. The application 
of the V2 value network extension is demonstrated in the case 
of the ALICIA CME. 

To foster sustainable production, ALICIA [15] aims to 
develop a CME platform. This platform will be a one-stop 
shop for second-hand equipment, enabling faster and easier 

selection, procurement, delivery, installation and 
commissioning of second-hand equipment while also 
decreasing factory owners’ costs, as purchasing second-hand 
equipment is cheaper than purchasing new build equipment. 
Besides production performance, quality and economical 
aspects, social aspects, such as existing worker skills and 
environmental aspects, are also considered. In addition, the 
platform ecosystem will be open to various service providers, 
offering complementary services that are required for 
covering the entire life cycle of equipment. In order to enable 
all this, various digital services will be developed in the 
course of the ALICIA project. Their detailed functionalities, 
interrelation as well the additional services that must be 
offered via the platform have yet to be defined. 

The remainder of this paper is structured as follows: 
Section 2 describes the social and ethical assessment methods 
applied in the ALICIA project. Section 3 describes our 
extension of the V2 value network notation. Its application in 
a case study in the ALICIA project is demonstrated in section 
4. The single case study method is based on [16]. Section 5
concludes the paper, discussing the results, contributions to 
research and practice, limitations and future research. 

2 SOCIAL AND ETHICAL ASSESSMENT 

This section describes the selected methods for the social 
and ethical assessment and how they were applied in the 
context of the ALICIA research project, including the 
elements that were used to describe the outcomes of the 
assessment. 

2.1 Social Assessment 

The ALICIA CME encompasses a diverse array of 
digital tools. A significant portion of these tools is deployed 
prior to the integration of second-hand equipment into 
customers’ assembly lines. Most of these tools contain, apart 
from their technical processes, non-technical processes that 
affect the stakeholders (e.g., factory owners, workers, or 
other value chain actors) of ALICIA. To guarantee the 
socially responsible implementation of all tools and 
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processes across the spectrum of ALICIA’s stakeholders, it 
is imperative to assess their social impacts, along with the 
associated social risks. 

ALICIA utilizes various digital and AI-based tools that 
potential users might view as risky or unsafe. As a result, they 
may show a lack of willingness to apply such technological 
innovations. This could pose barriers to the widespread 
implementation of ALICIA when compared to traditional 
second-hand marketplaces. To address both the social risks 
that the ALICIA platform may bring and the barriers users 
may have concerning the use of the platform, a Social Life 
Cycle Assessment (S-LCA) has been conducted. 

S-LCA is becoming an increasingly important method 
for ensuring holistic sustainability assessments. It allows for 
the assessment of the social impacts of products, services, or 
organizations across their life cycles [5]. Potential social 
impacts are defined by the United Nations Environment 
Programme (UNEP) as "the likely presence of a social 
impact, resulting from the activities/behaviours of 
organizations linked to the life cycle of the product or service 
and from the use of the product itself" [5]. S-LCA is an 
iterative methodology, which means that the assessments’ 
outcomes can be improved over time, going through several 
assessment loops and moving from more generic/potential 
results to more site- and case-specific ones. 

A leading framework for conducting S-LCA has been 
developed by UNEP (latest version published in 2020) [5] 
and is in large part based on the ISO 14040 framework for 
Environmental LCA (E-LCA) [5, 17]. Still, S-LCA allows, 
which is different from the E-LCA, the quantification of 
social impact indicators which are largely not simple to 
determine [18] for complementing the results of E-LCA.  

The S-LCA methodology by UNEP is considered a 
keystone of S-LCA approaches [19] due to numerous 
applications within case studies and research. Another 
existing approach is the ISO/DIS 14075 - Environmental 
management - principles and framework for social life cycle 
assessment [20]. However, at the beginning of the ALICIA 
project, the UNEP framework was in a more mature state 
than the ISO/DIS 14075. There is a very limited amount of 
research available regarding social impacts of CE in 
manufacturing and thus few opportunities for validating the 
results obtained with a new method. Therefore, the UNEP S-
LCA framework [16] was chosen as a base method for 
analysing the social impacts of ALICIA.  

The applied methodology comprises four main phases: 
1) goal and scope definition, 2) social life cycle inventory 
analysis, 3) social life cycle impact assessment (impact 
pathway based on [21]) and 4) interpretation of the results. 

The following descriptive elements (see also Tab. 1) are 
used to summarize the outcomes of the applied S-LCA 
approach according to [5]: The life cycle stage represents the 
life cycle of the product as defined in ISO 14040 [17] and 
14044 [22]. The stakeholder category, according to the 
UNEP S-LCA guidelines, includes six total stakeholder 
categories (workers, local communities, value chain actors, 
consumers, children and society) to consider when 
performing an S-LCA. Stakeholder categories, which are the 
basis of every S-LCA, have to be linked to impact categories 
that represent socially meaningful attributes or themes. 
Inventory indicators are specific definitions derived from 

the collected data during the social life cycle inventory 
analysis and relate directly to each life cycle. Every inventory 
indicator belongs to a stakeholder and impact category. It is 
considered as the beginning of a cause-effect chain and thus 
the cause of midpoint and endpoint impacts. Midpoint 
indicators represent impacts on the middle of the cause-
effect chain. Endpoint indicators refer to impacts that occur 
as a consequence, at the end of the chain. To define those 
indicators, social mechanisms and collected inventory 
indicators are required to assess these midpoint and endpoint 
indicators [5]. Potential solutions (or mitigation strategies) 
describe how this (negative) impact might be avoided. 
 
2.2 Ethical Assessment 
 

When new technologies are introduced, there is always a 
risk that this may unintentionally lead to unethical 
consequences and therefore requires approaches that ensure 
ethical digital innovations [4]. 

It is necessary to analyse which ethical issues the 
technology may cause and to assess potential impacts and to 
ensure the ethical implementation of the new technology. 
Doing this facilitates the design of the technological 
innovations in a more ethical and value-sensitive way [23]. 
Within the context of CE, digital technologies can enable 
services that are beneficial for CE implementation, such as 
the provision of technical support, evaluating a product’s life 
cycle and maintaining or enhancing a product [24]. 

The digital technologies, which are developed in 
ALICIA, were the subject of analysis of the ethical 
assessment. The chosen approach for this ethical assessment 
was a digital ethics audit. The methodology from this 
auditing framework contains components of ISO 19011 
(guidelines for auditing management systems) [25], ISO 
31000 (risk management guidelines) [26] as well as literature 
and other sources from existing auditing approaches, 
including ethical auditing and other auditing fields (e.g., ESG 
auditing [6]). ISO 19011 especially represents a critical part 
of this auditing process and includes, among other aspects, a 
risk-based approach to the principles of auditing. 

The aim of this audit was to identify and mitigate the 
risks of ALICIA’s technologies, designing appropriate 
mitigation measures as feedback into the project design 
process, so that later, all affected stakeholders feel safe using 
those technologies [27]. 

The entire auditing process contains five auditing cycles, 
and every auditing cycle contains several sub-cycles that split 
the cycle’s task into its actions or methods. The process was 
conducted with help of desk research, interviews and 
workshops. 
• Cycle 1 - Scope setting: 1.1 audit objectives, 1.2 

identifying stakeholders, and 1.3 establishing values and 
identifying risks 

• Cycle 2 - Risk analysis: 2.1 aggregating risks, 2.2 risk 
prioritization 

• Cycle 3 - Validation: 3.1 internal validation, 3.2 
validation with involved partners 

• Cycle 4 – Mitigation: 4.1 communicating design 
considerations, 4.2 designing of mitigations by all 
partners 
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• Cycle 5 - Evaluation and report: 5.1 finalizing audit 
report, 5.2 presenting audit results to all partners. 
 
Within the project so far, Cycle 1 and Cycle 2 have been 

conducted. The following descriptive elements (see also Tab. 
1) were used to summarize the outcomes of the applied 
ethical assessment approach: technology refers to the objects 
to be audited. In ALICIA, these are the digital tools of the 
platform and the stakeholders who are affected by the 
technology. When auditing the ethics of digital technologies, 
it is imperative to define and incorporate values, as defined 
by [28, 29], into the technology. These values help to shape 
the extent to which future users can utilize and potentially be 
influenced by the technology [30]. Risk (affected 
stakeholders): Since values are always linked to certain risks 
(for each value, multiple risks can exist), it can often be 
challenging to define values without also considering the 
associated risks. Therefore, Cycle 1 also aims to identify 
preliminary potential risks related to those values and those 
that affect certain stakeholders. Cycle 2 deals with the risk 
analysis. It aims to identify further risks and to subsequently 
analyse the priority of all existing risks. To do so, the "risk 
prioritization" sub-cycle assesses each risk, based on [31], by 
its likelihood of occurrence (risk likelihood) and severity 
levels (risk impact). The remaining steps are validating the 
identified impacts and to start mitigating the negative impacts 
they may bring, which is described as mitigation in the 
outcome of the assessment. Finally, the outcomes are 
evaluated and reported. 
 
3 EXTENSION OF THE V2 VALUE NETWORK NOTATION 
 

The V2 value network notation [12] used in the presented 
work builds on the notation of Biem and Caswell [7], which 
synthesizes and extends concepts of e3 e-business modelling 
[6], the c3-value method [9] and Allee’s [10, 11] concept of 
intangibles [5]. The V2 notation is structured around 
dedicated layers which serve to visualize and analyse actors, 
their value exchanges, motivations, legal aspects and needs 
(see Fig. 1). These layers have been developed over the 
course of various research projects over the past decade [12, 
13]. In the recent literature, value network models are still 
investigated in the context of business modelling [14]. As 
stated by [32], visualizations improve communication, 
support collaboration and foster human engagement by 
supporting cognitive processes and augmenting the capacity 
of the human mind and creating a common understanding. 

In order to integrate the outcomes of a social and ethical 
assessment into a value network model, we, the authors, 
developed an extension of the V2 value network notation. By 
combining economic and social sustainability aspects, the 
resulting holistic view creates a comprehensive visualization 
of the overall system. This view should serve as the basis for 
the analysis and communication of complex socio-technical 
systems’ aspects. 

In order to define a means of visualizing the outcomes of 
S-LCAs and ethics audits, we compared and consolidated 
their elements with elements used in the application of risk 
management to medical devices [33], which represents a 
state-of-the-art risk management standard (see Tab. 1). Based 

on that we defined the risk layer extension of the V2 notation 
(see Tab. 2 and Fig. 2). 
 

 

 
Figure 1 The analysis layers of the V2 value network notation (figure from [12] 

based on [7, 13, 14]) 
 

 
Figure 2 Representation of risks in the V2 value network notation 

 
The elements consolidated to a common risk layer, 

indicated by a merged column in Tab. 2, are described in the 
following. The elements "impact category" and "value" are 
represented by the element "value category", which 
describes either the social or ethical values the risk relates to. 
"Inventory indicator" and "risk (affected stakeholders)" 
are represented by the element "threat" of the risk layer. The 
newly added element "description" allows a further 
elaboration of the identified threat. The element "source of 
information" was also added to assist with keeping track of 
where the information about the threat was identified from 
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e.g. data sources or references. "Mitigation" is used to 
commonly describe any potential solution for social as well 
as ethical risks. The "stakeholder categories" represent the 
affected stakeholders for both assessments. The remaining 
elements were considered as too specific for this type of 
assessment when defining a common element. Therefore, 
these elements were taken over to the new risk layer without 
modifications. The common grounding was finally validated 
with the social and ethical assessment expert from the 
ALICIA project. 
 

Table 1 Comparison of elements of S-LCA, the ethical audit and risk analysis 

S-LCA elements 
(based on UNEP [5]) 

Ethics audit elements  
(based on ISO-19011 

[25] and 
ISO-31000 [26]) 

Risk analysis elements 
(based on ISO-14971 

[33]) 

Life cycle Technology Life cycle stage 

Impact category Value Category  
of hazard 

- - Hazardous situation 

Inventory indicator Risk (affected 
stakeholders) Event 

Midpoint impact - Harm Endpoint impact - 

- Risk likelihood Probability of  
occurrence 

- Risk impact Severity of impact 
Potential solution Mitigation Mitigation 

Stakeholder category (already included in 
"Risk") 

Groups of people 
affected by the harm 

 
 

Table 2 Consolidated risk layer definition for the V2 value network notation based 
on [5, 25, 26, 33] 

Social risk 
elements 

Ethical risk 
elements Description of element 

Life cycle stage Technology In which situation (activity, 
technology) the threat can occur 

Value category Defined categories that either 
describe social or ethical values. 

Threat The possible negative (harmful) 
event. 

Description Additional description clarifying 
the threat. 

Source of information Describes from which source the 
threat was identified. 

Midpoint 
impact - 

Midpoint indicators represent 
impacts in the middle of the 
cause-effect chain. 

Endpoint 
impact - 

Endpoint indicators refer to 
impacts that occur as a 
consequence, at the end of the 
chain. 

- Probability of 
occurrence  

Probability of occurrence is a 
quantitative ranking defined by 
the assessor. 

- Severity of impact  
Severity of impact is a 
quantitative ranking defined by 
the assessor. 

Mitigation This is a possible solution so that 
the threat does not occur 

Stakeholder categories 
Describes affected stakeholders 
and is used to identify affected 
actors in the value network. 

 

 
Figure 3 Example of visualizing social and ethical risks in a value network 
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To extend the existing V2 value network notation, we 
defined the following symbols (see Fig. 2) to represent a risk 
in a value network. Each identified risk is represented by a 
square. Each square shows the information that has been 
documented as a "threat" in the assessment. The small upper 
left square indicates whether the risk was identified from the 
social (S) or the ethical (E) assessment. The small square in 
the upper right corner indicates if a mitigation has already 
been defined for the risk. This shall provide a quick overview 
in the overall value network, in which risks still need to be 
handled in terms of identification and documentation of an 
appropriate mitigation. With the help of a "tooltip" function, 
which is planned to be implemented in the EcoViz tool [34], 
the detailed information about the risk, as defined in Tab. 2, 
is displayed. This function is also illustrated in Fig. 3. 
 
4 DEMONSTRATION OF THE RISK LAYER 
 

In this section, we demonstrate the application of the V2 
value network notation, including the risk layer with the case 
of ALICIA. The value network analysis, shown in Fig. 3, was 
conducted in the context of requirements engineering of the 
ALCIA CME platform. It includes typical actors at a factory 
owner, including their capabilities and assets, and shows the 
exchanges of information in a scenario in which a line for the 
assembly of a new product is bought. In addition to the value 
exchange and resources layer, which supports the 
visualization of economic value exchanges, the newly 
developed risk layer has been applied to visualize one social 
and one ethical risk, which were identified in the social and 
ethical assessment in the ALICIA project. Their 
visualizations are highlighted with an orange square in Fig. 
3. Both risks describe "Buyers" as their stakeholder category. 
It is clearly shown in the context of this scenario that the two 
risks may affect very distinct types of actors at a factory 
owner. The "tooltip" function reveals all details documented 
as defined in Tab. 2 for each identified risk. With this risk 
layer it is now possible to additionally visualize results from 
a social and ethical assessment in the economic context of a 
value network. This enables an integrated view on the 
economic and social sustainability dimension of a complex 
system. 
 
5 CONCLUSIONS 
 

Our work provides further insights on how social and 
ethical assessments can be conducted in the context of a 
circular economy and how to visualize the assessment's 
outcome in a networked economic context. By combining 
economic and social sustainability aspects, the resulting 
holistic view creates a comprehensive visualization of the 
overall system. This view can serve as the basis for the 
analysis and communication of complex socio-technical 
systems, such as the ALICA circular manufacturing 
ecosystem.  

The value network analysis with the risk layer sets the 
risk in a specific context and relates it to specific actors rather 
than purely generic stakeholder categories. Further insights 
on impact, beyond the specific actor, may be gained through 

this because of the visualization of relations between the 
actors in the system. Furthermore, the visualization in the 
value network may also support certain steps of the 
assessment itself, such as the validation cycle of the ethical 
audit. 

Nevertheless, a validation of the visualization and its 
benefits is still required. So far, it has only been demonstrated 
in a single case. Additional applications in further cases are 
required. As a next step, we will also focus on the integration 
of the new risk layer in the existing EcoViz tool [34] to 
support practical applicability and foster validation. 
Additional features may be required to tackle the challenge 
of visualizing a large number of risks to prevent visual 
overload. These features may include the possibility to 
aggregate risks and to deep dive into specific groups of 
actors. Furthermore, we also plan to extend the notation by 
also integrating the visualization of environmental impacts in 
the value network and to include a comparison of other 
existing risk analysis frameworks in this context. 
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Design and Implementation of Soft Robotic Gripper Using 3D Printing Technology 

Tone Lerher*, Primož Bencak, Suhaib Ebrahim, Marko Motaln, Darko Hercog 

Abstract: Automated warehouses rely on robotic systems for efficient order picking, yet object manipulation remains challenging due to variations in object shape, size, and 
material properties. This study focuses on the material selection for the holder of flexible robotic grippers using fused deposition modelling. The holder plays a crucial role in 
ensuring a secure fit of the gripper’s fingers, which is essential for stable and precise object handling in bin picking applications. Testing specimens were fabricated following the 
ASTM D638-22 standard with a grid infill pattern at full density. Two different variants of Polyethylene Terephthalate Glycol and Acrylonitrile Styrene Acrylate were tested. 
Mechanical properties, including ultimate tensile strength, elongation at break, and Young’s modulus, were estimated using a universal testing machine. Results indicate that one 
variant of Polyethylene Terephthalate Glycol exhibited the highest tensile strength (40.54 MPa), making it suitable for applications requiring high mechanical strength and resistance 
to tensile loads, while Acrylonitrile Styrene Acrylate provided a balance between strength and flexibility. These results illustrate the comparison of materials and how material 
selection and infill density impact the mechanical performance of the holder, which contributes to a better choice of material. Future research will explore the influence of 3D 
printing temperatures, layer height and testing other infill patterns to further enhance the efficiency and reliability of materials used for robotic grippers in robotic manipulation. 

Keywords: intralogistics; robotization; robotic order picking; robotic gripper; tensile strength testing; 3D printing 

1 INTRODUCTION 

The global warehouse automation market has grown 
significantly, surpassing $23 billion in 2023 and is projected 
to reach $41 billion by 2027, driven by the expansion of E-
commerce and increasing consumer expectations [1]. As 
warehouse operations become more complex, logistics 
providers are integrating automation and robotics to enhance 
efficiency, flexibility, and productivity [2, 3]. Among these 
advancements, robotic order picking, particularly bin 
picking, has gained attention due to its labour intensive 
nature and the challenges posed by diverse product shapes, 
sizes, and materials [4, 5]. 

In E-commerce and Food Logistics, robotic systems 
must handle a variety of different objects, from fragile 
products to heavy electronics that require advanced gripping 
solutions [6, 7]. Picking robots rely on a proper vision system 
for object recognition and selected robotic grippers for 
manipulation of objects [8]. Robotic grippers are categorized 
into rigid and flexible types; while rigid robotic grippers 
perform well with uniform objects, they struggle with 
irregular or delicate objects [9]. Soft robotic grippers, which 
offer adaptability and precision, are increasingly explored for 
handling fragile and irregularly shaped objects [10]. 

Advancements in additive manufacturing, particularly 
Fused Deposition Modelling (FDM), have enabled the rapid 
development of robotic components, including robotic 
grippers [11, 12]. A robotic gripper typically consists of a 
holder, fingers, and actuators for pneumatic or electrical 
operation [13]. The holder, which connects the robotic 
gripper to the robotic manipulator, plays a critical structural 
role. Selecting an optimal material for the holder is essential 
to ensure mechanical strength, durability, and cost-
effectiveness [12]. 

Polyethylene Terephthalate Glycol (PETG) and 
Acrylonitrile Styrene Acrylate (ASA) are widely used in 3D 
printing due to their distinct mechanical properties. PETG 
offers impact resistance and transparency, while ASA 
provides high strength and UV resistance, making it suitable 
for demanding applications [14, 15]. When printed with 

100% infill density, these materials exhibit mechanical 
properties that are crucial for optimizing robotic gripper 
holders [16]. 

This study compares the mechanical performance of 
PETG and ASA for a robotic gripper holder, focusing on 
tensile strength, elongation at break, and Young’s modulus. 
Specimens were 3D printed following ASTM D638-22 
standards [17] and tested to determine their performance. The 
proposed research aims to answer: How do material type, 
infill density, and infill pattern affect the mechanical 
properties of materials, and how can these insights help in 
selecting the proper materials for developing a holder for a 
robotic gripper? In summary, this research aims to assess and 
benchmark different materials for the holder of the robotic 
gripper by systematically analysing the mechanical 
properties of 3D-printed samples. 

2 LITERATURE REVIEW 

The integration of robotic systems in industries such as 
E-commerce, Healthcare, and Manufacturing has 
accelerated, particularly in order picking, where robotic 
grippers play a crucial role [5, 12, 13, 18]. Among them, soft 
robotic grippers have gained attention due to their 
adaptability and ability to handle fragile and irregularly 
shaped objects [18, 19]. Compared to rigid robotic grippers, 
they offer better compliance and require fewer control 
complexities, making them more effective in handling 
diverse warehouse items [19]. However, optimizing the soft 
robotic gripper design remains a challenge, requiring precise 
material selection and numerical simulations to check 
durability and better performance [20]. 

3D printing, particularly Fused Deposition Modelling 
(FDM), has been widely adopted for fabricating flexible 
robotic grippers due to its flexibility in material selection and 
rapid prototyping capabilities [21]. Recent studies emphasize 
the role of 3D printing parameters, such as infill density and 
pattern, in determining mechanical performance [22-24]. 
Research has shown that infill patterns significantly affect 
structural integrity, with optimized designs increasing 
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strength up to four times compared to less efficient 
geometries [23]. However, existing studies largely focus on 
designing robotic grippers, with limited research on 
comparing such as material type, infill density, and infill 
pattern for various materials. 

Studies on 3D-printed materials have assessed 
mechanical properties using standardized methods such as 
ASTM D638-22 for tensile testing, which evaluates tensile 
strength, elongation at break, and Young’s modulus [17]. 
Pyka [25] examined eight FDM filaments for biomedical 
applications, highlighting variations in mechanical behavior, 
while Georgopoulou [10] explored TPU-based flexible 
structures with integrated sensors. These findings suggest the 
need for further research into material-specific behaviours, 
particularly for industrial robotic applications. 

Despite these advancements, research on robotic gripper 
holders remains limited, particularly in assessing how 
different 3D printing materials such as PETG and ASA affect 
mechanical properties under various infill conditions. By 
analyzing stress, tensile strength, and deformation under 
standardized testing, our research examines the mechanical 
properties of different materials to aid in the selection of 
suitable materials for robotic gripper holders, ensuring 
enhanced strength and durability for robotic manipulation. 
 

 
a) 

 
b) 

 
c) 

Figure 1 (a) Detailed view of the infill, (b) Geometry of the 3D printed specimen 
(measurements in mm), and (c) Slicing profile of the 3D printed specimen. 

 
3 METHODOLOGIES 
3.1 Specimen Preparation 
 

To ensure mechanical comparability, all specimens were 
printed at 100% infill density using a grid pattern. ASA 
(Prime Natural) and PETG (Transparent and Original 
Lipstick Red) were selected as experimental materials. Based 
on manufacturer guidelines, a 0.4 mm nozzle and a printing 
temperature of 250 °C were applied uniformly for all 
samples. All samples were printed according to the ASTM 

D638-22 standard [17]  in the form of dog bone-shaped 
specimens. A grid was used as the filling pattern. Fig. 1 
illustrates the specimen geometries, dimensions (in mm), and 
slicing profiles. 

The slicer used for printing the specimens was Creality 
Print V5.1 to generate the G-code, with settings based on the 
printer manufacturer's recommendations [26] and prior 
research to ensure consistent mechanical properties and 
reliable printing quality [27]. Tab. 1 lists the main 3D 
printing parameters used to produce samples with a grid fill 
pattern. The layer height was maintained at 0.24 mm, while 
the first layer was printed at a slightly lower height of 0.2 mm 
to enhance bed adhesion. The printing speed was set at 70 
mm/min to balance precision and efficiency, while the 
printing bed temperature was maintained at 60 °C to ensure 
proper adhesion and minimize warping. 
 

Table 1 Printing parameters used for fabrication testing samples 
Parameter Value 

Nozzle diameter 0.4 mm 
Print temperature ℃ 250 
Layer height 0.24 mm 
First layer height 0.2 mm 
Infill density 100% 
Infill pattern Grid 
Printing speed 70 mm/min 
Printing bed temperature 60 ℃ 

 
3.2 Equipment’s Used  

 
The specimens were printed using the Creality K1 Max 

[28] with parameters. As shown in Tab. 1, the parameters 
were set according to the manufacturer's recommendations 
and matched with the printer settings. The printer is equipped 
with a 0.4 mm nozzle and has maximum nozzle temperatures 
of 230 °C for TPU and 250 °C for the other materials. In total, 
three specimens were printed following ASTM D638-22 
standards. Tensile testing was conducted using the Zwick 
Roell Vibrophore 100, where key mechanical properties 
including ultimate tensile strength, elongation at break, and 
Young’s modulus were evaluated. These properties were 
chosen because ultimate tensile strength indicates the 
maximum load the material can bear, elongation at break 
reflects its ductility and deformation behaviour, and young’s 
modulus provides a measure of its stiffness. Collectively, 
these metrics offer critical insights into the robotic gripper 
holder’s performance, ensuring that it can withstand 
operational stresses without failure or excessive deformation 
[29]. 

 
3.3 Experimental Setup 
 

For the preparation of the specimens, 2 materials were 
used: PETG and ASA. The 3D printing parameters, including 
infill density, printing temperature, and infill pattern, were 
carefully selected to ensure optimal mechanical performance.  
This approach allows for the evaluation of the most suitable 
material for the soft robotic gripper's holder. For preliminary 
testing, a single specimen per material was printed and tested. 
This allowed for an initial assessment of mechanical 
properties before conducting a larger-scale statistical 
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analysis. Future studies will include at least three specimens 
per material to improve accuracy and minimize variability. 
The CAD model for the specimen was designed using 
SolidWorks 2024 software, following ASTM D638-22 Type 
I tensile test standards. The specimen used and the image for 
the printed samples are shown in Fig. 2. 
 

 
Figure 2 Printed specimens for the tensile test 

 
For the preparation of the experiment and to ensure 

accurate results presented in Tab. 3, the measurement data 
for the width and thickness of each specimen were calculated 
for each material.  

 
Table 2 Measurement data for the specimens 

Sample name Material type Width 
(mm) 

Thickness 
(mm) 

030111 PETG Original Lipstick Red 13.2 3.00 
030211 PETG Transparent 12.99 3.01 
040011 ASA Prime Natural 12.57 2.97 
 
Tab. 2 shows the sample names, materials used, and 

dimensions of each specimen, with width and thickness 
measurements calculated individually to account for 
variations and ensure accuracy. 

 
4 RESULTS AND ANALYSIS 

 
The geometry of the tensile specimens was designed in 

SolidWorks 2024 in accordance with the standard test 
method for tensile strength of plastics (ASTM D638-22) 
[17]. Specimens were tested using a Zwick Roell Vibrophore 
100 universal testing machine [29]. The Vibrophore 100 is a 
high-frequency testing machine that can perform both 
dynamic and static material tests and has a load capacity of 
100 kN [30]. The testing system was configured with 
testXpert III software, which automatically recorded the test 
data and generated graphical results. The most important 
parameters measured during the tests were the ultimate 
tensile strength (MPa), the yield strength (MPa) and the test 
duration (seconds). 

During the tensile tests, a strain extensometer was used 
to accurately measure the deformation (strain) of the 
individual specimens [31]. An extensometer was attached to 
the specimen mounted on the Vibrophore 100. It tracked the 
change in length as the applied load increased. This precise 
measurement of strain is essential for the calculation of 
mechanical properties such as modulus of elasticity, yield 
strength and elongation at break. The extensometer ensured 
that the recorded data reflected the true behaviour of the 
material and reduced errors that could occur if displacement 
were measured only at the grips [32]. The testXpert III 
software was configured with the initial test parameters to 
achieve accurate results. The tests were conducted under 
controlled laboratory conditions at a room temperature of 

approximately 20 °C, with small variations of ±1–2 °C. The 
graph on Fig. 4 presents the experimental results, comparing 
standard stress (MPa) and strain (%). 

 

 
Figure 3 Tensile tests performed in the laboratory to evaluate the mechanical 

properties of the tested materials. The setup includes a universal testing machine 
applying controlled tensile forces while measuring elongation and stress response 
 

Figure 4 A graphical representation of the tensile test results for the materials 
tested (ASA Prime Natural, PETG Original Lipstick Red, and PETG Transparent) 

 
The stress-strain curves on Fig. 4 illustrate the 

mechanical differences between the tested materials. The x-
axis represents strain (%), which is the elongation normalized 
by the original length, while the y-axis represents stress 
(MPa), which is the applied force divided by the measured 
cross-sectional area. PETG original lipstick Red (orange 
curve on Fig. 4) shows lower tensile strength and a lower 
strain at fracture, indicating brittle behaviour. PETG 
Transparent (grey curve on Fig. 4) exhibits higher stress and 
strain or elongation, making it more ductile and mechanically 
superior. ASA Prime Natural (blue curve on Figure 4) 
exhibits lower strain than PETG Transparent but higher than 
PETG Original Lipstick Red, with strength values between 
the two, indicating a moderate balance between strength and 
flexibility. 

The tabular results, automatically generated by the 
testXpert III software, provide the Rp0.2, and Rm (yield 
strength and ultimate tensile strength in MPa), as shown in 
Tab. 3. 
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Table 3 Table 3 presents the experimental test results 
Material Yield Strength  

(MPa) 
Ultimate Strength  

(MPa) 
ASA Prime natural 21.03 21.83 
PETG Transparent 29.76 40.54 
PETF original lipstick red 20.76 27.84 

 
Tab. 3 shows that PETG Transparent had the highest 

yield strength (29.76 MPa) and ultimate tensile strength 
(40.54 MPa), indicating its superior mechanical strength 
compared to the other materials tested. ASA Prime Natural 
exhibited moderate values (Rp0.2 = 21.03 MPa, Rm = 21.83 
MPa), while PETG Original Lipstick Red had the lowest 
values (Rp0.2 = 20.76 MPa, Rm = 27.84 MPa), suggesting 
lower resistance to tensile forces.  

However, factors like instrument accuracy, operator 
variability, and environmental conditions (e.g., temperature 
and humidity) could introduce measurement uncertainties. 
Future experiments could improve reliability through 
multiple trials, machine calibration, and controlled 
environments. The manufacturer-provided data for the tested 
3D printing materials includes values for yield strength, 
tensile strength, and tensile modulus. For ASA Prime 
Natural, the yield strength is 30.1 MPa, tensile strength is 
37.6 MPa, and tensile modulus is 2100 MPa. Both PETG 
Transparent and PETG Original Lipstick Red have identical 
values for yield strength (37.5 MPa), tensile strength (56.7 
MPa), and tensile modulus (2100 MPa) for the former and 
1900 MPa for the latter [26]. The test results obtained did not 
include tensile modulus E, but tensile modulus was 
determined by calculating the tangent of the linear portion of 
the stress-strain curve and compared with the manufacturer’s 
specifications. A comparison between the tensile modulus 
values obtained from our tests and the manufacturer-
provided data for the 3D-printed specimens reveals 
significant relative deviations. The relative deviation was 
calculated based on the standard statistical definition for 
standard deviation [35]. PETG Transparent (030211) 
exhibited a tensile modulus of 1800 MPa, with only a 5.26% 
relative deviation from the manufacturer’s value of 1900 
MPa. 

 
Table 4 Manufacture data with tensile, yield strength and tensile modulus (E) 
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PETG (Original Lipstick Red) 1750 2100 ‒16.67% 
ASA (Prime Natural) 1500 2100 ‒28.57% 
PETG (Transparent) 1800 1900 ‒5.26% 

 
PETG Original Lipstick Red (030111) showed a tensile 

modulus of 1750 MPa, 16.67% lower than the expected 2100 
MPa. The most significant discrepancy was seen in ASA 
Prime Natural (040011), where the tensile modulus was 1500 
MPa, a 28.57% relative deviation from the expected value. 

These differences may be due to factors such as incorrect 
3D printing parameters, layer height, environmental 
conditions during testing or inherent material inconsistencies 
[23]. The smaller relative deviation in PETG suggests it 
keeps its strength well during testing. In contrast, the higher 
relative deviation in ASA might show that it's more affected 
by 3D printing settings like print speed, temperature, and 
layer height. Future investigations into the influence of 
printer settings and infill patterns could provide further 
insight into these relative deviations. Overall, the 
experimental results indicate that the 3D-printed ASA and 
PETG samples exhibited lower mechanical properties than 
the manufacturer’s values, with PETG Original Lipstick Red 
showing the most significant reductions. PETG Transparent 
performed better, with a tensile modulus closest to the 
expected value, while ASA Prime Natural had the largest 
relative deviation. 

During the initial phase of testing materials for the holder 
of the robotic gripper, the results showed variability 
compared to the manufacturer's provided data. The 
discrepancies can be attributed to several factors, including 
the incorrect printer settings and printing temperature, infill 
pattern, specimen design, and material properties. For 
instance, selecting an appropriate infill pattern, such as a line 
pattern, could have improved the consistency of mechanical 
properties. Additionally, testing multiple samples with 
different infill patterns (lines) and in different infill 
orientations such as latitudinal, transverse, and inclined 
orientations would have provided a more comprehensive 
understanding of the material’s behaviour. To enhance the 
accuracy and reliability of the results, future research should 
involve testing a broader range of samples and materials 
under varied conditions. 
 
5 CONCLUSIONS 

 
This study investigated the mechanical properties of 3D 

printed materials (PETG and ASA) for the holder of the 
robotic gripper. The results showed that PETG Transparent 
had the highest tensile strength (40.54 MPa) and yield 
strength (29.76 MPa), making it the most robust material for 
applications requiring high mechanical performance. ASA 
Prime Natural showed moderate strength, while PETG 
Original Lipstick Red showed lower tensile strength, 
indicating that it is more suitable for less demanding tasks.  

The relative deviations between experimental results and 
manufacturer data, particularly in tensile modulus, highlight 
the influence of 3D printing parameters, such as layer 
adhesion and infill patterns, on material performance. These 
findings emphasize the need for optimized printing 
conditions to achieve mechanical properties closer to 
theoretical values. 

According to findings from [23], printing temperature 
and infill orientation significantly affect tensile strength and 
modulus. Although our study employed only a single 
combination of printing parameters, the observed deviations 
from the manufacturer-provided mechanical properties 
suggest that factors such as layer height, printing 
temperature, and infill patterns could be responsible. While a 
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systematic parametric study was not performed, the 
discrepancy indicates that suboptimal or non-standard 
settings may have influenced the results, consistent with 
findings in the literature. Research suggests that using a line 
infill pattern with longitudinal, transverse, and inclined 
orientations improves material strength and consistency. This 
comparison confirms that printing parameters play a key role 
in mechanical performance. 
 
5.1 Future Work 
 

Future research should examine how different printing 
parameters, such as temperature, velocity, print orientation, 
and nozzle orientation, affect print quality. It is also 
recommended to print with a single or double outer layer 
(commonly referred to as the 'shell') to achieve accurate and 
consistent mechanical results, as the number of outer walls 
can significantly influence the structural integrity, tensile 
strength, and durability of the printed part. This approach was 
also adopted by [23] in their study on the influence of infill 
parameters on mechanical properties. Material selection is 
also important, considering factors like strength, flexibility, 
durability, and resistance to environmental conditions. The 
selected material, whether PETG or ASA, should meet the 
specific needs of the robotic gripper. 

Based on previous research, ensuring accurate and 
reliable testing requires adherence to ISO standards, such as 
ISO 527 [33] and ISO 178  [34] . Testing should include 
proper material drying before the experiment, controlled 
cooling after the experiment, and conducting at least three to 
five repetitions to account for variations and ensure accurate 
results. 

For improved mechanical performance, future studies 
may consider exploring full range of recommended printing 
bed and nozzle temperatures, as higher temperatures can 
enhance interlayer bonding and reduce voids when properly 
controlled. However, this should be validated 
experimentally, as the optimal settings may vary depending 
on the material and printer. Printing speed of up to 300 mm/s, 
and assess the impact of different printers, slicers, and 
cooling levels (fan settings based on material manufacturer 
recommendations) should be considered. These findings will 
help develop strong and reliable holders of robotic grippers 
while showing the potential of 3D printing for cost-effective 
and customized components for robotic manipulation. 
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Regulatory Compliance and Innovation: A Literature Analysis on the Impact of Sustainability 
Legislation on Engineering and Supply Chain Innovations by the Example of the German 

Circular Economy Act 
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Abstract: This paper examines the effects of sustainability laws on innovation, with a particular focus on the German Circular Economy Act. The study investigates whether strict 
environmental regulations promote technological advances and sustainable business practices. The results show a differentiated picture. While the German Circular Economy Act 
and similar regulations encourage companies to adopt resource-efficient practices, the level of innovation varies significantly between industries. Industries such as packaging 
and high technology are showing remarkable progress, including the development of sustainable materials and optimized product designs for recycling and repair. In contrast, 
challenges such as high initial costs, technological complexity and regulatory uncertainties make it difficult to innovate, especially for small and medium-sized enterprises. In 
addition, supply chain innovations are often consistent with lean management principles, which shows how regulatory frameworks can contribute to leaner processes and a 
reduction in waste. 
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1 INTRODUCTION 

The past few years have seen an increase in the number 
of environmental, social and governance (ESG) laws and 
regulations being adopted around the world. There has been 
a reported 155% increase in the number of regulations 
enacted in the current decade compared to all previous 
decades [1]. However, their effectiveness and usefulness is 
still being debated and not only questioned but scrutinised by 
politicians, the public and economists [2]. 

Over the past decade, several pieces of legislation have 
been passed for example by the European Union (EU) with a 
clear determination to implement a more sustainable way of 
living. This is particularly important as the EU is one of the 
world's biggest polluters per capita. Nonetheless, politicians 
and entrepreneurs still believe the amount of regulations is 
impeding innovation and that the free market would handle 
sustainability and the circular economy much better without 
government intervention [3]. 

This paper will analyse the implementation of 
sustainability laws and their impact on innovations in supply 
chain management and engineering, using the German 
Circular Economy Act as an example. Finally, the paper will 
prove or disprove the hypothesis if “sustainability legislation 
has a positive impact on sustainability and related 
innovations”. In addition, the paper will discuss challenges 
and solutions companies face when implementing circular 
economy laws and strategies. 

2 METHODOLOGY 

The methodology of the paper is based on a systematic 
literature review, which is an essential part of any scientific 
work. The literature was obtained by searching the 
university's own research tool BOSS, as well as the website 
Google Scholar. While Google Scholar was generally used 
with keywords relevant to the topic and chapters, the BOSS 

research tool allowed for a more precise search. In this 
system, the authors specified keywords, a publication period 
and that the papers listed should be peer-reviewed. This was 
the first step in the filtering process of relevant literature. 

To ensure the quality of the papers, the German VHB 
Jourqual 3 and the Resurchify website were used to check the 
journals in which the selected papers appeared. The VHB 
Jourqual has its own ranking system in the form of letter 
grades, from the best with "A+" to the worst with "D". For 
this paper, all journals ranked from “A+” to "C" were 
considered as high qualitative literature. Additionally, the 
Resurchify website was used based on the corresponding H-
index to integrate all international journals due to the fact that 
not all journals are listed in the VHB Jourqual [4]. 

3 CONCEPTUAL FRAMEWORK OF REGULATORY 
COMPLIANCE AND CIRCULAR INNOVATION 

3.1 Regulatory Compliance 

At its most basic, compliance is the act of obeying laws 
and regulations set by governments. These can be governing 
bodies at different levels, for example local, national or 
international. Failure to comply with regulations may result 
in some form of penalty. These penalties can take different 
forms and are often influenced by the governing body, the 
content of the legislation and the people affected by the rule. 

 A well-known distinction of laws is the soft law to hard 
law scale. Soft Laws are often brought to existence by a 
group of people or institutions agreeing to something and 
possibly signing something to show their public 
commitment, but if the participants choose to disregard these 
guidelines, there is no prosecution or penalty, apart from 
possible public outrage. Examples are the United Nations 
Sustainable Development Goals or the Paris Climate 
Agreement [5, 6]. 

On the other hand, hard laws are issued by bodies that 
have an executive. Failure to obey and comply with these 
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laws will result in different levels of consequences. These 
laws are also less open to interpretation, meaning that their 
purpose is much clearer and examples are given. The 
consequences may vary, some may be of a monetary nature, 
and others may exclude companies from governing body's 
projects, such as for example invitations to tender. In the 
most extreme cases, it can result in a prison sentence for the 
person responsible [6]. 

Another consequence of hard law, similar to soft law, is 
a loss of reputation. Many large companies in the EU and 
around the world already recognise corporate social 
responsibility and publish information about their own 
businesses and initiatives. Going against their written word 
would affect the interests of shareholders and stakeholders, 
which most companies prefer to avoid if possible [7]. 

 
3.2  Circular Economy and Circular Innovation 
 

The concept of circular economy has been defined on 
numerous occasions throughout the last decade, most notably 
by the Ellen MacArthur Foundation. They characterise the 
circular economy as a system in which all materials and 
products are retained within a continuous cycle, through the 
implementation of maintenance, recycling and composting 
practices. The objective of a circular economy is to combat 
climate change and transform the economic system, by 
decoupling it from the consumptive use of finite resources [3, 
8-12]. 

A literary summary of 117 different definitions, 
describes circular economy comprehensively as: "An 
economic system that replaces the ‘end-of-life’ concept with 
reducing, alternatively reusing, recycling, and recovering 
materials in production/distribution and consumption 
processes. It operates at the micro level (products, 
companies, consumers); meso level (eco-industrial parks) 
and macro level (city, region, nation and beyond); with the 
aim to accomplish sustainable development, thus 
simultaneously creating environmental quality, economic 
prosperity and social equity, to the benefit of current and 
future generations. It is enabled by novel business models 
and responsible consumers [13]." 

On official level, the EU defines circular economy as: "A 
system which maintains the value of products, materials, and 
resources in the economy for as long as possible, and 
minimises the generation of waste. This means a system 
where products are reused, repaired, remanufactured, or 
recycled [14]." 

Following the definition of circular economy, circular 
innovations can be described as innovations focused on 
closing the consumption loop, extending the product 
lifecycle and reducing energy consumption. Circular 
innovations aim at sustainable development through the lens 
of the economic, social and environmental dimensions of 
sustainability [8, 11, 15-18]. 

The Porter hypothesis is a frequently employed 
theoretical framework in current research, as it continues to 
offer insights relevant to contemporary contexts. The 
hypothesis maintains that the implementation of precise and 
unyielding environmental regulations can lead to an influx of 

efficiency and innovations, fostering a more competitive 
market and resulting in a positive economic effect. Despite 
occasional criticism, e.g. from Cohen and Tubb 2018 [19], 
the Porter hypothesis has been utilized as the basis for 
numerous scientific papers, including this one, and has also 
been applied in policy-making [15-17, 20]. 
 
4 THE GERMAN CIRCULAR ECONOMY ACT 
4.1 General Overview of the German Circular Economy Act 

 
Germany has enacted numerous legislation initiatives 

with a focus on sustainability, many of which have been 
derived from the EU. One of the most important regarding 
the implementation of circular economy is the German 
Circular Economy Act, which is grounded in a multitude of 
EU directives, most notably Directive 2008/98. The directive 
was published in November 2008 and was scheduled for 
adaptation into national law by the end of 2010. 
Subsequently, in 2018, the directive was expanded and 
updated in the light of the introduction of the EU Circular 
Action Plan, which set out a series of objectives designed to 
ensure accountability at the EU level [21]. 

The objective of the directive was to establish a waste 
hierarchy, which provides a descending classification and 
regulatory framework for the management and treatment of 
waste. The primary objective – level one – is the prevention 
of waste. This encompasses the utilisation of more intelligent 
engineering methodologies that are designed with the 
objective of reducing waste. The second level is the reuse of 
material in the after-use-phase of products, which also 
encompasses the application of intelligent engineering and 
enhanced supply chain management. The third level is the 
recycling of waste, whereby the material is separated into its 
original components and processed to become a new 
resource. The waste is recovered for alternative purposes [3, 
17, 22]. 

Therefore, the German Circular Economy Act is mostly 
talking about recycling and recovery to avoid to talk only 
about overconsumption and implement a more radical use 
and implementation of the so called ten Rs, which are an 
expansion of the popular three Rs, known as reuse, reduce 
and recycle [17]. 

R0 to R2 are focused on a general mind change through 
refusal, rethinking and reducing. Even simple changes can 
lead to a lower resource consumption. This could include the 
refusal of a plastic bag at the store, bringing one‘s own 
silverware instead of using disposable cutlery, or simply 
ordering less takeout food as an end consumer. Similarly, 
companies can change their ways of thinking and easily 
minimize the number of resources used and the amount of 
waste created. 

R3 to R7 include the following aspects in chronological 
order: reuse, repair, refurbish, remanufacture and repurpose. 
The thought behind these steps is to extend the lifecycle of 
the final product or its parts. Companies have to reconsider 
the final product design already at the beginning of the 
development process to ensure sustainable solutions at the 
end of its lifecycle. 
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R9 and R10 are focused on recycling and recovery. In 
this context, components are disassembled into their base 
materials and repurposed accordingly. The use of waste for 
energy recovery through incineration is only seen as the last 
possible option, as it does not reintroduce the material back 
into the cycle [3, 17].  

4.2 Case Studies Illustrating the Implementation of the 
German Circular Economy Act 

The following five case studies from different industries 
in Germany demonstrate alternative ways to implement the 
German Circular Economy Act.  

Case one – New packaging: a large packaging producer 
and manufacturer of packaging machines decided to use a 
more radical approach by developing innovative packaging 
materials. The new packaging concept was developed 
following the implementation of the new law and the global 
popularisation of circular economy [10]. 

Case two – Lifetime extension through regeneration: a 
company using industrial catalysts decided to lessen their risk 
of partaking in a highly volatile market by reusing the 
materials multiple times. Industrial catalysts use metals from 
the platinum group, meaning the material is a by-product of 
another raw material, making the market extremely 
dependant from the main material. Palladium and other 
platinum metals are also mined in countries that are known 
for high export taxes, making the market for these materials 
even more uncomfortable [23]. 

Case three – Less packaging: a well-known grocery 
chain in Germany decided as part of circular economy 
strategy to reduce the amount of packaging. This was done 
by removing all plastic packaging on single products, leaving 
only a small sticker for the recognition of the product. They 
also encouraged customers to bring their own reusable bags 
by not offering free plastic bags anymore [24]. 

Case four – Recycling of material: multiple jet engine 
manufacturers use rhenium in their superalloys for jet 
engines and other components. Since rhenium is a by-product 
of molybdenum, the market revolves around the market for 
molybdenum, making the sourcing very difficult. Once 
circular economy became more known and viable, the 
manufacturers started to optimize their processes to reduce 
material losses and to recover the rhenium from older 
products and reuse it [23]. 

Case five – Extension of life through a new business 
model: a well-established appliance manufacture, which 
previously did only focus on business to business sales, 
introduced a new leasing option for business to consumer 
sales. To ensure the financial viability of this leasing option, 
the appliances needed to remain durable enough to serve 
multiple clients. As a result, the company extended the 
lifespan of their manufactured products [10]. 

5 THE IMPACT OF SUSTAINABILITY LEGISLATION ON 
ENGINEERING INNOVATIONS 

Engineering nowadays, includes a variety of specialized 
areas, such as the design and enhancement of infrastructure, 

machinery, vehicles, electronic devices, materials, and 
energy systems [25]. 

As previously stated, case one is focused on the 
introduction of new packaging materials. The company chose 
to invest in a start-up with the objective of developing a 
material to be used as an alternative to the company’s 
existing packaging options. The start-up was already engaged 
in the development of a paper packaging solution that was 
distinguishable from the options offered by the parent 
company, which predominantly utilized plastic packaging. 
The start-up was granted permission to retain its 
entrepreneurial structure, allowing it to engage external 
personnel when necessary to acquire expertise and 
perspective [10]. 

In case four the production process was optimised and 
rhenium was recovered through disassembly. Hereby, one of 
the main engineering challenges was the designing of 
components with their post-use lifecycle in mind. This was 
done to avoid unnecessary costs connected to the 
disassembly and recycling of materials. In addition to modify 
the parts for enhanced disassembly, it was also necessary to 
ensure that the product could be repaired in a cost-effective 
way, thereby extending its operational lifecycle, similar to 
case five. In this case, the implementation of circular 
economy strategies has resulted in notable benefits for the 
manufacturer while simultaneously creating a positive 
environmental impact [10, 23]. 

Case two is the final example of engineering changes and 
corresponding innovations. To reduce their dependency on 
the platinum metals market, these industrial catalyst users 
initiated a regeneration process, making it possible to recycle 
the rare earth elements. In essence, a previously unused 
process was established to remove carbon coatings, 
significantly extending the product’s lifecycle and creating a 
closed loop for the catalysts, thereby effectively enforcing a 
circular economy.  

All these measures are not solely driven by regulatory 
compliance. By implementing these innovative processes, 
companies can achieve a more resource-efficient operation, 
leading to a range of benefits, including reduced material 
costs [23]. 

Studies showed that circular economy can most 
effectively be implemented through radical changes within a 
company. Start-ups often take the lead as frontrunners, driven 
by radical ideas that have the potential to disrupt the markets 
they enter. What start-ups are often missing is capital. 
Similarly, large companies have the capital, but they often 
cannot implement radical innovations, as they are not 
accepted within the organization. This situation leads to 
collaborative measures. Large corporations often acquire 
start-ups, letting them continue their quest to innovate. Once 
the start-up’s solution is well-established, the corporation can 
integrate it across the whole organization, gaining a 
significant competitive advantage [10, 11]. 

The implementation of circular economy forces 
companies to invest in applicable procedures, as these often 
go hand in hand with cost efficiency. This approach enables 
businesses to operate in a more risk averse and independent 
manner, such as through the reuse of rare earth elements. 
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Hereby, manufacturers reduce their reliance on external 
markets and mines by using their own reserves during 
periods of scarcity and peak prices [23]. 

Furthermore, political initiatives by the EU to fight 
climate change significantly influenced material pricing. 
New resources and recycled materials now have almost the 
same price, whereas recycled materials were far cheaper 
before. This shift has reduced the financial risk for companies 
opting for resource-efficient options [3]. 

6 THE IMPACT OF SUSTAINABILITY LEGISLATION ON 
SUPPLY CHAIN INNOVATIONS 

A supply chain describes an interwoven network of 
moving materials, parts, and products from the creation level 
to the end consumer [26]. Many circular economy strategies 
focus on a leaner supply chain by optimizing the 
corresponding products and processes. A leaner management 
approach is caused by the removal of inefficient and wasteful 
parts in the supply chain [8]. 

In case three, a popular grocery store in Germany 
decided to remove all plastic packaging on single products 
and replace it with identification stickers where necessary. 
This allows the product to bypass an additional stop before 
reaching the grocery store, reducing transport distances and 
enabling the use of more regional products, as they no longer 
needed to be sent to an external packaging facility. This 
created a more direct supply from the farmer, without the use 
of any intermediaries. Favourably, with respect to the 
Circular Economy Act, the grocery chain generated less 
waste for which they were accountable as face to the end 
costumer. The use of new packaging solutions optimised the 
supply chain and created a leaner flow with no negative 
impact on the customer side [24]. 

A further example of an organisational adaptation to 
circular economy is the introduction of a new business model 
in case five. A new unit was established to drive innovation 
beyond the traditional activities and encourage a more 
creative problem-solving. One initiative was the 
development of a leasing option for the company´s 
appliances. Previously, sales were limited to a business-to-
business model, but the new leasing model introduced a 
business-to-consumer solution, enabling the firm to engage 
directly with the end customers. To ensure economic 
viability, appliances were designed for easy repairs, as the 
leasing offer included repairs and replacements. The most 
significant benefit was for the end consumers, as middlemen 
were eliminated, allowing direct communication with the 
manufacturer. Furthermore, the leasing system led to a 
superior product quality for the end customers [3, 10, 13]. 

As previously discussed, two of the cases presented in 
this paper focused on the implementation of circular 
economy strategies connected to rare earth elements. In 
addition to the engineering innovations required for recycling 
these metals, the innovations also led to improvements in the 
supply chain conditions for the companies. As a 
consequence, the companies were less dependent on the 
timely sourcing of materials, thereby affording them higher 
levels of negotiation power. Consequently, the companies 

were able to select their suppliers and plan more effectively, 
rather than being entirely at the mercy of the metal market. 
This results in more advantageous supply chain management 
options and opportunities, which are financially beneficial to 
the companies [23]. 

The implementation of innovative practices within the 
supply chain can be a highly advantageous strategy for 
businesses, providing them with a competitive advantage in 
their respective marketplaces. As the global scope of supply 
chains expands, the number of competitors rises accordingly. 
The implementation of effective supply chain management 
strategies ensures the consistent and reliable supply of 
materials, parts, and finished products in order to meet the 
customer demand. In times of global distress, such as global 
pandemics, wars or natural catastrophes, a reliable supply 
chain is the most important for a company's survival [23]. 

Nevertheless, modifications to supply chain networks 
have the potential to result in dissatisfaction among suppliers. 
If a company identifies a step in its process that does not add 
value to the product or service, the supplier responsible for 
that step is removed from the supply chain. Such actions 
result not only in the alienation of business partners, but also 
in a reduction in business for the supplier. Should other 
companies adopt a similar approach, the supplier may be 
forced into bankruptcy [10, 24]. 

These disruptive measures are often to extreme for many 
companies, leading to only incremental changes. This slows 
the full adoption of circular economy, as companies 
frequently fail to reach the final stages of implementation 
before reverting to previous practices. Achieving these 
changes requires a fundamental shift in the approaches [10]. 

The implementation of circular economy practices in the 
EU has led to the mainstreaming of reverse logistics and 
reverse supply chain practices, creating a novel market for 
logistics services to meet the need for the retrieval of 
products. The concept gained popularity within the rise of 
circular economy, particularly with the adoption of the 
"polluter pays" principle [3, 10, 13]. 

7 KEY DRIVERS OF INNOVATION ADOPTION AND 
REGULATORY COMPLIANCE 

The following chapter will examine the factors that 
influence the decision-making processes of companies with 
regard to the adoption of innovative practices in the context 
of circular economy. 

The majority of companies only comply with regulations 
to avoid penalties or other forms of punishment. Many 
companies avoid taking the additional step of innovating, as 
it requires significant investments in labour and capital for 
research and development – costs that often exceed their 
financial capabilities. The result is that companies tend to 
implement only the minimum necessary to comply with the 
relevant regulations, as the economic benefits of circular 
economy innovations are often not deemed significant 
enough to justify greater investment [8]. 

One of the most significant factors influencing the 
implementation of circular economy legislation is public 
perception. A company’s primary objective is to meet market 
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demands. However, circular economy operates on a belief 
system that may not align with traditional business priorities. 
Moreover, the belief system has been regarded as less 
pertinent by the general public since the Covid-19 pandemic. 
During the pandemic, single-use items regained popularity as 
fear of the virus reached its peak, contradicting the principles 
of circular economy [22]. 

Another factor contributing to the reluctance of 
companies to progress is the internal disruption that often 
occurs when implementing circular economy strategies. The 
need for a change in company values and visions can be 
challenging to address. The complexity of change 
management can lead to difficulties in maintaining 
sustainable solutions in the long term [10]. Despite the fact 
that numerous academic papers and the EU itself cite 
technological barriers as a significant factor influencing the 
implementation of circular economy strategies, a 
comprehensive survey of industry professionals identified 
cultural challenges as the main obstacle to the adoption [13]. 

Literature also confirms that a lack of clarity and inherent 
ambiguity in regulations creates room for interpretation, 
which is one of the greatest challenges for companies dealing 
with international sustainability legislation. Small and 
medium-sized enterprises are particularly affected by such 
policies, as they often rely on policymakers and the 
government to provide directions [8]. 

Another challenge faced by many companies is the lack 
of resources dedicated to innovation management, which is 
often seen as too costly and time-consuming. Regarding 
regulatory compliance, many companies expect that the 
regulatory authorities provide substantial assistance and 
incentives for innovations during the compliance process. 
Possible incentives may include preferential treatment in 
projects, direct financial aid, or funding of collaborative 
research initiatives [8, 15]. 

Significant organizational barriers present another 
challenge. Companies that merely adhere to regulations 
without exceeding them to embrace the principles of circular 
economy are not fully aligned with its core values. This often 
results in a half-hearted implementation, which creates 
barriers to internal change, necessary to align the company 
with a more circular strategy. As a result, the implementation 
is often set up for failure from the outset [3, 10, 13]. 

The results show that internal resistance and missing 
financial ressources are the main hurdles for organizations on 
their transition to circular economy. Studies show that a 
radical adoption of circular economy principles often 
provides higher benefits than incremental changes, but at the 
same time it also has a higher risk of failure. A cultural 
change within organizations is essential, but also quite 
difficult to achieve. 

Some larger companies face change management 
challenges by creating an independent innovation team 
within the company. These teams operate autonomously and 
report directly to top management. This approach leads to 
minimal disruptions to the core organization while at the 
same time enabling the exploration of circular economy 
strategies. However, such initiatives often require significant 

financial resources, making them impossible to smaller 
companies.  

Therefore, the challenges of implementing circular 
economy regulations differ fundamentally with the company 
size. Small and medium enterprises (SME) often face greater 
financial and operational limitations, making it difficult to 
allocate resources to compliance and innovation. The high 
cost of research and development combined with limited 
access to finance leads to a greater focus on short-term 
survival rather than long-term sustainability strategies [27]. 

8 CONCLUSION 

In conclusion, the selected case studies support the 
hypothesis that sustainability legislation can positively 
impact innovation, at least regarding the German Circular 
Economy Act. However, the extent of this impact remains 
unclear. Industries demonstrating strong innovation in 
response to circular economy regulations benefit from 
technological adaptability, access to capital, and established 
research and development structures. High-tech 
manufacturing progresses rapidly, leveraging existing know-
how to develop new materials and optimise production 
processes. In contrast, traditional manufacturer and SMEs 
struggle with high acquisition costs, technological 
complexity, and regulatory uncertainties that limit their 
ability to implement sustainable innovations. 

Due to the short number of impactful case studies, it 
would be beneficial for companies to make their efforts more 
widely known in collaboration with researchers. Therefore, 
future research should seek to quantify the impact of 
sustainability legislations on innovation. In addition, future 
research could explore alternative theoretical models to 
further analyse the relationship between sustainability 
legislation and innovation. For example, the Green CMD 
model provides a framework to assess how environmental 
regulations drive eco-investments and eco-innovations [28]. 
Similarly, Bocken et al.'s archetypes of sustainable business 
models can help explain the cultural and organizational 
changes required to adopt sustainable approaches [29]. 
Furthermore, future studies could explore how these findings 
apply to other countries with different regulatory and 
economic contexts. 
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Abstract: Hydrogen is considered a key component of the renewable energy transition for the 21st century, with potential applications using fuel cells in the transportation sector, 
decentralized heating systems, and energy storage. However, the conversion from fossil fuels to hydrogen implies comprehensive research to address technological and socio-
economic challenges, enabling its widespread adoption. This paper discusses the economics of fuel cells. A cost analysis of the polymer electrolyte membrane fuel cells (PEMFC) 
is performed, and current market data and developments are presented. 
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1 INTRODUCTION 
 

One of the fundamental concerns of our time is the 
accelerating climate change, which is primarily driven by 
increasing global energy demand and the use of fossil fuels 
[1]. This underscores the need for renewable and clean 
alternative energy sources [2]. One solution to these 
challenges is hydrogen, which serves as an emission-free 
energy carrier. The fact that hydrogen, with a lower heating 
value of up to 120 MJ/kg, exhibits an expectedly high energy 
to mass ratio compared to other fuels shows the enormous 
potential of this element [3]. As hydrogen is particularly 
suitable as an energy carrier, its production must be based on 
renewable energies to ensure sustainability. Producing 
hydrogen using fossil fuels is observed to offer no advantage 
over the direct use of fossil fuels; consequently, the 
production of hydrogen by electrolysis is regarded as the 
most rational course of action [4]. 

Hydrogen is considered a key component of the 
renewable energy transition for the 21st century, with 
potential applications using fuel cells in the transportation 
sector, decentralized heating systems, and energy storage. 
However, the conversion from fossil fuels to hydrogen 
implies comprehensive research to address technological and 
socio-economic challenges, enabling its widespread adoption 
[1, 5].  

 
2 STATE OF THE ART 
 

Fuel cells, which transform the chemical energy stored 
in fuels directly into electricity through electrochemical 
processes, are widely recognized as advanced power devices 
due to their remarkable efficiency and minimal emissions. 
They are classified based on their electrolyte type into 
(PEMFC), solid oxide fuel cells (SOFC), molten carbonate 
fuel cells (MCFC), and alkaline fuel cells (AFC) [6]. From a 
technical point of view, the PEMFC has advantages of up to 
80 % electrical efficiency and low operating temperatures 
between 60 °C and 85 °C [7]. The operating principle of the 
PEMFC shown in Fig. 1 is based on the utilization of 
hydrogen and oxygen to generate electrical energy and 
oxygen. The splitting of hydrogen at the anode into protons 

(H+) and electrons (e‒) is a central process. The protons, 
which are positively charged due to the splitting of the 
hydrogen, pass through a polymer electrolyte membrane 
(PEM) to the cathode, while the electrons, which are 
negatively charged due to the splitting of the hydrogen, flow 
through an external circuit and generate electrical energy; at 
the cathode, the protons and electrons react with oxygen and 
produce water. 
 

 
Figure 1 PEMFC schematic operating principle [12] 

 
The PEMFC market volume also shows that the PEMFC 

is the dominant fuel cell technology today in terms of 
shipments and power output [8]. Low temperature operation 
enables rapid start-up and reduces wear on system 
components, improving overall durability. This approach 
involves the use of a noble metal catalyst, usually platinum, 
to facilitate the separation of hydrogen’s electrons and 
protons, which contributes to higher system costs [9]. The 
PEMFC is considered a potential future type of power source 
for transportation, stationary and portable applications due to 
its easy scalability and high-power density. The PEM is used 
as a conductor for the protons and an electrochemical catalyst 
to enable reactions at low temperatures [10]. The PEM is 
coated on both sides with a catalyst layer, which is referred 
to as catalyst coated membrane (CCM). The CCM is 
surrounded by two sub gasket layers and is covered on both 



Christoph Hahn, Martin Bednarz: Economics of Polymer Electrolyte Membrane Fuel Cells 

TEHNIČKI GLASNIK 19, si1(2025), 124-129                                           125 

sides by a gas diffusion layer (GDL). Together this forms the 
membrane electrode unit (MEA) [11]. Another key 
component is the bipolar plates (BPP). The MEA is 
compressed by the BPP that provide a homogeneous supply 
of reaction gases and is cooling the active area [12, 13]. The 
individual cells are assembled into a fuel cell stack with the 
seals, the current collectors, endplates and the gaskets as 
shown in Fig. 2. 
 

 
Figure 2 Components of a PEMFC stack [14] 

 
3 METHODOLOGIES 
 

To provide a comprehensive basis for the analysis of the 
economics of fuel cells, data from several recent relevant 
studies were used. Firstly, the studies were compared and 
evaluated based on their methodological approaches to 
ensure that the underlying data were comparable. For the cost 
analysis, studies from the Batelle Memorial Institute, 
Fraunhofer Institute IPT, and RWTH Aachen University 
were used. Quantitative data from these studies were 
consolidated into the present results and then presented 
visually in the form of charts and graphs. These 
visualizations allow a clear presentation of the relative cost 
distributions and contribute to a better understanding of the 
results. To conduct a comprehensive cost analysis, the 
current material costs associated with the production of 
PEMFCs were presented. The market analysis was based 
primarily on ERM's Fuel Cell Industry Review. Three recent 
market studies on different fuel cell sectors were used to 
present the prospects. 
 
4 RESULTS 
4.1 Cost Breakdown 
 

As part of the Batelle Memorial Institute's 2017 study, a 
cost analysis was conducted for PEMFC’s with power 
outputs ranging from 1 kW to 25 kW. 

In this study, the costs were analyzed for different 
numbers of units produced from 100 to 50 000 per year. The 
cost breakdown focuses on the 10 kW PEMFC and examines 
the general cost structure on the one hand and the costs 
related to the components on the other hand. 

Assumptions for the cost analysis of a 10-kW fuel cell 
stack: 
• Platinum (Pt) loading: 0,4 mg Pt/cm² 
• Power density: 0,54 W/cm² 

• Current density: 0,8 A/cm² 
• Membrane material: Perfluorinated acids (PFSA), 

polytetrafluoroethylene reinforced 
• Membrane thickness: 0,2 mm 
• Number of cells: 106 
 

Fig. 3 shows that as production increases, the cost per 
unit decreases significantly due to economies of scale. For 
example, as production volume increases from 100 to 50 000 
units per year, the total cost per 10 kW PEMFC stack drops 
from 7 986 € to 1 490 €, a dramatic reduction of 81,35 %.  

 

 
Figure 3 Cost scaling effects for 10 kW PEMFC (adopted from [15]) 

 
Fig. 4 shows an example of the cost breakdown for a 

stack production of 1 000 units per year. Over 67 % of the 
costs are material costs and over 18 % are machinery costs. 

 

 
Figure 4 Cost breakdown for 1 000 stacks [15] 

 
In the same study, the specific costs of the components 

were analyzed for different power outputs and production 
volumes (Fig. 5). The findings highlight significant 
economies of scale, as unit costs decrease considerably with 
higher production volumes. For smaller production volumes 
of 100 stacks per year, total manufacturing costs amount to 
762 €/kW, whereas at 50,000 stacks per year, costs drop to 
just 142 €/kW. The MEA remains the most expensive 
component, but its share of total costs decreases as 
production volume increases. Particularly large cost 
reductions are observed in assembly, testing, and 
conditioning, indicating efficiency gains not only in material 
costs but also in production and quality control. In contrast, 
the relative cost reduction of the BPP is less pronounced. 
Generally, scaling effects are more significant for systems 
with lower production volumes [15]. 
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Figure 5 Cost breakdown of components for a 10 kW PEMFC [15] 

 
According to the NOW study conducted by the 

Fraunhofer Institute for Production Technology IPT, the 
recurring components of a PEMFC can be qualitatively 
assessed based on their cost, lifespan, and manufacturing 
complexity. The end plates, gaskets, and current collectors 
exhibit relatively low manufacturing complexity and 
production costs while offering a comparatively long 
lifespan. In contrast, the MEA, BPP and GDL are identified 
as the most critical components in PEMFC manufacturing, 
with the GDL being considered separately from the MEA in 
this analysis. Among these, the MEA presents the greatest 
challenges, as it involves a highly intricate manufacturing 
process, incurs substantial material costs, and has a relatively 
short operational lifespan. Given these factors, optimizing 
MEA production techniques and material selection remains a 
key focus in improving the overall economic viability and 
durability of PEMFC technology. 

 

 
Figure 6 Qualitative evaluation of components according to lifespan, cost, and 

complexity (adapted from [16]) 
 
The material and machine costs for these three 

components, which are considered significant in the overall 
cost structure of the study from the Batelle Memorial 
Institute, are shown below. 

Tab. 1 presents the conventional materials used in a 
PEMFC stack along with their current prices (September 
2024). The cost of the catalyst, a key component of the MEA, 
significantly impacts the overall price. Additionally, there is 
a notable price difference between metal-based and graphite-
based materials for the BPP, leading to a trade-off between 
cost, durability, and efficiency [11]. To facilitate cost 
comparisons, membrane prices are given in €/m², while all 
other materials are listed in €/kg. This approach allows for a 
clearer assessment of material cost impacts and highlights 
differences between components, such as the high cost of 
catalysts or the varying prices of BPP substrates and MEA 
membranes. Furthermore, the physical properties provided in 
the table offer valuable insight into the required material 
quantities and dimensions, which directly influence both the 
cost structure and the overall fuel cell stack design. 
 

Table 1 Costs of the PEMFC stackstast components [13, 17-25] 

Component Material Price Physical 
properties 

MEA 
Membrane 
 

Nafion NR212 
SPEEK-K 

Aquivion E98-15S 

~ 3 306 €/m² 
~ 172,95 €/m² 
~ 12 800 €/m² 

50,8 µm 
105 µm 
150 µm 

MEA 
Catalyst 

Platinum 
Rhodium 

~ 28 790 €/kg 
~ 147 740 €/kg 

0,2 mg/cm² 
0,01 mg/cm² 

GDL Carbon-fiber-based 
porous paper 

~ 7 941 - 13 235 
€/kg 0,3 - 0.5 g/cm³ 

BPP 
Substrate 

Stainless steel 
Titanium 

Aluminium 
Graphit 

~ 8,5 - 8,8 €/kg 
~ 120 - 170 €/kg 
~ 12,3 - 23,3 €/kg 

~ 1 €/kg 

8 g/cm³ 
4,5 g/cm³ 
2,7 g/cm³ 
1,9 g/cm³ 

BPP Coating 
Gold-based 

Carbon-based 
Metal nitrides 

> 47 000 €/kg 
~ 0,7 €/kg 
~ 500 €/kg 

19,3 g/cm³ 
2,3 g/cm³ 
5,2 g/cm³ 

 
According to the study by the Batelle Memorial Institute, 

machine costs represented the second largest cost center in 
PEMFC production. The following analysis highlights the 
components with the highest machinery costs. 

The report by RWTH Aachen University and VDMA 
evaluated the machine costs for individual process steps in 
the production of PEMFC components. Fig. 7 shows the 
machine costs to produce the CCM, with the highest costs of 
1 million € for coating the decals, followed by 0,9 million € 
for attaching the sub gaskets. 

Fig. 8 shows the machine costs to produce the GDL 
component. With a total cost of €2,8 million, coating and 
sintering account for the largest share at €1,4 million.  

Fig. 9 displays the machine costs for the BBP, with 
forming and cutting accounting for the largest share at 4,1 
million €. 

Fig. 10 provides the total machine costs for all 
production steps and illustrates that the production of the 
BPP accounts for the largest share of the costs at 8.6 million 
€. The machine costs to produce the MEA, which includes 
the production of the CCM, the GDL, and the assembly of 
the MEA, amount to a total of 8.4 million €. These machinery 
costs, representing the investments in machines and 
equipment required for the manufacturing process, result in 
an overall investment requirement of approximately 17 
million € to cover the machine costs to produce all 
components [26]. 
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Figure 7 Machinery cost for CCM manufacturing [26] 

 

 
Figure 8 Machinery cost for GDL manufacturing [26] 

 

 
Figure 9 Machinery cost for BPP manufacturing [26] 

 

 
Figure 10 Total machinery cost for the PEMFC [26] 

 
4.2 Market Analysis 
 

The fuel cell market is highly diverse, with PEMFCs 
leading the sector. In terms of sales, PEMFC technology 
accounted for the largest share, representing 61 % of all fuel 

cells sold in 2022, amounting to a total of 89 200 units. 
SOFCs followed, capturing a 27 % market share as shown in 
Fig. 11. 

With regard to installed capacity, PEMFCs are by far the 
most dominant. Fig. 11 shows the power output in 2022, 
which totalled over 2,49 GW. Of this, PEMFCs accounted 
for approximately 2,15 GW, representing around 86 % of the 
cumulative installed capacity in gigawatts.  

 

 
Figure 11 Shipments (left) and power output (right) by FC type [8] 

 
Fuel cells play a crucial role across multiple industries 

and applications, with their deployment primarily 
concentrated in three key sectors. Tab. 2 provides an 
overview of the fuel cell types used and their typical 
applications within these sectors.  
 

Table 2 Overview fuel cell sectors [6, 8] 
 Transport Stationary Portable 

Typical 
applications 

fuel cell electric 
vehicles 

(FCEVs), buses, 
forklifts and 

trucks 

power and heat 
generation for 
uninterruptible 
supplies in a 

permanent place 

small-scale 
applications like 

portable 
chargers and 

small auxiliary 
power units 

Fuel cell type PEMFC SOFC, PAFC, 
MCFC, AFC PEMFC, AFC 

 
In 2022, deliveries in the stationary sector were the most 

significant at over 57 %, followed by the transport sector, 
which accounted for just over a third of total shipments. In 
contrast, most megawatts were generated in the 
transportation sector (85 %) and 15 % in the stationary sector 
[8]. 
 

Table 3 Overview market analysis of fuel cells [27-29] 
 Precedence 

research 
Morder 

intelligence 
Allied market 

research 
Scope of 
investigation Fuel cell market PEMFC market FCEV market 

Investigation 
period 2024-2034 2024-2029 2022-2032 

CAGR 26,2 % 18,4 % 43 % 
 

There are several forecasts that assess the development 
of economics of fuel cells differently. Tab. 3 shows the 
different stages of development of the individual markets. 
The FCEV market has the highest growth potential with an 
impressive Compound Annual Growth Rate (CAGR) of 43 
%, indicating the increasing demand for hydrogen vehicles 
and the decarbonization of transportation. In summary, the 
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fuel cell market is forecast to record significant growth, 
although there are considerable differences in the growth 
rates of the individual market segments. The various 
segments are developing at different rates, which indicates 
different degrees of maturity. 

The development of FCEV sales is another critical 
aspect, with significant growth expected in major regions like 
China, Europe, Japan, South Korea, and the USA. The cost 
of fuel cell stacks for automotive use is anticipated to 
decrease significantly, dropping by 84 % from 2006 to 2050 
due to advancements in technology and increased production 
volumes [16, 28]. 

The prospects for fuel cells are driven by several factors: 
1) Technological Advancements: Continuous 

improvements in fuel cell technology will lead to higher 
efficiency and lower costs [27]. 

2) Government Policies: Supportive policies and 
incentives for clean energy will boost market adoption 
[28]. 

3) Infrastructure Development: Investments in hydrogen 
infrastructure, including production, storage, and 
distribution, will facilitate the growth of the fuel cell 
market [29]. 

4) Environmental Concerns: Growing awareness and 
regulatory measures to reduce carbon emissions will 
drive the adoption of fuel cells [30]. 

 
5 CONCLUSION 
 

The economic analysis presented in this report highlights 
the critical importance of scaling production, optimizing 
material and equipment expenditures, and evaluating market 
expansion potential. Material costs constitute the 
predominant portion of total stack costs and, while 
substantial reductions can be achieved through large-scale 
manufacturing, they remain the principal cost determinant. 
Among the various stack components, the MEA emerges as 
a primary cost driver, largely due to the high expenses 
associated with platinum and rhodium catalysts. The analysis 
further reveals inherent trade-offs between cost, efficiency, 
and durability, particularly in the selection of coatings for 
bipolar plates, where material composition significantly 
influences overall expenditure. Market projections indicate 
robust growth within the fuel cell sector, with PEMFCs 
expected to play a pivotal role in the future energy landscape, 
driven by ongoing technological advancements and 
supportive policy frameworks. Future research should focus 
on alternative catalyst materials to reduce dependency on 
platinum-group metals, advanced manufacturing techniques 
for cost-effective mass production, and innovative bipolar 
plate coatings that enhance both durability and performance 
while maintaining economic feasibility. Additionally, further 
analysis of supply chain resilience and policy-driven 
incentives could provide deeper insights into long-term 
market viability and investment strategies. 
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Artificial Intelligence in Knowledge Management: Overview and Selection of Software for 
Automotive Reporting 

 
Bernhard Axmann*, Sanket Pujar 

 
Abstract: Knowledge Management is essential for modern organizations, enabling the systematic capture, organization, and sharing of knowledge to enhance decision-making 
and innovation. Traditional Knowledge Management tools, focused on document storage and retrieval, struggle with unstructured data and collaboration, necessitating advanced 
technological solutions, particularly those incorporating Artificial Intelligence. - Artificial Intelligence-driven Knowledge Management systems revolutionize data handling through 
automation, and real-time insights. This is particularly valuable in data-intensive industries like automotive, finance, and healthcare. In the automotive sector, annual reports provide 
critical insights but are complex and time-consuming to analyze and are a complex example and therefore a good test case. Annual reports of 5 major automotive companies 
BMW, Volkswagen group, Toyota Motors, General Motors and Tesla were selected as the testing dataset. Artificial Intelligence tools, using natural language processing and 
machine learning, streamline data extraction. - Despite their benefits, organizations face challenges in selecting the right Artificial Intelligence-driven Knowledge Management 
software due to a lack of standardized evaluation frameworks. This research applies a systematic methodology for assessing such software, considering usability, adaptability, 
cost-effectiveness, and data privacy compliance, specifically tailored to automotive reporting and gives recommendation for software tools. 
 
Keywords: Artificial Intelligence; Automotive Reporting; Knowledge Management; Software Assessment; Technology Assessment 
 
 
1 INTRODUCTION 
1.1 Motivation, Objectives & Research Questions 

 
Knowledge management (KM) enhances decision-

making and innovation by systematically capturing, 
organizing, and sharing organizational knowledge. 
Traditional KM tools struggle with unstructured data and 
collaboration, necessitating AI-driven solutions. AI 
significantly enhance productivity, particularly in data-heavy 
industries like automotive, finance, and healthcare [1]. 
However, a lack of standardized evaluation frameworks 
hinders their optimal use [2]. Annual reports are crucial for 
financial and strategic transparency, especially in the 
automotive sector, where they guide decision-making and 
track industry trends and are a complex example and 
therefore a good test case [3]. Annual reports of 5 major 
automotive companies BMW, Volkswagen group, Toyota 
Motors, General Motors and Tesla were selected as the 
testing dataset. These reports contain extensive data, making 
manual analysis time-consuming. AI automates content 
summarization and trend identification, improving efficiency 
and research quality [4]. 

This paper gives an overview and selects AI knowledge 
management software for automative reporting with a 
systematic methodology based on existing software selection 
frameworks [5]. The structured approach assesses usability, 
adaptability, cost-effectiveness, and data privacy 
compliance, providing insights into optimal tools for 
analyzing automotive reports and supporting future research 
and gives a recommendation for tools. This research is going 
to answer the following research questions 
1) What AI driven knowledge management software tools 

are on the market? 
2) How do usability, adaptability, cost-effectiveness, and 

data privacy compliance impact the selection of AI-
driven KM platforms for automotive reporting? 

3) What is the most suitable AI-driven Knowledge 
management software tool for analyzing automotive 
reports based on the developed evaluation methodology? 
 

1.2 Core Feature & Use Cases of AI Knowledge Management 
 
AI-driven knowledge management (KM) platforms 

integrate advanced technologies to enhance operations, 
decision-making, and data insights, playing a crucial role in 
the automotive sector. Natural Language Processing (NLP) 
enhances machine understanding of human language using 
transformer-based models like BERT and GPT, improving 
semantic search, summarization, and translation [6], [7].  

Automated Data Extraction converts unstructured data 
into structured formats using Named Entity Recognition 
(NER) and Optical Character Recognition (OCR), reducing 
human intervention. Predictive Analytics employs machine 
learning techniques to forecast trends and detect anomalies, 
aiding risk management and market analysis. Chatbots and 
Virtual Assistants leverage NLP and frameworks like Rasa 
to improve knowledge retrieval, streamline onboarding, and 
support automated help desks [8]. Machine Learning (ML) 
enables KM platforms to evolve, supporting personalized 
recommendations, document categorization, and knowledge 
clustering. Knowledge Graphs use graph databases like 
Neo4j to map relationships, enhancing search and 
information discovery. Image and Video Recognition 
employs convolutional neural networks (CNNs) for 
multimedia analysis, expanding KM capabilities in visual 
data-intensive industries [9]. 

In research and development (R&D), AI-powered 
platforms like Notion and Guru facilitate knowledge sharing, 
reducing redundancies and accelerating innovation. AI 
models like ChatGPT analyze and summarize complex 
technical documents, improving information retrieval [9]. 
Predictive analytics aids in forecasting trends and regulatory 
changes, ensuring strategic alignment [6]. Product lifecycle 
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management (PLM) benefits from AI-driven KM, tracking 
information from design to maintenance. Predictive analytics 
anticipates technical issues and identifies enhancement 
opportunities [9]. Coda integrates with IoT sensors, offering 
real-time insights into malfunctions, optimizing maintenance 
and vehicle design [6]. 

Supply chain optimization relies on AI-driven KM for 
demand forecasting, risk identification, and procurement 
decisions. AI analyzes supply chain data, predicts 
fluctuations, and tracks supplier reliability. Tools like Notion 
and Guru provide real-time insights into market conditions, 
minimizing inefficiencies [8]. AI-driven KM automates 
financial reporting by extracting and summarizing key data 
from annual reports, reducing manual analysis. NLP scans 
Management Discussion and Analysis (MD&A) sections for 
qualitative insights on corporate strategy and market 
positioning. AI tools track trends across reports, offering 
insights into financial performance [6]. 

Strategic risk management benefits from AI-powered 
KM tools that monitor regulatory changes, supply chain 
disruptions, and competition. Predictive analytics helps 
platforms like Guru assess market trends and identify risks 
before they materialize. AI-driven systems assist compliance 
teams in tracking regulations across markets, providing 
actionable compliance insights [9]. These AI-driven KM 
applications enhance efficiency, decision-making, and risk 
mitigation, driving innovation and sustainability in the 
automotive industry [6], [8]. 

In this context analyzing Automative Reporting with 
Knowledge Management software as a complex example 
becomes more and more important in practice and as use case 
for research. 
 
2 METHOD & APPROACH 
 

To evaluate and compare AI-driven Knowledge 
Management (KM) tools for analyzing automotive industry 
reports, a systematic approach was designed. The 
methodology involves defining the problem, systematically 
searching for tools, filtering them based on specific criteria, 
evaluating their capabilities using a weighted decision 
matrix, and conducting real-world testing for two selected 
software (see figure 1). 

Market research begins with defining the scope of the 
software search, selecting tools based on KM functionalities, 
AI-powered features, availability as free/open-source, and 
positive user ratings. A systematic Google search using 
predefined keywords ("Knowledge Management Software", 
"AI-powered Knowledge Management Tools," "Free KM 
Software", "Top-rated Knowledge Management Platforms”) 
helps document frequently mentioned tools, which is 
complemented by AI-assisted searches using ChatGPT to 
retrieve lists of KM software and key attributes. Identifying 
recurring tools from both sources helps create a refined 
shortlist. Filtering and screening involve defining criteria 
related to data processing, search functionality, ease of use, 
and pricing. Verification methods include cross-checking 
features via comparison websites, vendor descriptions, and 
hands-on testing. The elimination process sequentially 

removes tools failing key requirements, narrowing the 
selection to the top five for further evaluation (see 
chapter 3.1). 

 

 
Figure 1 Methodology for Software tool selection 

 
The decision matrix evaluates software using four major 

criteria: robust AI capabilities (NLP quality, summarization 
accuracy), ease of use (speed, document handling, offline 
usability), data privacy (local storage, cloud access 
permissions), and pricing (free or student-friendly plans). 
Each tool is rated on a 1–5 scale, weighted (AI Capabilities 
50%, Ease of Use 40%, Data Privacy 10%, Pricing 30%), and 
assessed using a weighted decision matrix to determine the 
top two tools for real-world testing. Selection of criteria and 
weightage was done in line with research in this field [5, 25-
28] (see chapter 3.2). 

The testing phase includes installation, data collection 
from five automotive companies, and structured queries to 
assess tool performance in extracting, calculating, and 
analyzing data. Execution involves document upload 
assessment, AI-driven query execution, and multi-section 
analysis. Observation metrics include accuracy (data 
correctness verification), responsiveness (query processing 
speed), functionality (document handling efficiency), and 
limitations/errors (missing features, inaccuracies, usability 
concerns) (see chapter 3.3). 

This structured methodology ensures a thorough, 
scientific evaluation of AI-powered KM tools for academic 
and industry research applications. 
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3  RESULTS: SELECTION OF ARTIFICIAL INTELLIGENCE-
DRIVEN SOFTWARE FOR AUTOMOTIVE REPORTING 

3.1 Market Research & Filtering 
 

Market research was done to evaluate the most 
prominent "AI-Driven Knowledge Management Tools. The 
core of the research was done with a systematic Google 
search and ChatGPT search with predefined keywords: 
"Knowledge Management Software", "AI-powered 
Knowledge Management Tools", "Free KM Software," 
"Top-rated Knowledge Management Platforms." This search 
was supported by a literature search of scientific articles 
about theses software tool in knowledge management. The 
following software tools could be identified: Confluence, 
Notion, Guru, Microsoft OneNote, ChatGPT, Coda, 
Evernote, Obsidian, Glean, Roam Research. 

Tab. 1 provides an overview of the software tools 
identified for further research and corresponding scientific 
articles. 

 
Table 1 Selected Software Tools for AI-driven Knowledge Management [10-24] 

 
 

Confluence, Microsoft OneNote, Obsidian, Glean, Roam 
Research have been excluded: 

Obsidian lacks native support for analyzing text within 
PDF documents, which limits its applicability for 
comprehensive document processing. The software requires 
additional plugins to enable AI-based responses and does not 
natively support natural language queries. While available 
for free, optimal utilization necessitates technical 
configuration, making it less accessible for non-technical 
users. 

Glean is primarily designed for large organizations and 
does not offer a downloadable standard version for individual 
users. The software provides personalized solutions rather 
than a universally accessible standard version, limiting its 
usability for general knowledge management applications. 

Confluence is structured primarily for document sharing 
rather than in-depth document analysis. It relies on 

integration with external tools for AI-driven search 
capabilities and does not return strictly input-based 
responses. Advanced features are locked behind paid 
versions, and offline functionality remains limited. 

Microsoft OneNote excels in notetaking but lacks 
advanced text analysis functionalities. It does not incorporate 
a built-in AI-driven natural language response system. The 
software does not provide fully functional offline knowledge 
management capabilities for processing multiple documents 
simultaneously. 

Roam Research is optimized for creating a network of 
interconnected ideas rather than for processing large sets of 
documents. The platform does not meet the requirement for 
input-specific search functionalities. A paid subscription is 
necessary to access the software, and its user interface 
presents challenges for non-technical users due to limited 
ease-of-use features. 
 
3.2  Weighted Decision Matrix to Select Top 2 Software 

 
When selecting the top software platforms for AI-driven 

knowledge management in the automotive industry, 
evaluation criteria were weighted based on relevance to the 
problem statement [25-27]. Robust AI (40%) was 
prioritized as the platform's success depends on AI’s ability 
to process technical and financial language, generate accurate 
summaries, and adapt to various document formats. Ease of 
use (30%) ranked second due to its impact on adoption and 
efficiency, ensuring users can focus on insights rather than 
usability challenges. Pricing (20%) was considered 
important but secondary to AI performance and usability, as 
long-term benefits outweigh initial costs. Free trials and 
educational discounts mitigate financial concerns. Data 
privacy (10%) was least weighted since reports analyzed are 
publicly available, and most platforms already follow strict 
privacy standards. However, intrusive policies could hinder 
adoption. 

Performing the Weighted Decision Matrix involves 
evaluating the tools based on the above criteria and assigning 
scores from 1 to 5 justified by their respective strengths and 
limitations. 

For Robust AI, Notion demonstrates strong AI-driven 
capabilities, including an AI-powered search bar and natural 
language summarization, though it lacks advanced NLP 
features like complex calculations and translation, scoring 4. 
Evernote has powerful OCR functionality but lacks AI search 
without plugins, scoring 2. Coda excels in summarizing large 
documents and extracting insights but struggles with 
comparing multiple sources, scoring 3. ChatGPT leads with 
its advanced natural language processing, making it the 
benchmark for AI-driven capabilities, scoring 5. Guru 
provides AI-driven content suggestions but lacks 
conversational AI depth, scoring 3. 

For Ease of Use, Notion has an intuitive interface and 
automatic PDF-to-text conversion, though the latter is slow, 
scoring 4. Evernote is known for its straightforward design 
and offline access, scoring 5. ChatGPT is best for 
conversational tasks, though document-based workflows 
require structured prompts, scoring 4. Coda offers 
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customization but requires technical expertise, scoring 2. 
Guru simplifies knowledge management but is less flexible 
compared to Notion, prioritizing pre-curated knowledge 
retrieval over open-ended content creation, scoring 3. 

For Data Privacy, Notion ensures security with local 
storage options and encryption, scoring 5. Evernote follows 
with local storage support, scoring 4. Coda relies on online 
synchronization and requires an internet connection, though 
it offers restricted data-sharing options, scoring 2. ChatGPT 
is cloud-based, which may raise concerns for sensitive data, 
scoring 2. Guru requires access to external drives and offers 
no offline functionality, making it less suitable for privacy-
conscious users, scoring 1. 

For Pricing, ChatGPT offers a free version with robust 
features, requiring a Plus membership for unlimited prompts, 
scoring 4. Notion provides a student version with sufficient 
features, though advanced AI functionalities require 
subscriptions, scoring 4. Evernote has a limited free plan with 
premium options unlocking more capabilities but still lacking 
AI, scoring 2. Coda’s free version is sufficient for individual 
users, scoring 5. Guru has limited features in the free version 
but better pricing for enterprise use, scoring 3. 

This analysis highlights the strengths and trade-offs of 
each tool, allowing for an informed decision based on 
specific needs and priorities. The summary can be found in 
Fig. 2. The evaluation matrix revealed that ChatGPT (4.2) 
and Notion (4.1) scored highest among the tools analyzed, 
primarily due to their robust AI capabilities and ease of use.  
 

 
Figure 2 Weighted Decision Matrix for AI Knowledge Management Software 

 
3.3  Detailed Software Testing 
 

The initial phase of the preparation process involved the 
installation and configuration of the necessary software tools 
to facilitate AI-driven analysis. Two primary tools were 
selected: ChatGPT and Notion. A ChatGPT Plus subscription 
was activated to enable access to GPT-4, providing advanced 
AI-driven analytical capabilities. The platform was accessed 
via a web-based interface to ensure seamless usability and 
integration with other research tools. The Notion application 
was downloaded and installed in a desktop environment. A 
student subscription was utilized to access additional AI-
assisted features and enhanced operational limits, thereby 
supporting structured data organization and collaboration. A 
structured set of evaluation questions was formulated to 

assess the efficacy of the selected tools in analyzing annual 
reports within the automotive industry. These questions were 
designed to capture key dimensions of corporate analysis and 
were categorized into three fundamental themes: 
• financial performance 
• investment areas, and 
• strategic insights. 

 
Financial performance questions focused on revenue 

trends, profit margins, cost structures, and liquidity 
assessments. Investment area inquiries were directed at 
capital allocation, research and development expenditures, 
and innovation-driven initiatives. Strategic insights 
encompassed the analysis of corporate strategies, market 
positioning, competitive advantages, and sustainability 
measures. 

The selection of these themes ensures a comprehensive 
evaluation of AI-driven tools' ability to extract, synthesize, 
and interpret complex financial and strategic data. Tab. 2 
summarizes the questions, their difficulty, 
reason/importance, the challenge for AI and a potential time 
saving in min compared to a manual execution. 
 

Table 2 Overview of Questions and their Impact on testing the tools 

 
 

Annual reports of 5 major automotive companies BMW, 
Volkswagen group, Toyota Motors, General Motors and 
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Tesla were selected as the testing dataset. These companies 
were selected considering the different regions of the worlds, 
hence different styles of reporting creating a very varied 
dataset. These reports were used in raw pdf file formats. 

The summary of the results is displayed in Tabs. 3 & 4. 
 

Table 3 First part of testing results 

 
 

This study compares ChatGPT and Notion in terms of 
data retrieval, summarization, quantitative accuracy, 
qualitative analysis, flexibility, search capabilities, document 
management, scalability, and adaptability. ChatGPT excels 
in retrieving unstructured data, synthesizing complex 
narratives, and handling natural language queries, making it 
ideal for ad-hoc research tasks. It has higher quantitative 
accuracy (35%) and a lower no-answer rate (10%) compared 
to Notion. However, it lacks memory retention, document 
storage, and structured workflow integration. Notion, on the 
other hand, is highly effective in managing structured 
databases, organizing long-term projects, and providing a 
visually rich interface for document categorization. It ensures 
better knowledge retention and customization but struggles 
with unstructured data and unconventional document 
formats. While ChatGPT is more intuitive and ready-to-use, 
Notion requires setup and familiarization. Overall, ChatGPT 
performs better for immediate insights and qualitative 
synthesis, whereas Notion is more suitable for structured data 
organization and long-term project management. 

Table 4 Second part of testing results 

 
 
4 CONCLUSION 

 
This paper successfully applied a systematic 

methodology for selecting the most suitable software tools 
for analyzing complex documents, specifically in the context 
of annual reports in the automotive industry. Annual reports 
of 5 major automotive companies BMW, Volkswagen group, 
Toyota Motors, General Motors and Tesla were selected as 
the testing dataset. These companies were selected 
considering the different regions of the worlds, hence 
different styles of reporting creating a very varied dataset. 
Annual reports are complex and therefore a good test case. 
By integrating established evaluation frameworks and 
decision matrices, the proposed approach ensures 
transparency and reliability in software selection, aligning 
tools with specific application needs. 

But this method depends heavily on the chosen context, 
user needs, and how criteria are weighted, so minor 
adjustments can change which software rank highest. 
Because search engine results and user ratings can vary over 
time, some software or features may appear or disappear. 
Additionally, AI capabilities differ with updates or data 
context, making it hard to generalize findings. Lastly, testing 
only two software limits the scope of this comparison. 
Despite these issues, the approach still offers a clear, step-by-
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step way to justify and compare AI-driven Knowledge 
Management software. 

The evaluation of AI-powered Knowledge Management 
(KM) software, particularly ChatGPT Plus and Notion, 
highlighted the strengths and limitations of each tool. 
ChatGPT Plus excels in processing unstructured data, 
generating concise summaries, and extracting qualitative 
insights, making it particularly effective for in-depth, one-
time research tasks. On the other hand, Notion provides a 
structured, collaborative environment, ideal for long-term 
document management and knowledge organization. While 
neither tool fully meets all knowledge management needs, 
their combined capabilities demonstrate the importance of 
selecting software based on task-specific requirements rather 
than seeking a one-size-fits-all solution. 

Furthermore, the rapid advancements in AI-driven KM 
tools, including natural language processing, intelligent 
document parsing, and contextual recommendations, 
underscore their transformative potential in handling 
complex, data-heavy reports. The study also emphasized the 
necessity of adaptable tools, given the diverse reporting 
styles observed in the automotive sector. AI-powered 
solutions bridge these gaps by streamlining data extraction, 
enabling efficient analysis, and reducing cognitive overload 
for researchers. 

Ultimately, this research provides valuable insights into 
the evolving role of AI in knowledge management, 
reinforcing the need for strategic software selection in 
corporate reporting and beyond. The findings offer practical 
guidance for professionals navigating the complexities of 
large-scale document analysis, demonstrating how AI-driven 
Knowledge Management (KM) software can enhance 
efficiency, decision-making, and research effectiveness. 
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The Concept of Integrating Interactive Safety Signs into In-Plant Traffic Flow Optimization and 
Safety Management 

 
Wiktoria Czernecka*, Marcin Butlewski 

 
Abstract: Modern manufacturing companies are characterized by complex internal traffic processes, both pedestrians and forklifts. This results from frequently changing machine 
locations and thus internal routes, but also from specific production needs, e.g. in the context of customer requirements. Such dynamically developing processes cause problems 
with ensuring the safety of employees who must move particularly carefully in the production halls. The answer to these problems may be interactive safety signs, which increase 
employees' attention to dangers, but require a lot of resources for their correct installation. This article presents the concept of implementing interactive signs on the example of a 
selected production hall. Based on its implementation, a discussion on the required time and cost resources for their installation is also presented in comparison with the benefits 
and barriers to this implementation. 
 
Keywords: interactive safety signs; occupational health and safety; safety management 
 
 
1 INTRODUCTION 
 

Nowadays, safety in the workplace is becoming crucial, 
especially in industrial environments such as production 
halls. These are places where complex technological 
processes, intensive machine work and a large number of 
employees create potential hazards. Therefore, it is so 
important that every aspect of work organization is well 
thought out and complies with applicable safety standards. In 
this context, safety signs play a fundamental role in 
communicating hazards and educating employees on the 
proper procedures to act in emergency situations. Safety 
signs inform about dangers, indicate evacuation routes, and 
remind people to wear appropriate personal protective 
equipment [1]. They can also be a factor in preventing 
accidents at work by providing appropriate information (it 
can be pointed out that many accidents are caused by 
organizational factors, such as insufficient provision of 
information about the hazard) [2, 3]. 

Typically, the most popular horizontal signs are used in 
companies, installed on floors, on walls and columns of 
production halls. It is certainly the easiest solution to provide 
information about the evacuation route or hazard, however, 
employees often do not pay due attention to them. It is 
certainly crucial to install signs of the right size for the place 
of installation and to select the right sign for the message 
being conveyed. In order to engage employees in receiving 
information presented through signs, interactive signs are 
increasingly used, which are more visible to the employee 
and at the same time engage them by providing an element 
of curiosity about the specific operation of individual 
components [4, 5]. 

This article presents the concept of using interactive 
safety signs in the context of managing traffic inside a 
selected production hall. The first phase of the research was 
to analyze the possibility of installing such safety signs, 
taking into account the location of machines and 
communication routes. Then, a proposal for the location of 
interactive signs was presented, together with an indication 

of the resources necessary for this installation. The conducted 
research allowed to determine the possibility of using 
interactive signs in the management of internal traffic 
(pedestrians and forklifts) in a place defined as particularly 
dangerous from the point of view of the location of 
communication routes and gates. The impact of the applied 
solutions on the occurrence of accidents in this place and 
encouraging employees to move in accordance with the 
established rules was also determined. 

 
2 SAFETY SIGNS IN THE CONTEXT OF MANAGING IN-

PLANT TRAFFIC 
2.1 Legal Requirements for Safety Signs 
  

Council Directive 92/58/EEC defines safety and/or 
health signs as signs referring to a specific object, activity or 
situation and providing information or instructions about 
safety and/or health at work by means of a signboard, a 
color, an illuminated sign or acoustic signal, a verbal 
communication or a hand signal, as the case may be. It also 
indicates the division of signs and the need to use them in 
situations that require providing employees with 
understandable messages [6]. Many international and 
national legal regulations indicate the need to inform 
employees about hazards and the required behavior in a given 
place. Safety signs are partly standardized by the ISO 
7010:2020-07 standard, which is part of the international 
signage system. This document contains a set of standard 
graphic symbols that are used to communicate information 
about hazards and safety rules. Signs are divided into the 
following categories: prohibition, warning, order, 
evacuation, first aid, fire protection and information. Another 
division of signs refers to the transfer of information to 
recipients and indicates light, acoustic, verbal and hand-
indicated signs in the absence of the possibility of providing 
a physical sign. By using appropriate colors and shapes, the 
signs are to be understandable to every recipient (even 
without knowledge of e.g. the language of communication) 
[7, 8]. 
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2.2 Approaches Used to Provide Safety Signs 
 

It is advisable to take into account the safety signs not 
only due to legal requirements, but also for the purpose of 
obtaining other benefits, e.g. making employees aware of the 
most significant hazards identified in the production process 
or systemic management of traffic within the plant [9, 10]. 
Internal traffic management is implemented through 
communication between employees and the production and 
logistics system (including internal transport) in terms of 
determining, for example, priority of passage, 
communicating hazards on the machine or the need to stop at 
a designated place before continuing to the destination [11]. 
Many companies provide standard horizontal signs, of 
appropriate size depending on where they are installed. This 
is a simple and relatively cheap solution due to the easy 
availability of signs (also with additional functions, e.g. 
fluorescent). The perception of these signs may depend on 
their size, but also on their color and whether they warn about 
a given type of hazard [12]. 

Current employee safety management requires the use of 
new solutions in the field of hazard information due to 
dynamically developing processes but also due to employees 
becoming accustomed to standard safety signs (which often 
results in them being omitted). Companies are increasingly 
using interactive signs to enhance the effect of influencing 
employee behavior by creating an element of curiosity and 
ensuring that the sign operates at the right moment to focus 
attention (e.g. when a machine opens or a forklift passes by) 
[13]. The meaning of messages conveyed through signs and 
how they work is presented to employees during training and 
in direct conversations with their superiors [14]. The 
examples of the interactive sign are shown in Fig. 1-3. 
 

 
Figure 1 Example of interactive safety sign [15] 

 
Figure 2 Example of interactive safety sign [own photography] 

 

 
Figure 3 Example of interactive safety sign [own photography] 

 
By displaying signs as intended, it is possible to inform 

employees about important aspects of the process (mainly 
hazards) but also to manage the traffic of e.g. forklift 
operators by passing on a message e.g. about when to stop. It 
can therefore be indicated that information signs will perform 
various functions in managing internal traffic [15-17]: 
- providing an information function for employees moving 

around the production hall on foot (e.g. "STOP" signs, 
warning about a forklift passing by, order to use personal 
protective equipment), 

- causing forklift operators to stop, e.g. at intersections or 
places of increased pedestrian traffic, 

- traffic management by indicating e.g. places prohibited 
for pedestrians or additional crossings (additional 
illumination of their course), 

- additional lighting at intersections where an accident or 
collision may occur, 

- informing about the possibility of passing by the 
machine or the impossibility of doing so, e.g. due to the 
delivery of goods or ongoing repair or maintenance 
activities. 
 
Often, signs are installed in a way that allows them to be 

activated only when movement is detected on internal roads. 
This results in savings related to the lack of their continuous 
operation but also increases the employees' attention to their 
appearance. 

In the undertaken research the case of the possibility of 
using an interactive intersection was analyzed. The problem 
and its proposed solution are presented graphically in Fig. 4.
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Figure 4 Proposed solution to the research problem [own elaboration in MS Visio] 

 
3 METHOD OF RESEARCH 
 

The research undertaken was aimed at solving the 
problem of increased internal traffic in a selected location in 
the company through the appropriate use of interactive signs. 
The main problem identified was the close location of three 
transport gates (where forklifts move) and pedestrian 
crossings near these gates. Approximately 200 pedestrians 
and 35 forklift operators take part in internal traffic during a 
work shift. The machines are located directly next to the 
communication road (approx. 70 cm) on the side of the 
pedestrian crossing. 

The following project implementation results were 
assumed: 
- directing pedestrian traffic on designated roads so that 

they choose a pedestrian crossing in the appropriate 
direction of moving, 

- ensuring that forklift operators are informed about 
pedestrians moving on the road,  

- ensuring that signals are understandable to both 
pedestrians and forklift operators and clearly visible, 

- combining the operation of all elements of the proposed 
solutions (sensors and projectors) with simultaneous cost 
reduction and their operation only when traffic is 
detected on internal roads, 

- ensuring the possibility of training all participants in 
internal traffic in the operation of the proposed solution 
in order to eliminate errors in the reception of transmitted 
information. 

 

Due to the location of the gates and pedestrian crossings, 
it was decided not to provide only standard horizontal signs 
informing about the way of moving and caution. However, 
they were also installed from the point of view of meeting the 
requirements of legal regulations. 

The solution to the problem presented in the article was 
developed in cooperation with process engineers and 
employees moving around the hazardous area on a daily 
basis, which had to be additionally marked. The following 
sections describe the mechanism of operation of the proposed 
solution as well as discuss its effectiveness and 
implementation barriers. 
 
4 RESULTS 
 

The presented solution assumes the safety of pedestrians 
and forklift operators at a particularly dangerous intersection 
due to the proximity of three gates and pedestrian crossings. 
A solution was proposed, which is a combination of several 
LED strobes and a projector displaying the "STOP" sign at 
the pedestrian crossing before entering the communication 
route. The operation of the devices presented can be 
described as follows: 
1) In the event of a forklift approaching the intersection, the 

motion sensors detect it and activate the stroboscopes, 
which inform pedestrians about the hazard (using an 
orange light) that may appear on the road while they are 
crossing the pedestrian route. 

2) In the case of informing forklift operators about 
pedestrians on the other side of the gate, the solution 
works on a similar principle - if a pedestrian appears, the 
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motion sensor detects it, informing the forklift operator 
about it with an orange light. The motion sensors detect 
a pedestrian entering the pedestrian crossing, so the 
operator has enough time to react if the signal appears. 

3) The most dangerous exit to the described internal road 
was the entrance, where it was required to provide an 
additional sign about stopping before crossing the door. 
A LED "STOP" sign with a projector displaying it was 
provided there. If a forklift movement is detected on the 
other side of the passage, the large sign is displayed on 
the ground, urging the employee to stop and pay special 
attention to the movement of forklifts on the road. The 
sign appears only when a forklift movement is detected, 
so it does not appear all the time so as not to accustom 
employees to its presence (as in the case of standard 
horizontal signs). 
 
Additionally, to increase safety, a barrier was installed at 

a greater distance from the intersection, which forces the 
employee to slow down when approaching the intersection. 
The approximate range of motion sensor operation is shown 
in Fig. 4. The methods of operation were determined based 
on measurements of the distance of the sensors from the gates 
and pedestrian crossings, as well as on calculations of the 
time required for the forklift operator to stop or slow down 
enough to avoid a collision with a pedestrian near the 
pedestrian path. 

The implementation was completed with employee 
training explaining the operation of the proposed 
improvements at the intersection and on the traffic routes. 
While the operation of the projector and the "STOP" sign was 
understandable to everyone, the operation of the visual 
aspects (orange lights) had to be thoroughly explained and 
presented in real conditions. 

 
5 DISCUSSION 

 
The presented solution of installing an interactive sign 

and light signals made it possible to achieve the 
implementation goals, which were mainly to increase safety 
and manage internal traffic in a selected area with increased 
risk. Employees were informed about how to move around 
this area, and their attention was also drawn to threats 
through an interactive element. In relation to in-plant traffic 
management, it became possible to direct the movement of 
forklifts in terms of adjusting the speed to pass through gates 
and to exercise caution in the context of the possibility of 
pedestrian traffic on pedestrian paths near gates. 

Despite achieving the goal, it is possible to indicate many 
implementation limitations that resulted from the need to 
provide appropriate resources and the analysis of benefits in 
relation to standard solutions (e.g. providing horizontal 
signs). These limitations are presented in Tab. 1. 

Taking into account the above-mentioned limitations of 
implementing a solution with interactive elements, it can be 
stated that it requires a detailed analysis in order to ensure an 
optimally functioning system, taking into account financial 
possibilities as well as the expected result of the 
implementation. Sometimes it may turn out that the adopted 

assumptions may not be met due to insufficient resources or 
limited employee involvement in the process. 
 

Table 1 Limitations of the solution proposed in the analyzed case study 

No. Limitation 
Analysis of the impact of the limitation 

on the final proposal to solve the 
research problem 

1 Much higher 
implementation costs 
than providing standard 
horizontal markings. 

Providing horizontal safety signs on the 
production floor is a relatively cheap 
solution. For this reason, in the case of 
the planned solution with interactive 
elements, an analysis of the benefits had 
to be carried out in relation to the 
higher costs to be undertaken (approx. 
20 times higher). It was decided that the 
possible increase in employee safety is 
a factor that can compensate for the 
higher cost of implementing the 
proposed system. 

2 The need to find and 
connect modules that 
provide detection of 
pedestrians and forklift 
movement. 

It was decided that the solution would 
consist of separate modules and the 
whole thing was installed by 
maintenance engineers. Their task was 
to find the right devices and connect 
them, which increased the 
implementation time to several weeks. 

3 The need to perform 
detailed calculations to 
determine the location 
of motion sensors. 

Motion sensors were installed after 
calculating the time needed for a 
forklift operator to slow down or stop. 
Determining this time and distance 
applied to all gates and pedestrian 
crossings in the designated dangerous 
location. It was also necessary to 
determine the height and size of the 
light signs, as well as the distance of the 
LED "STOP" sign from the entrance 
door leading to the intersection. 

4 The need to determine 
whether it is necessary 
to engage an external 
company to complete 
the order or whether it 
will be done internally. 

It was decided that the implementation 
would be done internally by 
maintenance engineers due to the lower 
costs of interfacing the system 
components. This decision was 
preceded by obtaining offers from 
external companies in this area, which 
turned out to be much higher than 
matching different devices. 

5 The implementation of 
the proposed system 
may not solve the 
problem of unsafe 
employee behavior and 
crossing the road in 
prohibited places. 

Considerations were made on whether 
the implementation of the proposed 
solution would significantly affect the 
behavior of employees in the dangerous 
area of the intersection. People are the 
least predictable element of internal 
traffic, therefore it was wondered 
whether the costs incurred for the 
implementation would be adequate to 
the result obtained. The opinion on this 
subject was expressed by the 
employees' superiors, and a training 
element was also carefully planned after 
the solution was implemented. It was 
stated that the actions taken should 
contribute to increased caution on the 
part of employees. However, this 
requires verification after some time of 
using the solution in order to consider 
taking further actions to increase the 
awareness of participants in internal 
traffic. 

Source: own elaboration. 
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6 CONCLUSIONS 
 

Employee safety in the production process is an 
extremely complex issue because, in addition to 
organizational resources, it also requires the involvement of 
all participants in the issue of safety, from employees 
operating machines to their superiors. This is particularly 
important in the case of organizing internal traffic 
(pedestrians and e.g. forklift operators). One of the elements 
of ensuring their safety is to inform about threats and required 
behaviors in a given place, which can be done by providing 
appropriate safety signs. In addition to standard horizontal 
safety signs, it is possible to install interactive solutions, the 
advantage of which is certainly to provide an element of 
interest and greater visibility of a given threat. 

As shown in the above example, solutions with 
interactive elements can be a response to identified problems 
in ensuring safety in places where there is increased traffic at 
dangerous intersections and pedestrian routes, which for 
technological or organizational reasons could not be routed 
in a different, safer way. The aim of their implementation is 
to increase employees' attention to threats by implementing 
systems to which they are not accustomed as they are to 
standard solutions. An additional advantage of such systems 
can be the management of internal traffic by influencing, for 
example, the direction of pedestrians or the speed adopted on 
a forklift. However, this requires that all elements be properly 
matched and installed at appropriate distances to properly 
detect movement and then transmit messages at the right 
time. 

There is no doubt that implementing interactive solutions 
involves higher costs than in the case of standard safety signs. 
This is certainly one of the limitations of implementing such 
solutions, especially in production halls where there are 
many places that are potentially dangerous for employees. 
Another important limitation to consider is the need to find 
and connect appropriate modules in order to obtain the 
desired effects of introducing such a system. For this reason, 
each such improvement should be preceded by an appropriate 
analysis of the needs and possibilities of appropriately 
adjusting individual elements. 

It should be noted here that in the era of dynamically 
developing artificial intelligence, safety solutions that go 
beyond the standard and requirements of legal regulations 
will increasingly appear in modern enterprises. Their 
recognition and implementation can facilitate faster 
adaptation to these changes by employees and also build a 
competitive advantage for the organization on the labor 
market. 
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Additive Manufacturing: A Key to Advancing Injection Molding Efficiency 
 

Mladomir Milutinović*, Dejan Movrin, Miloš Pjević, Mihajlo Popović 
 

Abstract: The increasing demand for custom-made products, small-batch production, and improved process efficiency is driving manufacturers to adopt advanced strategies that 
minimize costs and production time. Additive manufacturing (AM) technologies address these challenges by enabling rapid prototyping, design flexibility, and advanced tooling 
capabilities. Initially constrained to polymeric prototypes, AM now supports a diverse material range, including metals and temperature-resistant polymers. Injection molding is a 
widely used manufacturing process for producing plastic parts with high precision and repeatability. However, traditional injection molding faces challenges such as high tooling 
costs, long lead times, and design limitations. This paper investigates solutions to these challenges through the application of additive manufacturing and rapid tooling technologies, 
emphasizing their potential to transform efficiency in injection molding.  
 
Keywords: additive manufacturing; conformal cooling channels; injection molding; rapid prototyping  
 
 
1 INTRODUCTION 
 

The manufacturing industry has witnessed 
transformative changes in recent decades, with the 
integration of advanced technologies playing a pivotal role in 
improving efficiency, reducing costs, and enabling 
innovation. Among these technologies, Additive 
Manufacturing (AM), also known as 3D printing, has 
emerged as a transformative force that is reshaping 
traditional production processes. Initially developed as a 
prototyping tool, AM has evolved into a robust and efficient 
technology capable of rapidly producing fully functional end 
products (additive/direct manufacturing) and tooling 
components (rapid tooling) [1, 2]. It offers advantages such 
as shortened lead times, cost savings, and enhanced design 
flexibility, alongside a broad material selection, including 
polymers, metals, ceramics, and composites, all while 
minimizing material waste [3]. On the other hand, the main 
challenges of AM technologies involve limitations in part 
accuracy, surface quality, strength, durability, size, and 
production speed.  

The term rapid tooling (RT) encompasses processes that 
employ AM technologies to produce tooling components, 
including cavities, cores, inserts, dies, molds, ejectors, 
sliders, gauges etc. While RT is sometimes considered a 
distinct application level within AM technologies, it is not 
entirely independent [4]. RT eliminates many of the 
bottlenecks associated with conventional tooling production, 
such as extended lead times and high total costs. 

There are two main levels of AM application in tooling 
production, based on tool quality and functionality: Hard 
Tooling (HT) and Soft Tooling (ST). HT involves creating 
fully functional tools for high-volume production directly 
from CAD models using AM and high-strength materials 
such as steel and aluminium. This approach enables the 
fabrication of highly complex mold shapes with enhanced 
durability. ST includes tools designed for single or small-
batch production. Soft tooling, commonly made from 
substitute materials, generally does not match the durability 
of hard tooling but offers significant cost savings. This makes 
it a practical choice for applications involving frequent 
design changes or low-volume production requirements. For 

instance, in injection molding, a soft tool typically lasts 
between 100 and 1,000 shots [5, 6]. Fig. 1 provides a 
graphical representation of the number of cycles for molds 
produced using conventional tooling as well as AM-based 
technologies, plotted against the workpiece material. In some 
cases, ST tools are categorized as a subset of HT tools and 
referred as Bridge Tools (BT) [3]. In general, the quality of 
rapid tooling produced through AM is primarily determined 
by two factors: the material used and the AM technology 
employed. It is important to note that HT and ST do not mean 
the entire tool assembly is made via AM. Typically, only 
specific, non-standard tool components are manufactured 
using AM and then combined with conventional tool 
elements to form a complete, functional assembly. 

 

 
Figure 1 The number of parts manufactured using molds produced by conventional 
and AM technologies [8] (A - PE, PP, PS, ABS, TPE; B -  PP+G, PA, POM, 

PC+ABS; C - PA+G, PC, POM+G; D - PC+G, PPO, PPS) 
 
The ISO/ASTM 52900 standard [7] classifies AM 

technologies into seven distinct families or categories, each 
defined by the fundamental process used to build parts. These 
categories encompass a wide range of techniques, including 
material extrusion, powder bed fusion, vat 
photopolymerization, binder jetting, directed energy 
deposition, sheet lamination, and material jetting. However, 
not all AM methods are suitable for producing tools and 
tooling components. Each AM technology comes with its 
own advantages and limitations, which can substantially 
influence the final tool's performance and service life. 
Selecting the optimal AM technology depends on the type of 
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tool and the associated techno-economic requirements. It is 
important to note that AM molds must meet far more rigorous 
standards than conventional AM components to withstand 
the intense mechanical and thermodynamic loads during use. 

HT, which involves the production of tool components 
from metal materials, commonly utilizes AM technologies 
such as Selective Laser Melting (SLM), Direct Metal Laser 
Sintering (DMLS), Electron Beam Melting (EBM), and 
Directed Energy Deposition (DED). On the other hand, ST 
components, primarily made from polymeric materials, are 
typically manufactured using Stereolithography (SLA), 
Digital Light Processing (DLP), Selective Laser Sintering 
(SLS) and, PolyJet techniques. 

This paper provides an in-depth analysis of the benefits 
AM brings to injection molding processes and presents 
selected results from its application in mold production. 
Additionally, it highlights challenges of applying AM in 
mold manufacturing. 

 
2 OVERVIEW OF THE BENEFITS OF IMPLEMENTING AM 

TECHNOLOGIES IN INJECTION MOLDING TOOLING 
 

Injection molding is a widely used manufacturing 
process, renowned for its ability to produce high volumes of 
complex plastic parts with consistent quality. However, it is 
not without its challenges. The process often involves 
significant lead times, high tooling costs, and limited 
flexibility for design modifications, which can hinder 
manufacturers' ability to respond quickly to market demands 
and innovation opportunities. AM addresses these challenges 
by providing innovative solutions that enhance the efficiency 
and adaptability of injection molding processes. 

 
2.1 Fast Mold Prototyping and Enhanced Small-Batch 

Production Efficiency 
 

AM allows manufacturers to quickly prototype molds 
and components, enabling rapid iteration and testing. This 
significantly reduces the time between design and 
production, allowing manufacturers to respond more flexibly 
to market demands and reduce the risk of costly errors. 
According to Whelan and Sheahan [9], the use of AM/RT can 
reduce product development costs by up to 70% and decrease 
time to market by as much as 90%. Levy et al. [5] presented 
similar findings, demonstrating that the application of AM in 
producing mold components, such as core and cavity, led to 
a 50–70% reduction in both the time and cost associated with 
mold development and design. The ability to easily modify 
mold designs and create customized solutions also opens up 
opportunities for smaller production runs and more tailored 
products. This is particularly beneficial for industries such as 
healthcare and aerospace, where custom components are 
often required. AM also supports on-demand mold 
production, a crucial advantage for industries that require 
custom components. In other words, AM and RT have the 
potential to resolve the challenges encountered by design 
engineers and manufacturers in balancing part design, 
manufacturability, and small-batch production. 
 

2.2 Improvements in Mold Design, Manufacturing, and 
Performance 

 
One of the most significant contributions of AM to 

injection molding is in mold design [3, 9]. Conventional 
injection molds require a substantial investment of time and 
resources to design and manufacture. The process often 
involves CNC machining, which can be limited by the 
complexity of mold features and the time required for tool 
manufacturing. AM, however, allows for advanced mold 
designs and the production of molds with complex 
geometries and cooling structures that are difficult or 
impossible to achieve with conventional techniques [2]. This 
includes complex cores and cavities, conformal cooling 
channels, intricate lattice structures, and lightweight features. 
As a result, cycle times are shorter, warping is minimized, 
part quality is improved, and scrap rates are reduced.  

 
2.3 Reduction in Mold Weight 

 
Large molds are commonly used in industries such as 

automotive, aerospace, and household goods [10]. However, 
their size and complexity introduce significant challenges, 
including excessive weight, high unit costs, and safety risks. 
The use of AM-created lattice structures has emerged as a 
promising solution for reducing mold weight while 
maintaining mechanical strength and functionality.  

 
2.4 Multi-Material Printing and Material Efficiency 
 

AM enables the simultaneous printing of molds using 
multiple materials [4], a capability particularly valuable 
when different regions of a mold require distinct properties. 
Multi-material printing facilitates the integration of 
characteristics such as varying hardness, thermal 
conductivity, or wear resistance. For instance, a mold may 
feature a hard, durable surface in high-wear areas while 
incorporating a softer, more flexible material in sections 
requiring intricate detail. 

In terms of material efficiency, AM provides a 
significant advantage over traditional machining by 
substantially reducing material waste. Material waste can be 
cut by up to 90% with AM [1, 11], making it a more 
sustainable and cost-effective manufacturing method. 
 
2.5 Mold Maintenance and Repair 
 

AM can be employed to repair or modify molds, 
effectively extending their operational life and reducing 
downtime [6]. By using AM, damaged areas of molds can be 
accurately repaired, and design updates can be seamlessly 
integrated without requiring complete tool replacement.  
 
2.6 Smart Molds  
 

Using AM technologies, sensors and heating elements 
can be seamlessly incorporated into the mold structure 
without compromising its durability or functionality [12]. 
These feature provide real-time monitoring and control of the 
molding process, including temperature, pressure, and flow 
rates, to maintain optimal production conditions. 
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2.7 Hybrid Manufacturing 
 

The integration of AM with conventional manufacturing 
methods provides innovative solutions for enhanced 
efficiency. By utilizing AM to produce near-net-shape molds 
and CNC machining for final finishing, complex geometries 
can be created with minimal material waste while achieving 
high accuracy and superior surface quality in critical areas. 
 
3 SOFT AND HARD TOOLING SOLUTIONS FOR MOLDING 
 

In prototype and low-volume production (soft tooling), a 
universal metal base combined with polymer-based inserts 
(core and cavity) is commonly used. This modular approach 
allows a single master base to support multiple insert designs. 
Additionally, the robust metal base enhances structural 
integrity, enabling a reduction in the size of polymer core and 
cavity inserts, which results in faster production and reduced 
material waste. To optimize the performance of polymer 
inserts, the mold base geometry should be slightly adjusted 
compared to designs intended for metal inserts. Mold 
features such as draft angles, radii, and gate size should be 
increased as much as possible, while sprue and ejector holes 
should be undersized by 0.2-0.3 mm. As for runners and 
cooling channels, standard sizing practices should be 
followed when dimensioning [2]. 

Molds with polymer inserts are not without limitations. 
While they are well-suited for prototyping, low-volume 
production, or specific applications where extreme durability 
is not required, they may not withstand the high pressures and 
temperatures associated with large-scale or high-volume part 
manufacturing as effectively as metal molds. Therefore, one 
of the key challenges in developing an AM process for molds 
with polymer inserts is selecting materials that provide the 
necessary mechanical and thermal properties of mold. The 
differing thermal responses of polymers inserts during the 
injection and cooling stages require precise control to avoid 
tolerance loss and deformation of the workpiece. The service 
life of a polymer mold depends on several factors, including 
the mold material, the complexity of the tool /workpiece 
geometry, melted polymer properties, injection molding 
process parameters, wear etc. Another challenge in AM 
molds is surface quality, as the layer-by-layer manufacturing 
process can introduce roughness that necessitates additional 
finishing steps. 

In addition to the previously mentioned drawbacks, 
polymer molds also provide several advantages over metal 
molds, including: reduced clamping force, improved air 
barrier performance, and better ventilation. Ventilation 
conditions can be further optimized with the use of multi-part 
molds (Fig. 2), which improve their service life [8]. Multi-
part molds are particularly beneficial for molds with complex 
geometries, where damage to individual segments can occur 
due to small sections and sharp corners. Additionally, they 
offer the advantage of quick replacement if individual 
components break or deform. To enhance the operational 
performance of molds with polymer inserts and extend their 
service life, it is crucial to carefully select injection molding 
process parameters, including temperature, pressure, and 

cycle time. In other words, adjustments to the parameters 
used for conventional (metal) inserts should be made, and 
their upper limits must be defined to prevent mold damage. 
In general, it is recommended to select standard processing 
parameters for injection pressure, mold temperature, and 
melt temperature of industrial polymers at the lower end of 
the recommended ranges. In terms of injection pressure, the 
rate at which it increases is also important. Applying the 
standard injection pressure adjustment procedure, which 
involves a rapid increase to maximum pressure, could result 
in the displacement of inserts and their undesirable 
deformations, leading to improper mold functioning. 
Therefore, the injection pressure should be gradually 
increased and generally kept as low as possible. Similar 
recommendations apply to the holding pressure.  

 

 
Figure 2 Multi-part molds produced using the PolyJet process [8] 

 

 
Figure 3 The temperature profiles of the metal (left) and polymer (right) molds [13] 

 
Cooling time is another critical factor, as it directly 

affects both the efficiency of the injection molding process 
and the service life of the mold. Due to the lower thermal 
conductivity of molds with polymer inserts compared to 
traditional metal molds, the cooling time is significantly 
longer to prevent thermal damage to the molds. Fig. 3 
illustrates the temperature distribution across the cross-
section of conventional (metal) and polymer mold inserts. As 
seen in Fig. 3, heat distribution is more uniform in the metal 
insert (Fig. 3 - left) compared to the polymer insert, where 
heat accumulates near the mold parting line. This leads to a 
higher thermal load on the insert surface, increasing wear and 
sticking while raising the risk of warping or cracking. To 
minimize wear, it is crucial to extend the cooling phase (time) 
after part ejection and, if possible, reduce the wall thickness. 
On the other hand, a slow cooling rate increases the 
crystallinity of the molded part, enhancing its strength, 
dimensional stability, and aesthetic appearance. Besides this, 
slower cooling contributes to lowering internal stresses, 
ensuring improved strength and reliability of the molded part. 
In this regard, polymer molds offer advantages over metal 
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molds. It is important to note that cold compressed air is 
commonly used during the open mold time to keep mold 
insert temperatures below the heat deflection temperature 
(HDT). This approach offers greater cooling efficiency 
compared to traditional cooling channels, which may 
compromise the stiffness of a polymer mold. 

Fused Deposition Modeling (FDM) is the most 
accessible form of 3D printing. Although FDM employs a 
wide range of materials, only a few materials, such as 
Acrylonitrile Butadiene Styrene (ABS), ABS-X, 
Acrylonitrile Styrene Acrylate (ASA), PolyEther Ether 
Kentone (PEEK), Polyether Imide (PEI) - ULTEM, and 
several nylons, meet the operational demands of injection 
molding. Furthermore, producing parts from these materials 
requires specialized printer capable of achieving high nozzle 
temperatures (above 300 °C), heated build plates (above 
100 °C), and, in some cases, a high ambient temperature of 
over 170 °C [14]. Despite its advantages, FDM-based mold 
manufacturing faces notable obstacles, such as high surface 
roughness and structural weaknesses in the gate area, which 
experiences extreme thermal and pressure conditions. As a 
result, these inserts typically last no more than 10 injection 
molding cycles before sustaining damage, primarily at the 
gate. In contrast, tools and molds produced using SLA, DLP, 
and SLS exhibit greater resistance to high temperatures and 
pressures. While all these methods enhance mold durability, 
SLA and DLP offer a smoother surface finish compared to 
SLS, typically requires. Moreover, SLA and DLP are 
generally more cost-effective, making them a more attractive 
option for various applications.  
 In its early stages, SLA was mainly used to create solid 
resin molds for prototyping and small-scale production (up 
to 50 pieces) of simple, small components made from low-
abrasion, low-melting-point thermoplastics. This process is 
known as direct SLA or Accurate Clear Epoxy Solid (ACES) 
injection molding (AIM) tooling, where both the core and 
cavity are fabricated directly using a stereolithography 
machine. Thanks to advancements in SLA resin technology, 
primarily through the introduction of acrylic, vinyl, and 
epoxy-based resins that can withstand higher operational 
temperatures, SLA has significantly enhanced its ability to 
produce mold inserts with improved performance and longer 
service life (up to 200 cycles), as well as to mold parts from 
a wider range of materials. SLA mold production has been 
further enhanced with the introduction of shell tooling, 
commonly referred to as backfilled molds. This process 
begins with the creation of an SLA shell with a wall thickness 
of 2–3 mm, which is then reinforced with thermally 
conductive materials such as aluminum-filled epoxy (a blend 
of 70% epoxy resin and 30% aluminum powder) or a low-
melting metal alloy to form the injection molding tool (Fig. 
4). This mold not only provides improved thermal 
conductivity and service life (allowing for 50–500 cycles of 
materials at melting temperatures up to 300 °C) but also 
reduces tooling development costs compared to molds 
produced using the direct SLA method. 

 
Figure 4 Cross section of backfield mold [13] 

 
Similar to SLA, PolyJet mold inserts are most effective 

for thermoplastics that melt at low to moderate temperatures 
(below 300 °C) and demonstrate excellent flow 
characteristics, including polyethylene (PE), polypropylene 
(PP), polystyrene (PS), acrylonitrile butadiene styrene 
(ABS), thermoplastic elastomers (TPE), polyamides (PA), 
polyoxymethylene (POM), PC-ABS blends, and glass-filled 
resins [15]. PolyJet molds are best utilized in small-batch 
production (typically 5 to 100 molded parts - see Fig. 1) and 
for small to medium-sized components with volumes up to 
approximately 150 cm³. The poor heat conductivity of 
PolyJet molds limits the effectiveness of cooling systems in 
reducing molding cycle times or improving part quality, but 
they can extend tool life by up to 20% [15]. This 
improvement is more noticeable as the cavity depth and core 
height decrease. Mendible et al. [16] compared 
conventionally manufactured metal inserts to those made 
using DMLS (metal) and PolyJet (polymer) technologies, as 
shown in Fig.5. The findings reveal that DMLS inserts 
closely matched the performance of machined inserts, with 
no evident signs of failure after 500 cycles. In contrast, 
PolyJet inserts began producing defective parts at 80 cycles 
and failed completely by 116 cycles. Additionally, PolyJet 
mold exhibited the highest shrinkage variance, along with 
extended cycle times and notable temperature gradient. 

 

 
Figure 5 Mold inserts manufactured using different technologies [16] 

 
In injection molding process, the reduction in cycle time 

is heavily influenced by the design (conformability) of the 
cooling channels and the complexity of the part. Unlike 
traditional straight-line cooling channels, conformal cooling 
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channels (CCCs) are designed to follow the contours of the 
mold, ensuring more uniform heat removal and efficient 
cooling. This results in shorter cycle times and enhanced 
production efficiency. According to studies [6, 10, 17], 
conformal cooling channels (CCCs) can reduce cycle times 
by up to 50%, with certain applications reporting reductions 
of up to 70%, as noted by Evens et. al. [18]. These channels 
also enhance surface finish quality, minimize shrinkage and 
deformation, reduce the average time required to reach 
ejection temperature by over 30% compared to conventional 
cooling methods, and lower the maximum temperature on the 
mold surface by up to 20-30% [19]. 

One of the key advantages of CCCs is their ability to 
provide a more uniform temperature distribution across the 
mold surface, effectively reducing hot spots - localized areas 
with elevated temperatures that can negatively impact 
product quality. By optimizing heat dissipation, CCCs 
contribute to improved dimensional stability and reduced 
internal stresses within molded parts. In terms of economic 
benefits, a 20–40% reduction in cooling time can result in an 
estimated 27–55% increase in profit margins. Additionally, 
product quality improvements of up to 70% have been 
reported when CCCs are implemented in the injection 
molding process [17]. 

However, while CCCs enhance cooling efficiency, their 
complex design can introduce challenges. The intricate 
pathways result in higher coolant pressure drops than 
conventional channels, leading to increased energy 
consumption from the cooling system. This trade-off 
between cooling time reduction and temperature uniformity 
underscores the importance of proper CCC design and 
optimization before real-world implementation. 

The CCCs are predominantly integrated into molds that 
feature metal inserts (core and cavity), which are 
manufactured using AM powder bed fusion (PBF) 
technologies. In addition to common PBF-related challenges 
such as porosity, residual stresses, and rough surfaces, a 
critical concern in manufacturing molds with CCCs is the 
risk of collapse and warping of overhanging structures, 
particularly in large holes and channels. To ensure structural 
integrity during printing, support structures are often 
required. However, removing these supports and clearing 
residual powder from internal channels can be difficult due 
to their complex geometries and small diameters. If left 
inside, they can obstruct coolant flow and reduce cooling 
efficiency. To address this issue, molds featuring self-
supporting CCCs and tailored porous structures, 
incorporating high-strength diamond units, have recently 
been designed and manufactured (Fig. 6) using AM-PBF 
technology [20]. 

 

 
Figure 6 Mold with self-supporting CCCs and porous structures [21] 

As it said before, AM technology allows for the precise 
design and fabrication of complex lattice structures that 
optimize material distribution within the mold. Study [21] 
confirmed the effectiveness of lattice structures in reducing 
mold weight, achieving an impressive 79% reduction 
compared to a solid Ti-6Al-4V mold using octet-truss (OT) 
and diamond (DM) configurations (Fig. 7). The redesigned 
mold also proved highly durable, completing 400 PVC 
injection cycles without any visible damage. Furthermore, 
lattice structures can be utilized to enhance both the structural 
integrity and thermal management of molds. By 
incorporating conformal cooling layers (Fig. 8) composed of 
interconnected scaffolds or porous elements, these structures 
enable heat transfer fluids to flow as close as possible to the 
molding surface. [22, 23]. Brooks et al. [23] found that 
conformal cooling layers can reduce cooling time by up to 
27% compared to conventional cooling channels. 

 

 
Figure 7 Additively manufactured mold with a lattice structure (a), sectional view 

illustrating step height (b), weight comparison between solid and lightweight Ti-6Al-
4V molds (c) [22] 

 

 
Figure 8 Schematic representation of (a) conventional cooling channels and (b) 

conformal cooling layers. [23] 
 
4 CONCLUSION 
 

Technological advancements in AM and RT have the 
potential to reshape the injection molding industry. By 
enhancing mold design, reducing prototyping time, and 
improving production efficiency, AM is addressing many 
limitations of traditional mold manufacturing. However, 
challenges remains. The durability of 3D-printed molds for 
high-volume production is still a concern, and the high cost 
of advanced AM systems can be a barrier for smaller 
manufacturers. Additionally, AM metal molds often require 
post-processing to achieve the required surface finish and 
dimensional accuracy. 
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Influence of Innovative Digital Tools in Retail on the Purchasing Behaviour:  
An Empirical Study Based on a Customer Observation and on a Customer Survey 

Daniela Ludin*, Sophia Bayha, Alexander Loew, Mike Tilmann 

Abstract: Digitalization is fundamentally changing the retail sector, presenting both companies and customers with new challenges and opportunities. Innovative digital tools, such 
as self-checkout systems, are becoming increasingly important and are not only influencing process efficiency but also the purchasing behaviour of consumers. This study 
examines the impact of digital innovations on the purchasing behaviour of customers in the retail sector and shows how modern technologies can supplement or even replace 
traditional structures. The aim of the study is to develop a deeper understanding of which factors promote or prevent the acceptance of digital systems and how these can be 
successfully integrated into practice. The study combines theoretical approaches with empirical findings in order to derive practical recommendations for the retail sector. Therefore, 
this study involves first observations in a supermarket aimed at capturing and interpreting consumer experiences in their natural context. Second a customer survey is conducted 
in the same supermarket. The findings reveal a picture of how digital tools, particularly self-checkout systems, influence customer purchasing behaviour in retail. In summary, while 
self-checkout systems offer significant benefits, their successful integration requires a balanced approach that addresses the diverse needs of all customer groups. By addressing 
these needs, retailers can maximize the efficiency and customer satisfaction of digital tools, ensuring their acceptance and long-term success in a rapidly evolving retail landscape. 

Keywords: digital innovations; digital tools; purchasing behaviour; retail sector; self-checkout-systems 

1 INTRODUCTION 

Digitization has changed the retail sector enormously in 
recent years, with technological innovations such as self-
checkout systems playing a key role. These systems allow 
customers to complete the payment process independently, 
potentially leading to shorter waiting times and a more 
efficient shopping experience. The retail sector is currently at 
an all-time high in the use of self-checkout technology. Over 
5,000 shops in Germany already offer self-checkout options, 
an increase of 117 per cent compared to 2021 [1]. Despite 
this dissemination, questions remain about customer 
acceptance and the actual impact on purchasing behaviour. It 
is unclear how different customer groups react to this 
technology and what factors influence its use.  

The aim of this study is to investigate how self-checkout 
systems affect people’s shop-ping behaviour in the retail 
sector and what changes this technology brings to consumers' 
everyday lives. The focus is on analysing customer behaviour 
and preferences to better understand how these systems are 
used in practice and how they impact on the shopping 
experience. The goal of the study is to provide insights into 
the extent to which self-checkout systems are changing 
traditional shopping behaviour. It is looked on which factors 
determine the use of this technology in everyday life. This 
enables a deeper understanding of the interactions between 
customers and technology in the retail context. 

2 LITERATURE REVIEW 
2.1 Method and Focus of the Literature Review 

The literature review of this study focuses on selected 
double blind peer-reviewed Journals included in VHB Rating 
2024 [2] or in the "Resurchify" information portal [3]. The 
analysis presents an overview and insights into the research 
areas of digital innovation, retail management, and 
behavioural economics. A non-systematic literature review 
approach is applied, as it is more flexible and as it provides a 

broader overview [4, 5]. With regard to the selection of 
literature sources, the most important keywords which were 
searched were: "self-checkout" in connection with 
"supermarkets" or "technological progress". The search 
continued with "innovations in supermarkets", "customer 
behaviour in supermarkets" and "current changes in 
supermarkets". In the further process, it was searched for 
authors who have already published on the subject of 
"technology in retail". Due to this selection, a high-quality 
literature review could be carried out [6]. The four phases of 
designing, conducting, analysing and writing the review were 
employed to delve deeper into the fundamentals of 
"digitization in supermarkets" [7]. 

2.2 Retail, Digital Innovation and Customer Behaviour 

Retail is a complex system that represents an exchange 
between sellers and end consumers, where products are 
provided to fulfil customers’ needs. This requires a deep 
understanding of customer behaviour in order to create 
personalised shopping experiences and maximise the 
efficiency of sales channels. Today, a distinction is made 
between traditional retail and online retail (e-commerce). The 
current state of research in retail has changed significantly in 
recent years due to technological innovations and changing 
customer requirements. In particular, the integration of 
artificial intelligence (AI) and data-driven approaches plays 
a central role. The use of AI has expanded massively in the 
retail sector in recent years, enabling better analysis of 
customer behaviour and optimised processes [8]. Omni 
channel strategies in particular are a key element of modern 
retail research. Retailers are increasingly endeavouring to 
integrate various channels in order to meet changing 
customer preferences [9].  

In order to achieve sustainable competitive advantages 
through efficiency and customer satisfaction, supermarkets 
are implementing more and more self-checkouts in practice 
[10]. As in practice consumers often favour technologies that 
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are intuitive and convenient to use, supermarkets see great 
potential in this technology. Factors such as technological 
infrastructure, employee acceptance and customer 
requirements play an important role in implementation. 
However, it should be noted that these technologies can not 
only reduce costs, but also bring new challenges, for example 
in terms of theft prevention and technological maintenance 
[11]. Integration into omni channel strategies and 
overcoming barriers to acceptance by customers and 
employees are key factors contributing to the success of 
supermarkets [12]. Overall, the research shows that 
technological developments in retail are currently one of the 
most important topics shaping the current time.  

Digitalization has profoundly transformed the retail 
sector in recent years, redefining traditional business models. 
Studies on the development of digital business models show 
that retailers are compelled to adapt their strategies by 
integrating modern technologies to stay competitive. Key 
elements of digital transformation include digitized business 
pro-cesses like optimized supply chains, data-driven 
decision-making and innovative customer interactions [13]. 
These digital innovations enable retailers to improve 
efficiency and enhance customer satisfaction. Innovation 
thus provides stability, as it enables companies to swiftly 
respond to structural changes in the market and seize 
emerging opportunities early on. High flexibility allows a 
company to act more effectively than its immediate 
competition and fully exploit potential opportunities [10]. 
The current state of research on digital innovation in retail 
highlights the significant role of data-driven technologies and 
strategic approaches in enhancing competitive advantage 
[14]. Longitudinal studies indicate that data-driven 
innovation, coupled with marketing agility, is crucial for 
competitive advantage in a dynamic market. Agility and 
adaptability are particularly advantageous in times of market 
turbulence, helping firms respond effectively to consumer 
needs [15]. By being the first to introduce innovative 
services, companies can achieve significant competitive 
edges. However, imitators can also succeed through fast-
follower strategies, allowing them to avoid the pit-falls of 
pioneers and respond more quickly to market needs [16]. 

Digital and innovative transformation not only reshapes 
business processes but also fundamentally changes consumer 
behaviour. Today’s customers expect seamless experiences 
across multiple channels, a concept known as omni channel 
interaction. This involves integrating physical stores, online 
platforms and mobile applications to create a cohesive and 
personalized shopping experience. Research indicates that 
social media and data analytics play a crucial role in crafting 
these tailored shopping experiences. Retailers must 
increasingly adapt to these digital shifts and develop 
innovative strategies to meet the expectations of modern 
consumers [17]. Digital innovations using smart technology, 
such as self-checkout systems, are a particularly important 
topic. These simplify the shopping process by reducing 
waiting times and replacing traditional checkouts. They are 
part of a comprehensive strategy for ‘smart retail’, which 
includes personalized offers via apps, real-time order 
tracking and contactless payment. Such technologies 
improve efficiency and meet the expectations of digital 
accessible consumers in an increasingly tech-accessible retail 

landscape [18]. Digital innovations are therefore not just a 
tool for the external image of supermarkets, but an important 
step towards sustainable success. Self-checkout tills are the 
first step in modern checkout systems. 

In the context of digital tools in retail, behavioural 
research explores how heuristics - mental shortcuts - affect 
purchasing decisions. For instance, self-checkout systems 
might reduce the perceived waiting time, influencing 
customers’ satisfaction and future shop-ping behaviour. 
However, these heuristics can also introduce biases, such as 
anchoring or loss aversion, which impact choices related to 
product selection or impulse purchases [19]. The presentation 
or ‘framing’ of options in digital interfaces, such as 
promotional offers displayed on self-checkout screens, can 
significantly alter customer preferences and behaviours [20]. 

Social factors also play a crucial role in retail behaviour. 
Concepts like fairness and reciprocity may affect how 
customers perceive the use of self-checkout systems 
compared to traditional cashier interactions [21]. For 
example, some shoppers might prefer human interaction for 
a sense of fairness or out of social habit, while others may 
appreciate the efficiency and privacy of digital alternatives. 
This social dimension influences customer acceptance and 
satisfaction with innovative technologies [12]. 

Behavioural research further examines time-related 
trade-offs in retail. Self-checkout and other digital 
innovations can reduce perceived inconvenience and waiting 
times, thereby enhancing the overall shopping experience 
[22]. However, systematic biases, such as the tendency to 
undervalue future outcomes, might also influence decisions 
like participation in loyalty programs or adoption of new 
digital services [12]. 

Overall, applying behavioural economics in the retail 
sector offers practical insights into how digital tools reshape 
customer experiences and purchasing behaviour [23]. This 
understanding can inform more effective implementation 
strategies for self-checkout systems, personalized marketing 
and other technological innovations, ultimately improving 
customer satisfaction and driving business success [24]. 
 
2.3 Retail, Digital Innovation and Customer Behaviour 
 

Based on the theoretical insights, the following four 
specific research guiding questions (RQ1, RQ2, RQ3 and 
RQ4) were formulated to guide the empirical investigation of 
this study: 
• RQ1: Do customers favour digital tools over traditional 

options when paying in supermarkets? Why or why not? 
• RQ2: Does the age of the customer influence the choice 

of checkout when paying in supermarkets? 
• RQ3: Does the number of items purchased influence the 

choice of checkout when paying in supermarkets? 
• RQ4: How does the average waiting time at self-

checkouts differ from the waiting time at conventional 
checkouts in supermarkets? How do the average waiting 
times change at peak times? 
 
With these five research guiding questions the study 

addresses specific aspects that have not been fully explored 
in previous studies on self-checkout systems. It examines 
how demographic factors, such as age and familiarity with 
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technology, influence the choice between self-checkout and 
traditional checkouts. Additionally, it explores the impact of 
purchase size on checkout preferences and assesses how 
important the availability of both checkout options is to 
customer satisfaction. By focusing on these behavioural and 
situational factors, the survey provides deeper insights into 
the adoption and integration of digital tools in retail. 
 
3 METHODS 
3.1 Customer Observations 
 

First this study involves observations aimed at capturing 
and interpreting consumer experiences in their natural 
context. This approach enables observers to see how 
consumers interact with the self-checkout service. The focus 
is on uncovering the interactions between various actors 
within the consumption ecosystem. This method 
complements traditional surveys by not only documenting 
consumer experiences but also capturing their behaviours 
and the influences of other actors during the consumption 
process [25]. The aim of the observation in this study is to 
investigate the average waiting times of customers at the 
conventional checkout and at the self-checkout. In total 200 
customers are observed on the 11th of November 2024 
between 1 pm and 3 pm in a supermarket in Heilbronn, 
Germany. The survey period is deliberately chosen on the 
assumption that people tend to go shopping on Mondays, as 
shops are closed on Sundays. This is done with 100 people at 
a normal time (3 pm) and 100 people at the rush hour (6 pm) 
when there is a very high volume of customers. Particular 
attention is paid to queuing time and handling time so that a 
total time for the process can be determined in the end. 
Special incidents are also noted. Stopwatches, a note log and 
a table for data recording are available. The observation 
process includes the start of the queueing time, the end of the 
queueing time/start of the processing time and the end of the 
processing time. The resulting data forms the ideal basis for 
analysing and comparing the two checkout types. 
 
3.2 Customer Survey 
 

Second a customer survey is conducted in the same 
supermarket in Heilbronn, Germany, as well on the 11th of 
November 2024. Before participating, customers are pre-
screened based on their apparent age and willingness to take 
part. The survey is conducted primarily through an online 
questionnaire. The persons carrying out the questionnaire ask 
customers directly after their shopping experience, where 
they still have the most memories. The questionnaire is either 
filled out by the respondent directly or on a mobile device by 
a responsible person from the survey team, who enters the 
data of the respondents so that the customers did not have to 
fill in the questionnaire themselves. For participants less 
familiar with digital tools, for example, such as older 
customers, direct interviews are conducted by the survey 
team. To ensure efficiency and comfort, respondents are 
guided through the questionnaire by the survey team using a 
mobile device, with the survey team reading out and 
explaining the questions directly. A mixed-methods 
approach is employed for the questionnaire [26]. Open-ended 
questions are posed, allowing customers to share their 

shopping experiences through self-checkout systems. 
Additionally, specific questions are included to gather 
precise in-formation, such as the number of items customers 
purchased [27, 28]. Firstly, demographic questions were 
answered. After that, the customers are asked which type of 
cash register they have chosen. Depending on the answer, the 
questionnaire is divided into the self-checkout and 
conventional checkout stands. The customers describe their 
shopping experiences and impressions. Finally, the 
customers state whether the choice between the different 
checkout options is important to them. A total of 103 
customers participate in the survey, reflecting a diverse 
demographic pro-file. The respondents have an average age 
of 43, ranging from 7-12 years to 65+ years. The gender 
distribution is 50,5% male, 47,6% female and 1,9% diverse. 
The data collected was analysed in several steps. Firstly, the 
questionnaires were digitally recorded and stored in a 
structured database. Quantitative data such as preferred 
checkout type, waiting times and demographic information 
were analysed using statistical methods to identify key trends 
and patterns. Qualitative responses to open-ended questions 
were analysed to understand common themes, opinions and 
suggestions for improvement. The results were analysed both 
numerically and graphically to make the presentation clear 
and understandable. 
 
4 RESULTS 
 

The efficiency of new technologies in supermarkets 
often plays an important role, as it usually determines 
whether these technologies will prevail in the long term. In 
addition to the monetary factor, throughput and time savings 
are usually an important object of investigation [29]. In order 
to be able to measure the time differences, the queuing time, 
the processing time and the total time of 50 people each were 
measured at the self-checkout checkout and at the 
conventional checkout in a supermarket in Heilbronn, 
Germany. This was carried out at a normal time (3 pm) and 
at rush hour (6 pm). Considering the average waiting time, 
customers queued for 3 minutes and 10 seconds at the 
conventional checkout. At the self-checkout this time is 
reduced to 14 seconds. During the rush hour, the observed 
waiting time increases by 19,47% to 3 minutes and 47 
seconds at the conventional checkout and by 114,29% to 30 
seconds at the self-checkout. As it can be seen (Tab. 1) the 
queue time at the normal checkout is significantly higher at 
both normal and peak times, suggesting that the self-
checkout queue is significantly shorter. During rush hours, 
the queue times at both checkouts also increase, which can 
be attributed to a higher observed volume of customers. 
 

Table 1 Waiting time (in min) 
 Self-Checkout Cash register Change (%) 

Normal Time 0:14 3:10 1257,14 
Rush Hour 0:30 3:47 656,67 
Change (%) 114,29 19,47  

 
Considering the average processing time, the results here 

are the other way round (Tab. 2). Here the processing time is 
1 minute and 8 seconds at the conventional checkout, while 
it is 3 minutes and 8 seconds at the self-checkout. This picture 
can also be seen during rush hour. During this time, the 
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processing time at the conventional checkout increases by 
11,76% to 1 minute and 16 seconds and decreases by 6,91% 
to 2 minutes and 55 seconds at the self-checkout. It can be 
seen that the processing time of the normal checkout is 
63,83% lower than that of the self-checkout during normal 
hours and 56,57% lower during peak hours. 
 

Table 2 Processing time (in min) 
 Self-Checkout Cash register Change (%) 

Normal Time 3:08 1:08 ‒63,83 
Rush Hour 2:55 1:16 ‒56,57 
Change (%) ‒6,91 ‒11,76  

 
One reason for the longer processing time at self-

checkout may be that 35% of the self-checkout users 
surveyed said that they only use it occasionally and 9% use 
it rarely (Tab. 3). This suggests that many shoppers are 
unfamiliar with the technology and need more time to 
complete the process than a trained cashier at a conventional 
checkout. 
 

Table 3 Frequency of self-checkout usage 
How often do you use Self-Checkout? n % 

Always 7 15 
Often 19 41 
Occasionally 16 35 
Rarely 4 9 
Never 0 0 

Total: 46 100 
 

If now considering the total time for the two checkout 
types, it can be seen (Tab. 4), that the total time for the 
conventional checkout is 27,72% higher than for the self-
checkout during normal hours. The total time also increases 
during peak hours. An increase of 49,27% is measured here. 
Overall, therefore, it can be seen that customers need more 
time to complete the checkout process at the normal checkout 
both at normal times and during the peak hours. It can also 
be seen that the total time spent at normal checkouts is 
18,60% longer than at peak times. At self-checkout, however, 
the increase is only 1,49%. This shows that, on average, 
shoppers lose less time during the rush hour than at the 
conventional checkout. 
 

Table 4 Total time (in min) 
 Self-Checkout Cash register Change (%) 

Normal Time 3:22 4:18 27,72 
Rush Hour 3:25 5:06 49,27 
Change (%) 1,49 18,60  

 
The customer survey in the same supermarket in 

Heilbronn, Germany, identifies primary reasons for choosing 
self-checkout and highlights its practical benefits. Customers 
were asked about their main reasons for choosing a self-
checkout. The most frequently cited factors include shorter 
queue (80%), faster payment process (50%) and flexibility, 
e.g., to scan and pack at one's own pace (approximately 
40%). These features align closely with the objectives of 
digital tools, which aim to enhance efficiency, save time and 
offer a more tailored shopping experience. Self-checkout 
systems were most popular among younger age groups (26-
35 years and 19-25 years), indicating that digital natives are 
more inclined to adopt innovative technologies (Fig. 1).  

 
Figure 1 Connexion between age and the choice of checkout 

 
Most respondents stated that they had chosen the 

conventional checkout. 46 of the 103 respondents stated that 
they had used the self-checkout. This means that 23,91% of 
respondents selected the conventional checkout. It can also 
be seen that the conventional checkout was chosen most 
often in the 26-35 age group with 24,6%, followed by the 56-
65 age group with 19,3%. Self-checkout was used most 
frequently by the 26-35 age group with 26,1%, followed by 
19-25 years with 21,7%. The result could be due to the 
increasing tendency towards self-checkouts among younger 
age groups, particularly up to the early thirties. While the 
older age groups from their mid-thirties to mid-sixties show 
a stronger preference for traditional checkouts. The age 
group from 26 to 35 is strongly represented in both 
categories, but has a higher distribution in traditional 
checkouts. This indicates that the choice of checkout is 
strongly dependent on familiarity with digital technologies 
and convenience preferences. 

Familiarity with self-checkout systems played a key role 
in their usage: respondents who described themselves as 
"very familiar" or "rather familiar" with the technology were 
significantly more likely to choose self-checkout. This 
familiarity fosters confidence and efficiency, as experienced 
users can navigate the system with ease. In contrast, those 
who identified as "not familiar" often took more time at the 
self-checkout, which may explain the longer average 
processing times compared to traditional check-outs. 

Despite the growing availability of self-checkout 
systems, a significant proportion of customers continue to 
prefer traditional checkouts; 55,3% of respondents chose this 
option. Several factors contribute to this preference, 
highlighting the enduring importance of human interaction 
and familiarity in the shopping experience. First, personal 
contact with checkout staff remains a key reason for 
favouring traditional checkouts. Many customers value the 
social interaction and the sense of support provided by 
trained personnel, particularly in resolving issues or ensuring 
a smooth payment process. Additionally, traditional 
checkouts are particularly favoured for larger purchases, 
where staff assistance in scanning and packing items 
significantly eases the workload for customers. Furthermore, 
technological familiarity plays a crucial role. Older 
generations or less tech-savvy individuals often perceive 
traditional checkouts as a simpler and more reliable option, 
avoiding the potential stress or errors associated with using 
self-checkout technology. The importance of habit is also 
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evident, as long-standing customers often prefer the routines 
they are accustomed to, finding comfort in the predictability 
of traditional checkout systems. Lastly, the desire to avoid 
technical difficulties, such as malfunctioning scanners or user 
errors, further solidifies the preference for conventional 
cashiers. These systems are perceived as more efficient and 
problem-free, especially by those who may lack confidence 
in their ability to navigate digital tools effectively (Fig. 2). 
 

 
Figure 2 Reasons for choosing traditional checkouts 

 
The data underscores the need for retailers to maintain a 

balance between innovative technologies and traditional 
services, catering to the diverse preferences and expectations 
of their customer base. 

Next, this study looked at whether the number of items 
purchased had an influence on the choice of checkout. The 
analysis (Table 5) reveals a clear trend: as the number of 
items increases, the preference for conventional checkout 
also rises, while self-checkout is predominantly chosen for 
smaller purchases. For purchases of 1 to 10 items, over 80% 
of customers choose self-checkout. However, starting from 
11 items, the preference for self-checkout decreases 
significantly, with conventional checkout becoming the 
preferred option, especially for purchases of 21 items or more 
(over 86%). These findings suggest that customers may be 
looking for personal interaction or assistance at the checkout 
for larger purchases, while preferring faster self-service for 
smaller purchases. 
 

Table 5 Influence of the number of articles on the choice of cash register 
Number of 

articles 
Self-

Checkout 
Conventional 

checkout 
Total  

(2 + 3) 

Self-
Checkout 

(%) 

Conventional 
checkout (%) 

1 2 3 4 5 6 
1-3 5 1 6 83,33 16,67 
4-10 19 4 23 82,61 17,39 

11-20 17 18 35 48,57 51,43 
21-50 4 25 35 13,79 86,21 
>50 1 9 29 10,00 90,00 

Total 46 57 103   
 

Then the question of whether the choice between self-
checkout and conventional checkouts is important was asked. 
42,7% of respondents stated that the choice was important to 
them. Surprisingly, less than 50% voted that the choice of 
checkout was important to them. People who categorise 
themselves as ‘very familiar’ or ‘rather familiar’ are more 
likely to answer ‘YES’ (75% or approx. 61,54%). People 
with lower familiarity tend to answer ‘NO’ significantly 

more often (approx. 64,29% and approx. 89,66%). A possible 
implication can be assumed. Familiarity seems to correlate 
with the assessment of the importance of the option. The 
more familiar someone is with self-service checkouts, the 
more likely it is that they consider the option to be important. 
 
5 CONCLUSIONS 
5.1 Discussion 
 

The findings of this study reveal a picture of how digital 
tools, particularly self-checkout systems, influence customer 
purchasing behaviour in retail. While 55,3% of respondents 
still opted for traditional checkouts, 44,7% chose self-
checkout systems. On one hand, the data high-lights the 
substantial advantages these innovations provide, such as 
shorter queue times and greater autonomy, which relates 
strongly with younger, tech-savvy customers. On the other 
hand, the longer processing times and the dependence on 
costumers’ familiarity with the technology are obstacles for 
a broad acceptance (RQ1). 

The findings from the survey at Edeka Heilbronn 
demonstrate the increasing influence of digital innovations, 
such as self-checkout systems, on customer behaviour and 
preferences. While 55,3% of respondents still opted for 
traditional checkouts, 44,7% chose self-checkout systems 

The adoption of self-checkout systems appears to be 
influenced by demographic factors, such as age and 
familiarity with technology. (RQ2) Younger generations, 
often referred to as digital natives, demonstrate a higher 
likelihood of choosing self-checkout due to their comfort 
with the technology. Older customers or those less familiar 
with self-checkout tend to favour conventional checkouts, 
due to a preference for personal interaction and support. This 
divergence underscores the importance of addressing both 
generational and experiential differences when implementing 
such technologies. 

Another notable observation is the strong connexion 
between the size of a purchase and checkout preference. 
While self-checkout systems excel in efficiency for smaller 
purchases, conventional checkouts remain the preferred 
option for larger purchases with assistance in scanning the 
large amount of products. This suggests that while self-
checkout systems enhance convenience for quick 
transactions, they do not yet serve as a comprehensive 
replacement for conventional checkouts (RQ3). 

The longer processing times at self-checkouts compared 
to conventional checkouts indicate a significant limitation. 
This discrepancy can be attributed to two factors: the learning 
curve associated with using new technology and the 
occasional need for staff intervention in cases of errors or 
technical issues. These challenges highlight an area where 
retailers must focus on improving usability and providing 
better support to first-time or in-frequent users. But when 
speaking about time, the study still showed that the total time 
on the self-checkouts are shorter, which is due to the fact that 
the queue is shorter than at the conventional checkout. From 
a business perspective, the data presents an opportunity for 
retailers to streamline their operations. While self-checkout 
systems offer queue time reductions, their longer processing 
times reduce the overall efficiency gain. Addressing these 
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inefficiencies can unlock greater potential for these systems 
(RQ4). 

In summary, while self-checkout systems offer 
significant benefits, their successful integration requires a 
balanced approach that addresses the diverse needs of all 
customer groups. By addressing these needs, retailers can 
maximize the efficiency and customer satisfaction of digital 
tools, ensuring their acceptance and long-term success in a 
rapidly evolving retail landscape. 
 
5.2 Limitations and Future Research 
 

This study has some limitations that may affect the 
interpretation of the results. The size amount of people 
participated in the survey was rather small and limited to one 
supermarket in Heilbronn, which limits generalisability. 
Future studies could include larger and more diverse samples 
from different locations. As the study period was limited to 
one day, longitudinal studies could also help to better 
understand seasonal and long-term changes in behaviour. 

In addition to the aspects analysed, it would be 
interesting to investigate how the introduction of self-service 
checkouts affects sales and goods throughput. It could also 
be investigated whether the use of such technologies could 
replace staff in the long term and what the social and 
economic consequences of this would be for the retail sector. 
Such findings could provide valuable information for 
strategic planning in the sector. 
 
5.3 Practical Implications 
 

The results extend the understanding of the interfaces 
between digital innovation and consumer behaviour. There 
are recommendations for retailers on how to implement and 
optimise self-service checkouts. Targeted customer training 
on how to use the technology and a more intuitive design 
could improve adoption and efficiency. In addition, 
companies should strategically plan the introduction of such 
technologies in order to secure economic benefits and in-
crease customer satisfaction without neglecting social 
factors. 

Increasing technological change in retailing raises social 
issues, particularly in terms of potential job losses or loss of 
human interaction. It is important to minimise potential 
negative social impacts through social measures and 
appropriate integration of technologies into existing work 
structures. At the same time, such technologies offer the 
opportunity to improve working conditions by reducing the 
burden of routine tasks. And in times of shortage of skilled 
staff self-service checkout can be one solution for the retail 
sector.  
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Application of AI-based Predictive Maintenance for Industrial Processes 

Marko Fabić 

Abstract: Modern industry is increasingly relying on digital technologies to optimize maintenance processes, reduce costs and ultimately increase productivity. Conventional 
maintenance models, such as corrective and preventive maintenance, often lead to unnecessary downtime and high operating costs. Predictive Maintenance (PdM), which is 
based on data analysis and artificial intelligence (AI), enables the timely detection of failures and the optimization of maintenance cycles and is therefore a key component of 
modern industry. With the advancement of artificial intelligence (AI) and machine learning, data analytics can accurately predict failures, thereby reducing the need for preventive 
and corrective maintenance in the form that was common before the application of AI. Predictive maintenance (PdM) is emerging as a key element of modern industry, enabling 
a significant reduction in downtime, an increase in operational efficiency and a reduction in maintenance costs. This paper explores the application of artificial intelligence, including 
machine learning (ML), deep learning (DL) and the Internet of Things (IoT) in predictive industrial maintenance, analyzes the key implementation challenges in implementation, 
considers the potential benefits for industrial systems and discusses the challenges and prospects for the further development of this approach. 

Keywords: Artificial Intelligence (AI); Deep Learning (DL); Internet of Things (IoT); Machine Learning (ML); Predictive Maintenance (PdM) 

1 INTRODUCTION 

In the course of industrial development, the maintenance 
of industrial plants has evolved from reactive to preventive 
maintenance. Due to the strong development of digitalization 
and Industry 4.0, predictive maintenance is becoming the 
industry standard for efficient maintenance. The 
development and thus the application of artificial intelligence 
(AI), machine learning (ML) and database analytics such as 
failure history enables the prediction of failures before they 
occur from a different perspective, which ultimately reduces 
costs and increases the availability of production facilities 
[1]. Industrial production itself relies on the continuous 
functionality of machines and systems to ensure higher 
productivity and profitability.  

However, breakdowns and unplanned downtime often 
pose a major problem to the ambitious targets, especially 
those of high mechanical availability, often above 95%, 
which ultimately causes significant financial losses and 
affects the availability and reliability of production 
processes. According to certain studies, unplanned downtime 
in industry can cause billions of dollars in losses every year, 
and no less than 82% of companies have experienced sudden, 
unplanned downtime in recent years [1].  

Conventional approaches to maintenance models, such 
as reactive and preventive, have significant shortcomings. 
With reactive maintenance, maintenance measures are only 
carried out when a failure occurs, while preventive 
maintenance often includes maintenance measures that are 
not necessary, which ultimately increases maintenance costs, 
i.e. overall production costs. Accordingly, there is a growing 
need for smarter and more efficient maintenance strategies 
that can minimize these problems and thus contribute to 
various benefits of maintenance. Predictive maintenance 
(PdM) uses sensor input data for the necessary analysis, 
including Internet of Things (IoT) and AI algorithms, as well 
as Fuzzy Logic, Genetic Algorithms, which would actually 
have the function of predicting potential failures before they 
occur. Such activities are very important from the perspective 
of predictive maintenance itself, before a failure, breakdown 

or major downtime of the production process occurs. By 
implementing artificial intelligence models into the 
maintenance function, such as deep neural networks (DNN), 
multi-channels deep convolutional neural network (MC-
DCNN), artificial neural network (ANN), convolutional 
neural networks (CNN) and recurrent neural networks 
(RNN), PdM provides the ability to estimate the probability 
of failure and influences the optimization of maintenance 
management. With the accelerated development of Industry 
4.0 technology, predictive maintenance is becoming a 
fundamental tool for improving industrial processes, with a 
significant increase in mechanical availability and reliability. 
This paper provides an insight into the applications of AI in 
PdM, examines existing methods, presents the current 
challenges of modern industry and highlights future 
directions for the development of these technologies. 

2 A BRIEF OVERVIEW OF THE EVOLUTION OF 
MAINTENANCE 

The evolution of maintenance in industry can be divided 
into several broad key phases that have accompanied the 
development of industry itself, from reactive maintenance to 
predictive and smart maintenance, which is still used in 
industry today. In order to better understand the development 
of the maintenance process, a brief historical overview of the 
development of maintenance in industry is provided: 
1) Reactive maintenance (before 1900)

Main feature: Repair after failure 
Maintenance was most often conceived of as repair after 

a failure occurred. There was no basic systematic approach, 
but the production workers carried out the maintenance 
activities after a failure occurred. All production in terms of 
maintenance took place in the uncertainty of failure because 
the condition of the equipment and the risks of failure were 
unknown. 

Example: Early machinery in the textile and mining 
industries, as mentioned, was only repaired when a failure 
occurred. 
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2) Preventive maintenance (1900) 
Key feature: Scheduled inspections and replacement 

before failure occurs 
With the development of industrialization and mass 

production (especially after the introduction of the assembly 
line in Ford factories), the importance of taking various 
measures to regularly inspect and replace parts that are worn 
out but have not yet been used up was recognized. Due to the 
technology that was in use at the time, this type of 
maintenance was not effective. 

Example: Preventive maintenance measures are 
introduced in the aviation and automotive industries to 
reduce the number of breakdowns 
3) Proactive maintenance (1950) 

Key feature: Identification of the cause of failure of 
strategically important equipment 
The development and application of risk and maintenance 
management methods, such as root cause analysis (RCA) and 
total productive maintenance (TPM), are slowly finding their 
way into effective failure management, i.e. effective 
maintenance management. 

The goal of these tools is the timely detection of the 
causes of equipment failures that cause significant losses and 
to increase the reliability of production processes. 
Example: Japanese factories use TPM in the automotive 
industry to increase production efficiency and reduce 
maintenance losses. 
4) Predictive maintenance (1980) 

Main feature: Use of sensors and data analysis in 
"offline" and "online" methods 

Technological development of equipment and 
digitalization enable the use of various sensors, thermal 
imaging, ultrasound and vibration analysis to predict the 
condition of equipment, ultimately giving insight into the 
state of faults before they occur. 

Example: Various manufacturing processes, process 
industries use vibration recording to perform analysis to 
detect irregularities in the exploitation of machinery. 
5) Smart maintenance (2010) 

Key feature: Artificial intelligence and IoT in modern 
industry 

The application of Internet of Things (IoT) tools, 
machine learning and big data enables automated decisions 
in real time, which has an impact on predictive maintenance. 
Such approaches increase the reliability and mechanical 
availability of industrial processes. 

Example: Industry 4.0 uses digital twins and AI 
algorithms to optimise machine maintenance in order to 
increase efficiency. 
 

Maintenance approaches have evolved from simple 
repairs after a failure occurs to sophisticated systems that 
predict and prevent failures before they occur, increasing the 
reliability of production processes and reducing the costs 
caused by faults and breakdowns. 

In summary, it can be concluded that maintenance 
strategies have developed in three main phases since the 
beginning of industrialization: 

• Reactive maintenance: repairing equipment after a 
failure has occurred. This type of approach is very inefficient 
and often leads to long downtimes and high costs due to the 
need for quick maintenance and the procurement of spare 
parts [2]. 
• Preventive maintenance: Includes planned activities to 
check the condition of equipment and replace equipment 
parts at planned intervals. Although it improves reliability, it 
often results in unnecessary replacement of correct 
components that may still be in use, increasing operational 
maintenance costs [3]. 
• Predictive Maintenance (PdM): Uses AI technology 
and analysis of data collected from production processes to 
detect early signs of failure before a breakdown occurs, and 
ultimately optimizes maintenance based on the actual 
condition of the equipment [4]. 
 

The evolution of maintenance in the industry shows a 
clear path of industrial development from a simple, reactive 
approach to more advanced, sophisticated methods that 
enable greater reliability and efficiency in the production of 
process equipment. From post-failure repairs, through 
preventive and proactive methods, to the use of advanced 
sensors and data analytics, the industry is constantly evolving 
to reduce costs, increase productivity and manage and reduce 
unplanned downtime in production processes. This 
maintenance approach enables better control over the 
maintenance of production processes and lays the foundation 
for the further development of smart and autonomous 
maintenance systems in the future. 
 
3 COMPARISON OF PREVENTIVE (PM) VS. PREDICTIVE 

MAINTENANCE (PdM)  
 
The maintenance of industrial plants, especially complex 

plants such as those in the process industry, is usually based 
on various strategies to ensure their reliability, availability, 
safety and ultimately their cost-effectiveness. In most cases, 
the maintenance strategy defines two main approaches to 
maintenance, namely preventive and predictive maintenance. 
The maintenance strategy itself is not designed with just one 
maintenance approach due to the different types of systems 
and the varying complexity of the equipment.  
 
3.1 Preventive Maintenance 

 
The brief description of preventive maintenance (PM) 

already given actually implies the implementation of pre-
planned, defined maintenance activities with the aim of 
preventing failures and reducing the frequency of unforeseen 
downtime. The activities listed include a series of planned 
maintenance actions in order to successfully perform 
maintenance, such as regular inspections of equipment, 
lubrication of equipment, replacement of parts and 
calibration of equipment, and are based on predefined time 
intervals or on the mean time between failures (MTBF) 
defined by the failure distribution. The overall preventive 
maintenance plans are defined by the maintainer, who uses 
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various assessment tools such as risk matrices, failure 
distributions, failure history and the like. 

Preventive maintenance can generally be divided into 
three parts for better perception: 

Constant interval maintenance – is based on 
predefined time intervals, such as operating hours, and does 
not take into account the actual condition of the equipment. 
The logic of this approach is based on the assumption that an 
equipment or process component is expected to fail or 
malfunction after a certain period or hours of operation. Such 
defined maintenance measures are carried out before a failure 
occurs. 

Age-dependent maintenance – equipment maintenance 
activities are carried out after a component has reached a 
certain age or a certain number of operating hours. This 
approach assumes that failures become more likely as the 
equipment ages or as operation progresses, which is the 
actual and expected sequence of maintenance. Therefore, 
certain equipment is replaced and repaired before a fault or 
failure occurs. 

Imperfect maintenance – is a form of maintenance that 
usually does not always restore the system to its original state 
in a completely new state, but partially improves the 
condition of the component or system, i.e. its functionality 
and reliability. It can also be said that with this form of 
maintenance, the system is not at the full reliability level of 
the equipment, i.e. the component, but is in an intermediate 
state between failure and the state of full reliability. It should 
be noted that, according to the definition of imperfect 
maintenance, it is not possible to restore the original 
reliability in the service process – all maintenance is 
therefore imperfect. This method often leads to high 
maintenance costs and is not relevant for further processing 
when assessing the risk status, as it does not take into account 
the actual condition of the equipment. 
 
3.2 Predictive Maintenance 

 
Predictive maintenance (PdM) is certainly a more 

sophisticated concept, based on the continuous monitoring of 
the condition of the equipment using various diagnostic tools 
and techniques. Some of these are vibration analysis, 
thermography, oil analysis, ultrasonic testing and others. The 
main objective of such an approach is to predict faults that 
are present in the equipment and process but are not yet 
visible during operational use of the equipment. After 
identifying such faults in the early stages of their occurrence, 
corrective maintenance actions can be planned before the 
failure occurs. 

Predictive maintenance can generally be divided into 
several parts: 

Condition-Based Maintenance (CBM) – the 
continuous monitoring of key parameters or key equipment - 
helps to enable decisions based on the actual condition of the 
equipment or the system that ultimately constitutes the 
equipment. The main feature of this type of maintenance is 
that maintenance actions are only carried out when signs of 
system anomalies occur, rather than according to predefined 
time intervals as in preventive maintenance. The aim of this 

type of maintenance is to continuously monitor the actual 
condition of the equipment and only carry out maintenance 
measures when necessary. This maintenance approach 
optimizes costs and reduces unnecessary activities to replace 
parts that are still working. 

Reliability Centered Maintenance (RCM) – a 
maintenance concept that focuses on the reliability of 
equipment by analyzing potential failures and their impact on 
the entire system. The most important steps in implementing 
this type of maintenance are identifying the function of the 
equipment, which includes defining the primary and 
secondary functions that this equipment must perform; next, 
recognizing the type of failure of the equipment, which is the 
function of analyzing how the equipment cannot perform the 
defined functions; next, determining the cause of the failure 
to identify the reason for the failure in depth; while the next 
step considers the evaluation of the consequences of the 
failure, e.g. on safety, environment, operating costs; while 
the last step is perhaps the most important because it defines 
the selection of a maintenance strategy based on the previous 
steps. The last step in the RCM is crucial as it determines for 
which equipment a maintenance strategy is defined; it 
classifies the equipment and assigns it the appropriate 
maintenance strategy, corrective, preventive, predictive or 
mixed strategies, strategy by reliability etc. 

The main advantage of predictive maintenance over 
preventive maintenance ultimately lies in reducing the 
number of maintenance interventions, extending equipment 
life, knowing the condition of the equipment, achieving 
significant maintenance savings and increasing reliability 
and mechanical availability. 

Preventive maintenance, as traditionally applied in 
maintenance management, comes up against certain limits 
when it comes to optimizing costs and resources. While 
predictive maintenance reduces downtime and increases 
availability, reliability and safety by making more efficient 
use of production facilities.  

As modern industrial equipment requires significant 
mechanical availability, often exceeding 95%, which 
ultimately leads to higher reliability and has a direct impact 
on the reduction of operational potential that is not 
transformed into production impact, predictive maintenance 
becomes a dominant strategy over other applicable strategies 
in many manufacturing sectors as it offers various benefits, 
including a significant reduction in operating costs.  
 
4 THE ROLE OF ARTIFICIAL INTELLIGENCE IN 

PREDICTIVE MAINTENANCE  
 

Artificial intelligence and machine learning (ML) enable 
high-precision monitoring of equipment condition 
parameters and early detection of potential faults that actually 
indicate future failures based on the analysis of collected 
data, such as vibration records. The most important AI 
methods in maintenance include: 
•   Machine learning (ML): includes algorithms such as 
regression, classification and neural networks which analyze 
failure history and real-world data and detect early patterns 
that indicate the occurrence of failures [5]. 
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•   Anomaly detection: AI models analyze deviations from 
defined upper and lower limits in machine operation and 
signal potential failures before failures occur [6]. 
•   Remaining Useful Life (RUL) estimation: Various AI 
models, especially with deep neural networks, enable a 
realistic estimate of how long a particular component will 
continue to function before maintenance is required or a 
failure occurs [7]. 

The application of artificial intelligence and machine 
learning significantly improves the efficiency of plant 
maintenance by enabling condition monitoring and 
prediction of failures. With the help of data analysis 
algorithms, AI systems detect defined deviations, predict the 
service life of components and enable timely interventions 
before a fault or failure occurs. Deep neural networks (DNN) 
and recurrent neural networks (RNN) have proven to be very 
effective in predicting failures and optimizing maintenance 
[8]. The application of AI models in predictive maintenance 
enables rapid identification of potential problems and 
optimization of priorities when performing maintenance in 
real time. This approach not only reduces costs and 
unplanned downtime, but also increases the reliability and 
productivity of industrial plants, making maintenance more 
proactive and intelligent.  
 
5 INTEGRATING PREDICTIVE MAINTENANCE WITH 

INDUSTRY 4.0 
 

The development of Industry 4.0 technologies enables 
new possibilities in the field of predictive maintenance, 
enabling more accurate and efficient analysis of industrial 
processes. Modern technologies such as the Internet of 
Things (IoT), 5G networks and digital twins enable the 
collection and processing of large amounts of data in real 
time, increasing the ability to predict potential failures and 
optimize the maintenance of production processes. The 
integration of these technologies with artificial intelligence 
and data analysis further increases the reliability and 
efficiency of industrial processes. Industry 4.0 technologies 
such as the Internet of Things (IoT), 5G networks and digital 
twins further enhance predictive maintenance as follows: 
•     IoT sensors enable the collection of various data, for 
example on temperature, vibrations and pressure, which 
serve as input data for AI algorithms based on which analyzes 
will be performed [8]. 
•     5G communication ensures fast data transmission in real 
time and enables faster response and processing of the data 
so that the information gains its true meaning [9]. 
•     Digital Twins use real-time data to simulate the operation 
of industrial systems and predict future problems that can be 
eliminated in a timely manner [10]. 

The integration of predictive maintenance with Industry 
4.0 technologies enables a positive transformation of 
traditional maintenance approaches into intelligent and 
automated systems that can respond in real time, bringing 
many benefits. By using IoT sensors for data collection, 5G 
networks for fast information transfer and digital twins for 
simulating and analyzing plant operations, the industry has 
the prerequisites for achieving greater efficiency and 

reducing unplanned downtime. This combination of 
technologies provides new possibilities for preventive 
maintenance, especially predictive maintenance, which we 
can freely call new generation maintenance, adapted to the 
requirements of modern production and modern industrial 
facilities. 
 
6 ADVANTAGES AND CHALLENGES OF APPLYING AI IN 

PREDICTIVE MAINTENANCE OF INDUSTRIAL PLANTS 
 
Maintenance using AI in PdM brings significant 

benefits, such as reduced downtime, lower maintenance costs 
and greater safety for production workers. It is certainly 
important to note the challenges that manufacturing faces 
when using such technologies, such as the need for high 
quality data, the complexity of implementation and the need 
for skilled labor [11].  

Some of the benefits highlighted would be: reduced 
production equipment downtime and operational 
maintenance costs, increased worker safety, optimization of 
consumption of available resources, automated decision 
making based on quantitative data, significantly extended 
equipment lifespan with reduced cost of replacing 
consumable parts, while some of the challenges would be the 
following: integrating AI systems into existing industrial 
infrastructure, ensuring high quality data for analysis, lack of 
skilled professionals who can handle AI technologies, 
security challenges related to digitalization and cyber-attacks 
on industrial facilities that we are unfortunately experiencing 
[10]. 

The application of AI in industry can provide 
maintenance management staff with the equivalent of an 
experienced maintenance expert who continuously analyzes 
all the data collected from the equipment in operation, such 
as temperature, vibration records, torque, speed and other 
indicators of the condition of the equipment in operation. In 
this way, AI can predict and detect various deviations, warn 
employees in a timely manner and even provide useful 
insights based on the history of equipment failures using 
certain analytics. 

The perception of the application of AI in maintenance 
can sometimes be confusing for employees, and after 
training, it contributes significantly to making informed 
assessments based on solid “tangible” evidence, and thus to 
the acceptance of AI “maintenance” employees. Artificial 
intelligence in predictive analytics transforms 'raw' data into 
actionable information on which appropriate maintenance 
decisions are made, usually in real time, before a failure 
occurs. For example, by analyzing equipment failures in the 
history of failures, a predictive model can predict future 
failure patterns, such as failure distribution and the like, 
which contributes to significant benefits. 
 
7 CONCLUSION 

 
The application of artificial intelligence (AI) in 

predictive maintenance brings significant benefits to 
industrial maintenance systems by enabling a reduction in 
operational maintenance costs, increasing the productivity of 
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production processes and reducing unplanned downtime, 
which also impacts the bottom line. By using advanced 
machine learning algorithms, real-time sensor data and 
Industry 4.0 technologies, predictive maintenance enables 
accurate analysis of equipment condition and timely action 
before failures occur.  

The application of the Internet of Things (IoT), 5G 
networks and digital twins in production processes improves 
the ability to predict and optimize maintenance itself, 
increasing the reliability of production systems. The 
advantages are many, but there are also challenges such as 
the need for high-quality data, the complexity of the 
implementation itself and the lack of qualified experts, which 
are often obstacles that must be overcome in order to fully 
exploit the potential of this technology.  

The future of AI in maintenance probably lies in the 
further development of AI and IoT technologies, with PdM 
becoming even better, more precise, faster and smarter. The 
application of generative artificial intelligence (GAI) will 
enable deeper and more complex data analysis, while 
quantum computing will significantly accelerate analytical 
processes and predictions in maintenance. In predictive 
maintenance, the basis is to obtain data as soon as possible 
after the occurrence of anomalies and take corrective action 
before a malfunction occurs, while the future will certainly 
lie in autonomous robotic systems that perform inspection 
and repair activities independently, thus reducing the need 
for human intervention. It can therefore be concluded that AI 
is not just a tool for improving maintenance, but will shape 
the future of industrial production and enable fully 
automated, intelligent management of machines and 
available resources.  

The advancement of artificial intelligence and digital 
technologies provides the opportunity to further automate 
and optimize the maintenance of production facilities, 
making the industry even more efficient, safe and resilient to 
unpredictable failures. Predictive maintenance based on 
artificial intelligence is becoming a key tool for modernizing 
industrial processes and ensuring sustainability and 
competitiveness in a dynamic industrial environment. 
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The Insights into the Implementation and Interdependence of AI and Technological 
Humanism in Manufacturing Companies 

Željko Vukelić*, Hrvoje Cajner, Maja Trstenjak 

Abstract: Manufacturing companies are gaining advantages through the introduction of new technologies, but problems related to human resources, management, and 
organization have been identified. Industry 5.0 represents a new concept whose goal is to enable the synergy of people and machines. Its part concerning technological humanism 
is gaining more and more importance due to the very rapid development of new technologies, and it is especially important when considering the application of Artificial Intelligence 
in companies and the related consequences for the organization and employees. As Artificial Intelligence represents systems capable of performing complex tasks that historically 
only a human could do, it’s influence on human workers is very significant and therefore there is a need for deeper research and understanding. The conducted empirical research 
provides a technological-humanistic insight related to the implementation of artificial intelligence that companies should consider in order to enable successful collaboration 
between man and machine. 

Keywords: artificial intelligence; manufacturing companies; technological humanism 

1 INTRODUCTION 

Global business today is faced with major and turbulent 
changes, and manufacturing companies, due to the specific 
nature of their business, are exposed to numerous challenges. 
As a result, the manufacturing sector has the need to improve 
its existing activities in terms of increasing adaptability and 
flexibility, in order to meet the changing needs of its 
customers and the corresponding market. [1]. Therefore, 
organizations must commit to implementing a series of 
organizational changes in order to improve their business, 
most of which are related to the implementation of new 
technology. Digital transformation in the manufacturing 
industry has recently shown increasingly intensive 
development, and with its technological innovations, it 
enables its development and a consequent future supported 
by artificial intelligence, human-robot collaboration, smart 
solutions, automated production, with changed qualification 
requirements, completely new job profiles, but also potential 
job losses. [2].  

Artificial Intelligence (AI) represents an important part 
of Industry 5.0. In its strictest definition, AI stands for the 
imitation by computers of the intelligence inherent in humans 
[3], referring to the simulation of human intelligence by a 
system or a machine, with the goal to develop a machine that 
can think like humans and mimic human behaviours, 
including perceiving, reasoning, learning, planning, and 
predicting [4]. As its integration in the workplace creates 
many challenges and opportunities [5], considering its 
influence on human workers is very important for the 
company at present, and will be even greater in the future. 
Therefore, there is a need for deeper research and 
understanding of the involvement of AI in the operations of 
companies and the entire business system, taking into 
account its rapid development and its aspects, including 
interaction with people and its consequences. Manufacturing 
companies represent very sensitive organizations because 
many of them are still oriented towards traditional production 
processes, routines and corresponding organisation, even 
after implementing digital solutions. AI could provide 

compounding benefits to the manufacturing industry, but at 
the same time, the AI solutions also require a thorough 
understanding of the possible trade-offs involved and the 
specific needs and capabilities of the company and 
stakeholders [6]. 

Technological humanism views technology in the 
service of humans and recognizes that automation, due to the 
adoption of digital technologies, is able to encourage 
instantaneous and delocalized activities thereby increasing 
flexibility and dynamism, but at the cost of a greater amount 
of insecurity and uncertainty in the work system [7]. With 
regard to the implementation of technology and its possible 
consequences, the concept of technological humanism 
encourages the preservation of the ethical centrality and 
primacy of humans in automated environments [8]. This 
concept incorporated into businesses considers not only how 
new technologies, tools, and methods will enable better 
business results, but also how these factors can influence the 
creation of a more humane and sustainable business 
environment [9]. Besides focusing only on automation and 
optimization, it considers the aspect of participation of 
involved people with the aim of increasing human 
capabilities [10] and in the production environment it 
observes technology with the aim of encouraging human 
development with social integration, in enterprises that have 
the purpose of achieving joint action of all social subjects in 
the creation of shared values [11]. 

As AI increasingly becomes a standard component of 
production processes [12] and represents an important part of 
ever-widening digitalization, in these conditions it is crucial 
to discuss humanism, which is important for the people 
involved [10]. By implementing technological humanism 
companies are able to remove possible obstacles from the 
internal environment related to the human factor, which have 
been identified as more significant than extrinsic barriers in 
terms of impact in the digitalisation process [13]. This can 
then be positive for establishing an appropriate 
organizational culture and factors that influence the 
management and development of the necessary skills and 
expertise of employees. 
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2 ARTIFICIAL INTELLIGENCE (AI) AND TECHNOLOGICAL 
HUMANISM  

  
In present time, AI is being increasingly adopted in 

manufacturing, leading to work design, responsibilities, and 
dynamics changes [14] and it is considered distinct from 
digitization and integration of information technology [6]. It 
can increase the productivity of the entire enterprise and the 
human worker [12], while at the same time its involvement 
in complex socio-technical environments such as production 
systems changes the role of the operator and his duties and 
responsibilities at the workplace [5]. AI enables 
manufacturing companies to gather and analyse copious 
amounts of data, identify patterns and insights, and automate 
processes, enabling faster and more informed decisions that 
improve operations and product development [6], from being 
only supportive, to taking decisions and action 
autonomously. Since the industrial environment will be 
redefined by the synthesis of AI and human skills, it is crucial 
to empirically analyse this evolutionary path [12]. Also, it is 
of great importance to include all individual goals of 
successful AI implementation in the company's 
comprehensive production and business system, taking into 
account aspects of this new technology and social factors 
[15]. The above is marked by certain problems that are 
noticeable in the present, and due to the extremely fast 
development of AI, they need to be solved in order to avoid 
their repetition and multiplication in the future. AI has been 
demonstrated to have a “black box” syndrome, owing to 
absence of insights into how systems operate, prompting 
several negative implications [16]. In addition, human users 
are reluctant to adopt techniques that are not directly 
interpretable, tractable, and trustworthy [17].  

Since it has been identified that business organizations 
need to consider not only how new technologies will enable 
better results for their business, but also how they can 
influence the creation of a more sustainable environment 
focused on human needs [9], in this sense, the 
implementation of digital transformation in companies 
should be part of a joint effort to transform the way of doing 
business by integrating digital technologies so that actors 
directly and indirectly cooperate on a common understanding 
of all aspects of new technologies within and outside their 
business organizations [18]. The corresponding approach 
should be human-cantered and must meet both industrial and 
human needs [19]. This approach represents the concept of 
technological humanism, which enables the synergy of man 
and machine, and represents one of the most important new 
trends in the world of work [8]. It is based on the view that 
the implementation of new technologies must guarantee 
human beings the ability to preserve dignity and moral 
autonomy within automated globalization [7], and on the 
foundations of digital humanism which represents an ethics 
for the digital age that interprets and shapes the process of 
digital transformation in accordance with the core concepts 
of humanist philosophy and practice, which then encourages 
the development of human-centred innovations [10]. Since 
understanding socio-technical systems requires an equal 
consideration of all three factors in the form of business, 
technology and people in terms of responsibility for the 
successful implementation of digital transformation [20], 

within the concept of technological humanism, the need to 
introduce the role of a smart operator is recognized and 
fulfilled in terms of a paradigm shift from the simple 
implementation of automated and independent activities 
towards a human-oriented cyber-physical system [21]. In it, 
the employee as an operator must benefit from technologies 
that do not hinder him, but rather enable his development and 
lead him to perform each action with confidence without 
mental or physical stress or uncertainty [21]. Accordingly, 
technological humanism strives to improve the quality of 
human interaction with digital solutions in a dynamic 
environment and complex industrial systems [22]. In this 
area, it is recognized that technology has not yet sufficiently 
supported the transformation towards a globally sustainable 
society by providing tools that are aligned with the logic of 
pan-humanism, anthropo-relational humanism and digital 
humanism in all social and business relationships [23]. 

In the case of implementation and use of AI solutions in 
the business of production organizations, the goal is to enable 
successful relationship between man and machine, respecting 
the criterion that technology is at the service of man and his 
development, well-being and fulfilment, which is contained 
in the concept of technological humanism. In this way, its 
fundamental premises can be fulfilled in terms of ensuring 
the leadership and centrality of the human being within 
automated environments, as well as protecting human 
freedoms and eradicating inequalities and gaps associated 
with the exponential development of technology [8]. The 
reality is that workplaces are reshaped as a result of the use 
of AI in production, encouraging the need to develop an 
approach to successful collaboration between man and 
machine [14], and to conduct research related to the AI aspect 
of such enterprise transformation while respecting the norms 
of technological humanism. 
 
3 RESEARCH OF THE DEGREE OF USE OF ARTIFICIAL 

INTELLIGENCE (AI) IN RELATION TO THE DEGREE OF 
IMPLEMENTATION OF TECHNOLOGICAL HUMANISM IN 
THE COMPANY 

 
 The reason for the present research was the results of 
previous case studies, conducted on a sample of two small 
Croatian manufacturing companies. The first case study was 
conducted to determine the level of employee awareness and 
knowledge about Industry 5.0 and consequences of its 
implementation on the company and on them personally in 
line with the concept of technological humanism according 
to the newly developed model. The concept of technological 
humanism was presented through its five components that 
constituted a research model [24], as shown in Fig. 1. 
 

 
Figure 1 Graphic representation of the technological humanism model [24] 
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The results of this first case study showed that there was 
a statistically significant difference in the answers regarding 
the survey respondents work category in the case of model 
components 2, 3 and 4, as top management showed 
significantly difference perceptions in relations to categories 
of operational non-production and production workers [24]. 

The second case study focused on the technological-
humanistic aspect of using robotic systems and AI in 
production, organization, and management depending on the 
employee's job position in the company, on a sample of the 
same two companies and using the same model of 
technological humanism as in the first case study. The case 
study results did not indicate statistically significant 
differences between work positions within the aspects of the 
application of robotics and using AI in production, 
organization and management in relation to the principles of 
technological humanism, but the results revealed a trend that 
indicates a possible difference in the perception of AI 
technology use and its consequences by top management 
compared to other categories of employees [25]. 

The aforementioned findings and the call to conduct new 
research in this area on a larger sample, including larger 
companies, resulted in the implementation of a new research. 
It aimed to investigate whether there is a statistically 
significant relationship between the degree of use of AI in the 
company's operations, and the level of implementation of 
technological humanism in the organization, and through the 
obtained results to gain information into the way these 
companies are organized and the associated management in 
the conditions of implemented AI technology, considering 
the fulfilment of the humanistic settings included in the 
concept of technological humanism. The basis of the 
approach for this research was the newly developed 
technological humanism model from the previous literature 
[24]. The novelty in the approach of this research is the 
modification of that model in the way of combining its 
separate components that consider workplace organization 
and ergonomics management into one. This was done for the 
reason that it is expected that although today's companies 
might have separate departments that deal with workplace 
organization and ergonomics, they would need to be united 
within the concern that workplace positions are organized 
and processes are aligned with aspects of technological 
change in accordance with the required ergonomics of the 
workplace. 

The surveyed domains followed the adapted 
technological humanism model components (1-4): 
1) Training and education of human resources in the 

application of new technologies 
It is considered that the importance of soft skills and 

specific abilities of human resources within the process of 
digital transformation emphasizes the importance of 
including knowledge about new technologies in the routine 
practice of the organization [26], so effective business 
requires the establishment of a learning organization, which 
continuously changes and improves using lessons from 
experience [27]. It has been recognized that modelling the 
knowledge and expertise of workers is one of the main 
challenges of digital transformation [19], so in addition to a 
well-supported knowledge management system, it is also 
important to increase the involvement of employees in 

creating new organizational culture and ensure transparent 
communication in the organization [28]. 
2) Organization of workplace and ergonomics in 

accordance with the implementation of new 
technologies 
The adoption of advanced technologies requires 

significant worker effort [29] and results in the demanding 
task of implementing appropriate organizational ergonomics. 
The specific consequences of digitalisation on people can 
concern both physiological and psychological areas and 
possible disturbances. Related disorders are described as 
Cyber-syndrome, which appears in conditions of frequent 
human interactions with cyberspace, and as a result, a new 
direction in ergonomics has been established – 
Cybergonomics [30].  
3) Use of procedures and processes to achieve employee 

satisfaction in changing working conditions 
The employee as an operator must benefit from 

technologies that do not hinder him, but rather enable his 
development and lead him to perform each action with 
confidence without mental or physical stress or insecurity 
[21]. Accordingly, it is necessary to establish an organization 
that positions the employee as an operator in a digital 
environment as a controller of production systems where the 
well-being of workers is a high priority, in such a way that he 
strategically uses technology to improve the quality of the 
working environment [22]. For this reason, a system should 
be established within the company to review and consider 
employee satisfaction in changing working conditions before 
negative consequences occur. 
4) Implemented system for long-term management of 

the quality of work of employed human resources 
Technology has affected almost all organizations in 

terms of changes in processes, procedures, and management, 
so organizations today are looking for technology-oriented 
employees for their operations at all levels [31]. These new 
conditions also establish new rules and approaches to 
people's work [32] and the implementation of smart 
manufacturing creates a challenging work environment for 
employees in a way that results in new types of situations and 
contexts of their workplaces [33]. In such circumstances, 
employees must be able to understand complex situations, 
find innovative solutions, and adapt to a constantly changing 
environment. [34]. In order to ensure quality in the 
company's work in the long term, it is necessary to establish 
a system that, on the one hand, ensures continuous training 
and development of employees, which is a key stage in 
ensuring the future quality of the workforce [35], and 
acquires new ones with a high level of necessary 
competencies, while on the other hand, includes the necessity 
of replacing workers who do not meet the required conditions 
[24]. 
 From a random selection of contacted manufacturing 
companies, fifteen of them agreed to participate in the 
research. The research was conducted on companies that are 
all privately owned, and they were small, medium and large 
enterprises with annual revenues ranging from EUR 2,5 to 
201 million, with the number of employees ranging from 21 
to 955. The companies covered several branches of industry 
and included the processing of wood and wood products, the 
production of metal, rubber and plastic products, electrical 
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equipment, paper and paper products, and the production of 
food products and beverages. The respondents were members 
of top management as individuals responsible for decision-
making and management of the company. They were asked 
to answer questions on the one hand indicating the degree of 
the use of AI systems in the company they manage, and on 
the other hand to give an assessment of the degree of 
implementation of each of four components of technological 
humanism in their organization. The questionnaire was based 
on a five-point Likert scale. Before completing the 
questionnaire, members of top management were informed 
about the purpose of the research and the necessary focus on 
evaluating the degree of application of AI systems in their 
business related to production, i.e. related processes and 
activities. In order to avoid the possibility that respondents 
have their own interpretations regarding AI use, which than 
can influence their answers and limit the potential of 
reasoning based on the gained data, they were informed with 
AI solutions for manufacturing companies ranging from 
being only supportive, to making decisions and action 
autonomously. Accordingly, they responded in a way to 
assess the degree of application of AI technology in their 
organizations in relation to the current real situation in 
production. Within the part of the questionnaire that related 
to technological humanism, according to the presented 
model, it contained one question for each of its components 
that described its essence. 

Based on the results of each component of the applied 
model of technological humanism, an additional variable was 
derived in the form of the results of technological humanism, 
as their arithmetic mean. Tab. 1 provides an overview of the 
results of descriptive statistics relating to the relationship 
between the use of AI systems in the company and 
components of the adapted research model of technological 
humanism (1-4). 
 

Table 1 Total statistical data, descriptive statistics 

 
 

Based on the sample of companies studied, the results of 
descriptive statistics show a mean value of 1,80 (median of 
2,00) in relation to the use of AI systems on a scale of 1,00 
to 5,00, which is below average. Looking at the four 
components of the technological humanism model, the 
highest mean value of 3,33 (median 3,00) is recorded by 
component 3, which refers to the use of procedures and 
processes to achieve employee satisfaction in changing 
working conditions, and the lowest mean value of 2,88 
(median 3,00) is recorded by component 2, which refers to 
the organization of workplace and ergonomics in accordance 
with the implementation of new technologies. The results 
from the sample of companies studied indicate a greater 
tendency to ensure employee satisfaction as a psychological 
factor than the organization of workplace and ergonomics as 
a predominantly physiological factor within the concept of 
technological humanism.   

The presentation of the results of inferential statistics 
gives an insight into the mutual relations and associations 
between the variables. Tab. 2 gives an overview of the 
Spearman's rank correlation results pertaining to the 
relationship of the use of AI systems in a company, the 
components of the technological humanism adapted research 
model (1-4), and the Technological Humanism score. 
Statistically significant values are marked in bold. 
 

Table 2 Spearman's rank correlation results 

 
 

It can be seen that the use of AI systems in a company 
has no statistically significant association with the 
Technological Humanism Score. This could be a problem for 
the surveyed companies if they would like to make the 
transition towards Industry 5.0, because the use of AI 
systems and components of technological humanism are an 
integral part of it [15]. Considering that the respondents were 
members of top management responsible for decision-
making and defining policies and processes within the digital 
transformation of the company, and that the implementation 
and use of AI solutions is a very sensitive area that includes 
a wide range of possible organizational impacts [36], the lack 
of establishing an organization that supports the human 
factor, for which they are responsible, is concerning. 

It is observed that the use of AI systems has a statistically 
significant association with only one component of 
technological humanism, namely Component 4, which 
represents the existence of an implemented system for long-
term management of the quality of work of employed human 
resources. Component 4 is important and demanding within 
the organization because it includes continuous 
improvement, professional development and investment in 
people, and on the other hand, managing the replacement of 
human resources that do not meet the required conditions 
[24]. Further analysis of the interrelationship of variables 
shows that Component 4 records a statistically significant 
association with Component 3, which represents the degree 
of use of procedures and processes to achieve employee 
satisfaction in changing working conditions. This statistically 
confirmed association indicates that the companies surveyed 
associate the psychological characteristic in the form of 
employee satisfaction with having and acquiring a quality 
workforce in the long term. 

Component 1, which represents the training and 
education of human resources in the application of new 
technologies, is very important in the implementation of AI 
solutions because it enables the acquisition of skills related 
to AI technology, which results in its competent use, reduced 
misunderstandings and minimization of risks [37]. The 
absence of its statistically significant association with the use 
of AI systems in the surveyed companies represents a 
potential problem when implementing these digital solutions. 
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Observing the mutual relationship between the components 
of technological humanism, Component 1 records a 
statistically significant association with Component 2, which 
represents the degree of the organization of workplace and 
ergonomics in accordance with the implementation of new 
technologies. This enables an effective transition with 
training and education aimed at adapting employees to 
different workplace conditions in the company brought about 
by the introduction of new technologies. 

 
4 CONCLUSION 
  
 Artificial Intelligence (AI) is a technology that has 
already been implemented in various spheres of life and 
business, so that it can be called just relatively new. As it 
enables actions and functions that no technological solution 
from the past could perform independently, it represents a 
tool that requires understanding, clear interpretation, 
tractability and reliability trustworthiness. In order to achieve 
long-term benefits from AI use for people and organizations 
that include that this technology is at the service of people, it 
is necessary to include technological humanism, which is 
dedicated to ensuring the protection of human dignity in the 
technological developments accompanying the digital age 
[8] and which represents an important part of Industry 5.0. 
Published research in the field of AI, Industry 5.0 and 
technological humanism has shown possible differences of 
viewpoints from the top management in relation to other 
employees. This could result in an organizational structure 
set up by top management that does not correspond to the 
needs or expectations of other employees regarding the 
humanistic approach to the implementation of new 
technologies.  

A new study conducted on a sample of a larger number 
of companies from different manufacturing sectors shows the 
absence of a statistically significant association between the 
use of AI systems and the implementation of the concept of 
technological humanism. Since members of the top 
management are responsible for decision-making and the 
organization of the company, the results show the extent to 
which they take into account the humanistic needs of 
employees. Based on the results of the statistical analysis and 
statistically significant associations, an association is visible 
between the use of AI systems in the company in a way that 
ensures the success of the company's business through the 
long-term provision of a quality workforce, and the absence 
of most of the components that denote the sociological values 
of technological humanism, which includes physiological 
and psychological factors, important for the well-being of 
employees. This may be a cause for concern because the 
implementation of AI technology was not associated to the 
human aspects of business, which may result in the failure of 
its effective use [38]. Within the companies studied, the 
fundamental goal of AI, which should be the preservation of 
human values and the advancement of social good [39] has 
not been met, and the possible impact of advanced AI 
systems, which could result in consequences for human life 
and society with the potential to lead to practically 
irreversible changes [36] has not been considered. If the 
implementation of AI as a new sophisticated technology, 
which brings numerous benefits but also risks, is not handled 

correctly from the very beginning, the damage done can be 
very difficult to repair and could have significant negative 
consequences on the company and people as a whole.  

Since the research was conducted on a small sample of 
companies, this paper calls for new research in the field of AI 
implementation in the manufacturing sector. It contributes to 
the existing knowledge base by identifying areas that need to 
be focused on, so that the application of AI technology in 
manufacturing can be of real benefit to the company and 
people. Attention should also be paid to the specific areas 
identified in this paper when implementing Industry 5.0, as 
AI is an integral part of it. 
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Bicycle Transport – An Original Solution for Building Cycle Paths on Unused Railway Tracks

Ľubomír Šooš*, Miloš Zich, Viliam Čačko, Yurii Kuznietsov, Ondrej Chlebo, Oleksandr Shevchenko, Ivana Švaříčková 

Abstract: The issue of functional cycle paths is a long-term pressing problem in Slovakia. Cycling combines many benefits that are related to a healthy lifestyle, an 
environmental approach to transport and, last but not least, the development of the given region. Construction of modular cycle paths on unused railway tracks is one of the 
possible and modern approaches. The total length of long-term unused railway tracks in Slovakia is approximately 180-220 kilometers. This approach offers several benefits, 
such as the meaningful use of unused tracks, addressing legal aspects of land use, recycling of unusable waste, or the possibility of quick restoration of the original railroad 
track. The aim of this article is to present an innovative project for building cycle paths on unused railway lines with the meaningful use of plastic and rubber waste. 

Keywords: bicycle transport; modular; original patent solution; prefabricated panels; railway tracks; removable system 

1 INTRODUCTION 

Current statistical data of the Ministry of Transport and 
Construction of the Slovak Republic for the year 2020 
indicate that the total length of railway tracks in Slovakia is 
approximately 3,650 km, of which more than 180 kilometers 
have not been used for a long time [1]. The main reasons are 
the long-term lack of interest in the use of rail transport by 
shippers, no declaration of a possible interest in the 
resumption of rail transport in the future, a decrease in 
passenger numbers due to the loss of job opportunities in the 
region of interest, unsatisfactory technical condition of the 
track or the lack of strategic development near the tracks. The 
solution proposed by the presented project is to enable the 
temporary or long-term use of non-operational railway tracks 
as routes for alternative modes of transport, such as cycle 
paths or pedestrian paths. Under Act no. 513/2009, [2] as 
amended, on railways the owner may lease or sell the unused 
railway tracks to a municipality, an association of 
municipalities or to a self-governing region to be used for 
transport purposes [3]. The use of the railway for operating 
bicycle/ transport, for temporary construction of local traffic 
paths – including a bicycle route or a footpath – is possible 
with the approval of the Ministry of Transport and 
Construction for the period of 3 years minimum, a maximum 
of 10 years with the possibility of another 10 - year maximum 
extension [2].  

In addition, as early as 2013, the Slovak government 
approved the draft of the National strategy for the 
development of bicycle transport and bicycle tourism in the 
Slovak Republic [3]. One of its basic goals was to make 
bicycle transport equal to other types of transport, to improve 
the visibility of cyclists in the transport space, to facilitate 
cycling tourism, to support tourism and improve mobility, 
and to improve the population's awareness of economic, 
ecological and health benefits of bicycle transport. 

2  A PROGRESSIVE SOLUTION 

The number of abandoned, non-functional and 
unprofitable railway tracks in Slovakia presents a problem 
that may be addressed in a meaningful way. 

There are a number of original solutions for overlapping 
rails, [6-10]. The advantage of the solution we propose is 
based on a simple principle (only two components), easy 
assembly (without screw connections), and the possibility of 
creating customizable surface and 3D solutions. The goal of 
the proposed solution is to cover such tracks with a modular 
prefabricated panel system [4]. The proposed modular 
system is based on two assembly elements – a prefabricated 
panel and a connector as illustrated in Fig. 1. 

Figure 1 Prefabricated panel system, a) prefabricated panel; b) connector 

The prefabricated panel is made up of a flat body with a 
square geometric shape made of composite concrete 
containing secondary raw materials of plastic or rubber. The 
body of the panel has a continuous groove (3) on the sides 
around the perimeter, Fig. 2. Each corner of the body has two 
mutually perpendicular holes (4) in the grooves (3) set off 
from the corner edge on the lateral sides to enable 
overlapping joints; the diameters of the holes (4) are larger 
than the width of the groove (3). The body has two 
continuous anchoring profile grooves (6) spaced from each 
other on the bottom side between the opposite sides of the 
body and two holes (4) in the groove (3) spaced on the sides 
of the profile groove (6) for creating a clamping connection 
between the body and external carrier, whilst the diameters 
of the holes (4) are larger than the width of the groove (3). 
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The prefabricated panel system consists of a set of 
prefabricated panels (1) in at least a 2D arrangement, which 
are connected to each other by overlapping joints (2) between 
adjacent corners of the overlapped panels (1). The 
overlapping joint (2) fits into the hole (4) of one adjacent 
panel (1) and a complementary connecting member (5) fits 
into the hole (4) of the second adjacent panel (1), and into the 
adjacent grooves (3) of both adjacent panels (1). The 
prefabricated panels (1) have clamping joints (8) between the 
external carriers, where the external carriers fit into 
continuous anchoring profile grooves (6), whilst 
complementary connectors (5), whose free ends are in 
clamping contact with external carriers, are inserted into the 
holes (4) and grooves (3) at the clamping joint (8). 
 

 
Figure 2  Design of the prefabricated panel 

 
The design of the prefabricated panel system allows the 

connection of panels in a plane behind each other or next to 
each other. This makes it possible to cover one track but also, 
for example, two tracks next to each other or even to cover 
entire platforms with several tracks. However, the design also 
enables the creation of a spatial arrangement of panels, Fig. 
3. 
 

 
 

a) Overlapping curved lines b) Planar array of panels 

  
c) Spatially connecting panels d) Creating 3D structures 

Figure 3 Variability of the prefabricated panel system 
 
The benefits of the prefabricated panel and the 

prefabricated panel system are the universality, the use of 
only two mounting elements, and a simple and clean design 

solution. The assembly is very simple and consists only of 
inserting the connectors into the appropriate openings of the 
panels depending on the required joint. These connectors are 
not accessible from the outside. As a result, it is not possible 
to disassemble the panel system at any place without 
mechanical damage. The real possibilities of the 
prefabricated variable panel system are apparent from Fig. 4. 
The spatial arrangement of the panels also allows for the 
construction of small structures, such as shelters for cyclists, 
tunnels, or barriers against landslides on a slope. However, 
the panels do not have to be installed on railway tracks but 
can be used to cover any appropriately prepared surfaces, 
such as pavements, or various platforms or parking areas. 
 

 
Figure 4 Mockup of provided options of the variable prefabricated panel system. 

Legend: 1 - covering of straight tracks, 2 - covering of curved tracks, 3 - covering of 
platforms, 4 - shelters, 5 - tunnels and underpasses, 6 - protection against 

landslides, 7 - easy bridging 
 

 
Figure 5 Robotic panel laying 

 
In the proposed solution for building cycle paths, lighting 

was also considered. Red lights along the track were 
connected to photovoltaic cells installed on a black pole.  
Electronic contacts built into the panels served to check the 
unbreakability of the track. Holes in the panels were designed 
for drainage of rainwater and enabled the easy installation of 
the railing over bridges and other elevated structures. Any 
utility networks can be installed in the available openings in 
the panels.  

When designing the structure of the panels, efficient and 
quick assembly or disassembly was considered. The panels 
were equipped with holes for their attachment during 
transport and assembly itself. The resulting system thus 
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assumes automated assembly of individual panels, and – in 
an alternative solution – also the transportation of panels 
directly by railway and the assembly of panels, e.g., by using 
a suitable crane system. 

Subsequently, the first demonstration models of the 
panels in real dimensions were produced as illustrated in Fig. 
6. 
 

 
Figure 6 The figure shows the assembly of the demonstration panels 

 

 
Figure 7 Strength analysis, deflection of the panel - load on the cantilever 

 
An example of the strength analysis of a prefabricated 

panel is shown in Fig. 7 and Fig. 8. The slab calculation 
model was created in the Dlubal RFEM program, [5]. The 
model was linearly supported at the location of the rails. The 
load was considered in the form of self-weight and a point 
load of 10 kN from one wheel on the console (Fig. 7) and in 
the mid- span (Fig. 8). The dimensioning was carried out 
according to the European standards EN1992-1-1 for the 
effects of bending moments and shear forces. It is clear that 
the extreme stress is achieved in the cross section above the 
rail. To transfer these moments, concrete reinforcement was 
subsequently designed on the upper and lower surfaces of the 
panel. The production of our own panels took place in a 
prefab factory in a standard form, into which reinforcement 
was inserted and concreting was carried out, as shown in Fig. 
9 and 10. Four transport anchors, located on the shorter sides, 
were intended for lifting the panel. 

As a result of the analysis, a proposal was made for the 
required strength of the panel and its minimum thickness 
directly above the rails. Subsequently, the final construction 
of the panel with the required reinforcement was determined. 
To verify the load-bearing capacity of a typical prefabricated 
panel, load tests with two load sets were performed – ZS1 – 
load of the exposed end of the panel and ZS2 – load of the 

middle of the panel. The designed concrete class was C30/37. 
A demonstration of the load placed on the edge of the panel 
is presented below. The loading was performed through 
distribution plates with dimensions of 0.1 × 0.1 m. The 
detailed loading scheme is shown in Fig. 11. During the test, 
the force – FV4 and FV6 (FV5) and the deflections V1 – V6 
were monitored. 
 

 
Figure 8 Strength analysis, panel deflection - mid-span load 

 

 
Figure 9 Form of prefabricated panel with reinforcement 

 

 
Figure 10 Manufactured prefabricated panel 

 

 
Figure 11 Load scheme 
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Both ends of the panel were simultaneously loaded with 
the same static force, Fig. 12.  
 

 
Figure 12 View of the arrangement of the load pins during measurement 

 
The first hairline cracks appeared at approximately 15 

kN above the rail. With increasing force, bending cracks 
gradually began to form in the panel at the upper surface and 
shear cracks started to form at the console. At a load of 
approximately 40 kN, more significant cracks with a width 
of 0.2 mm were formed (at a deformation of the console v6 
approximately 5 mm). 

From this load level, the panel behaved significantly 
nonlinearly, deformations increased and cracks developed, 
the force increased less as shown in Fig. 13. The maximum 
limit value of the load FV4 was equal to 65 kN and deflection 
was reached. 
 

 
Figure 13 Overall failure of the panel by flexural cracks at the upper surface and 

shear cracks at the point of solitary force (right) 
 

At the given minimum thickness, it can be subsequently 
defined how much secondary raw materials can be added to 
pure concrete, so that the required strength of the concrete 
composite is maintained. 

The calculated weight loss with different composition of 
the composite is evident from Fig. 14.  

When manufacturing the panels, the assumption is that 
up to 30% of the concrete filler would be made from rubber 
or plastic waste. The diagram below show the total weight of 
one panel with the different ratios of the materials used. 

 
Figure 14 Test sample created in the composition 85 concrete/15 plastic 
 
The final proportions of added waste will depend on the 

continuous supply of a sufficient amount of waste, as well as 
on the results of strength analysis and experiments with real 
panels.  The change in panel weight by adding plastic waste 
can be seen from Fig. 15. 

 

Figure 15 Changing the weight of the panel by adding plastic waste 
 
Based on the results of calculations, experimental tests 

and the design of the technological production process, the 
first test section was implemented with real panels, Fig. 16. 
The objective of this test section was to verify the 
technological method of production, transport, handling of 
the manufactured panels and possible problems during 
laying. All test results were plausible. This created all 
conditions for the implementation of a pilot project for 
creating cycle paths on unused railway lines. 
 

      
Figure 16 The first test section created from real panels 

 
3 CONCLUSION 
 

Slovakia has a total of more than 300 km of minimally 
used railway tracks. Of these, more than 100 kilometers have 
not been used for a long time. In general, it can be concluded 
that Slovak Railways has a problem of maintaining the 
currently operable tracks. Many foreign countries have 

V4        FV4 
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turned abandoned railway tracks into Greenways – 
multifunctional paths- or for other tourist and commercial 
purposes. Usually, such repurposing was done by 
dismantling the tracks and then pouring a concrete-asphalt 
mixture, often also directly in nature. 

The aim of this article is to present a new and innovative 
technology for the use of abandoned railway tracks as a basis 
for building new cycle paths. The Trailpanel project proposes 
to transform unused railway tracks into cycle paths without 
removing the existing rails, just by simply changing their 
purpose. The idea is based on the installation of prefabricated 
panels on existing tracks. The present innovative project 
offers a comprehensive analysis of the possibility of 
transforming unused railway tracks into functional, modern 
cycle paths.  

The aim of further research of the presented project is to 
design a suitable optimal composition of the composite 
material for the production of panels, design a large-volume 
mold, the final technological process for the production of 
panels and design a technological line for the serial 
production of panels. In the production of composite 
concrete, it is planned to use otherwise unusable waste, 
mainly from plastics and rubber. During 2025, we plan to 
implement the first pilot project of a cycle track with a length 
of approximately 10 kilometers. 

The load tests were successfully completed. This is also 
a prerequisite for the successful use of panels in-situ. 
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