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Theoretical Study of Various Fluids on the Transient Performance of a Two-Phase Closed 
Thermosyphon (TPCT) 

 
Hesham Elkhatib*, Loula A. Shouman, Mohamed Abdel Aziz Salem 

 
Abstract: Passive cooling heat exchangers are important for a nuclear reactor. Due to many advantages of passive cooling mechanism it may be used in nuclear reactors by 
employing two-phase closed thermosyphon (TPCT) during shutdown regime. Many thermosyphons can be penetrated in cooling system so that, the condenser section is exposed 
to air and the evaporator (evaporator) section immersed into water pool. Our study is proposed to predict the thermal behaviour of TPCT with different fluids, Water, Toluene, 
Acetone and Heptane. The fluid which realizes better heat transfer characteristics prediction is our study objective. The mathematical model is developed to predict thermal 
behaviour of these fluids to classify the most appropriate fluid. Water, acetone, heptane, and toluene are selected as working fluids in this study. Engineering Equation solver is 
used to formulate our model with finite difference numerical method. The results show that, Acetone has the highest heat transfer coefficient and the lowest thermal resistance in 
evaporator section. Water has the highest critical heat flux and highest evaporator surface temperature. Water as well has higher heat transmission coefficient in the evaporator 
section after Acetone. It has also low wall temperature and highest heat transfer coefficient in condenser section. Water heat transfer coefficient is three times more than the other 
fluids and more output cooling capacity. For the same size of TPCT, while the Acetone is the lowest thermal resistance, but water is more preferable working fluid because it is 
more available with low thermal resistance as well and highest cooling capacity which enables the TPCT to have more cooling capacity Validation of the proposed theoretical 
model is performed and showed a good evaporator and condenser surface temperature agreement with the empirical results. 
 
Keywords: boiling; condensation; saturation pressure; saturation temperature; thermosyphon 
 
 
1  INTRODUCTION 
 

Heat pipes are the most common passive, capillary-
driven of the two-phase systems. The liquid-to-vapour phase 
transition (boiling/evaporation and condensation) of a 
working fluid is a component of two-phase heat transfer. 
Simple two phase closed thermosyphon is a natural 
circulation heat pipe that, consists of a sealed pipe charged 
with working fluid under a vacuum condition without wick 
material [1]. Thermosyphon is passive two-phase heat 
transfer loops increase the thermal conductivity between a 
heat source and a heat sink by utilizing the very efficient 
thermal transport mechanism of evaporation and 
condensation. Additionally, thermosyphon heat pipes are 
found to have a number of general advantages that make 
them suitable for a variety of uses, including heating 
buildings with solar energy [2], water heaters, furnaces, and 
boilers, as well as cooling applications (such as cooling 
nuclear reactors, turbine blades, transformers, electronics, 
and internal combustion engines). In the last few decades, the 
thermosyphon systems were used as a passive cooling system 
for the spent fuel pool and nuclear reactors. Many academics 
have conducted theoretical and experimental research on the 
fundamental characteristics of two-phase closed 
thermosyphons. Thermosyphon functioning is affected by a 
number of variables, including fill ratio, working fluid, tilt, 
geometry, heat input, cooling water flow rate, and others. 
Patil Aniket D., and Yarasu Ravindra B. [3] in which they 
focused on aspects such as filling ratio, aspect ratio, heat 
load, mass flow rate, and inclination angle, all of which affect 
thermosyphon thermal performance, publish a review study. 
Many investigations were implemented in order to analyse 
and improve the thermosyphon's thermal performance, 
theoretically and/or experimentally to study the effect of 
mathematical Modelling, working fluid, surface geometry 

and mechanical modification. New heat transfer 
augmentation approaches such as resurfacing, ultrasonic 
wave utilization, and CFD analysis are also enlightening. 
Due to the extended application of heat pipe in the recent 
years, noticeable interest in the study of thermosyphon 
design and performance. These studies were carried out (but 
not limited to) by Thanya, et al [4], Filippo Cataldo and Yuri 
Carmelo Crea [5], M. G. Hammouda, et al [6], Ghasem, et al 
[7], and Myeongjin Kim, et al [8]. Several investigations 
were presented to study the effect of working fluids on the 
thermosyphon. Mozumder, et al. [9] designed, built, and 
tested a tiny heat pipe using the working fluids acetone, 
methanol, and water. Thermal resistance and total heat 
transfer coefficient were used to evaluate the heat pipe's 
performance. H. Jouhara, et al. [10] utilizing water and the 
dielectric heat transfer liquids FC-84, FC-77, and FC-3283 
carried out a thermosyphon thermal performance experiment. 
S. M. Sadrameli, et al. [11] looked into the impact of working 
fluid occupancy inside heat pipes and the amount of heat 
input on thermosyphon performance. The operating fluid in 
a steel thermosyphon with a 16 mm diameter was toluene. 
Evaporator, adiabatic, and condenser section lengths were, 
respectively, 10, 23, and 17 cm. Russo, et al [12] investigated 
experimentally the thermal performance of various working 
fluids in thermosyphons that can be employed in thermal 
control of electronic equipment. Acetone, water, ethanol, and 
methanol were used as working fluids. A. Jay, D. Pingale, et 
al [13] constructed a two-phase closed thermosyphon 
(TPCT) with a 1 m length and outer diameter 19mm that is 
filled with different fluids (Propylene Glycol and Ethylene 
Glycol). Different fill volume ratios (40 and 60 %), and heat 
inputs (60 to 80 °C) were used to study the performance of 
thermosyphon. Rafal Andrzejczyk [14] investigated how 
several factors affected a wickless heat pipe's performance. 
With different filling ratio values (0.32, 0.51, 1.0), three 



Hesham Elkhatib et al.: Theoretical Study of Various Fluids on the Transient Performance of a Two-Phase Closed Thermosyphon (TPCT) 

174                                                                                                                                                                               TECHNICAL JOURNAL 19, 2(2025), 173-180 

working fluids—Ethanol, Water, and SES36 (1, 1, 1, 3, 3-
Pentafluorobutane) were investigated. Abdelrahim Abusafa 
and Aysar Yasin [15] investigated a two-phase closed 
thermosyphon system for cooling high heat flux electronic 
equipment. Using R-134a as a working fluid, the 
performance of the thermosyphon was studied. The influence 
of heat flux and the refrigerant pressure were investigated on 
the boiling section heat transfer coefficient. H. Z. Abou-
Ziyan et al. [16] investigated the thermal performance of a 
two-phase closed thermosyphon using water and R134a as 
the working fluid in both stationary and vibratory situations. 
The thermal performance of an inclined two phase closed 
thermosyphon with distilled water and aqueous solution of n-
Butane as a working fluid was explored by M. Karthikeyan, 
et al. [17]. Analytical calculations were made by Shwetabh 
Singh, et al. [18] to determine the contribution of the working 
fluid's thermo physical parameters to the formation of 
entropy. A calculation of entropy has been made using 
acetone, pentane, heptane, ammonia, pentane, and water as 
working fluids. Hussain Saad Abd, et al. [19] studied the 
wickless heat pipe's performance properties, including 
thermal power, working fluids, temperature change with 
varying input powers, thermal resistance, and heat transfer 
coefficient, which were shown experimentally. Various heat 
loads (from 20 to 60 W) and a filling ratio of 50 % were 
employed with the working fluids methanol and ethanol. M. 
M. Sarafraz, et al. [20], conducted a series of tests to assess 
the thermal performance and heat transmission of n-pentane-
acetone and n-pentane-methanol mixtures inside a gravity-
assisted thermosyphon heat pipe. The impact of a number of 
variables, including the input heat to the evaporator section, 
the carrying fluid filling ratio, the tilt angle of the heat pipe, 
and the carrying fluid type, on temperature distribution and 
heat pipe performance was examined. D. Mishkinis, et al. 
[21] carried out a review of prospective solutions for the 
development program "High Temperature LHP" and selected 
potential working fluids (including two-component 
combinations) and LHP materials for the envelope and wick. 
The typical working fluids for LHP are ammonia and 
propylene. Results show that if the temperature is close to 
125 °C, organic liquids including acetone, ethanol, and 
methanol are incompatible with Ni wick due to a highly 
severe breakdown process. In several experiments and 
theoretical studies, the transient behaviour of closed two-
phase thermosyphons was investigated to determine its 
impact on thermosyphon performance. The following list 
includes a few of these studies. Hichem Farsi, et al. [22] 
performed an experimental and theoretical investigation to 
examine the two-phase closed thermosyphon (TPCT) 
behaviour in transient regimes. Two types of TPCT 
responses were shown by experimental data. The 
mathematical model had been constructed to obtain an 
analytical expression of the system response time. In double-
phase closed thermosyphon, Zhongchao Zhao and colleagues 
[23] studied thermal performance of phase change heat and 
mass transport in transient state by using computational fluid 
dynamics (CFD). To simulate condensation and evaporation 
in the thermosyphon at various heating inputs, a 
computational fluid dynamic model based on the fluid 

volume approach was created. This thermosyphon's 
operating fluid is deionized water, as stated. R. Parand, et al. 
[24] gave a theoretical analysis of the thermosyphon 
behaviour in the transient domain. To determine the 
temperature of the thermosyphon and the time required to 
attain steady state condition, a computer simulation 
programme based on the lumped technique has been created. 
Jiao Yonggang, et al. [25] presented a mathematical model to 
predict the unsteady state start-up process of heat pipe. The 
temperature, velocity and pressure distribution in the 
working trap was solved by FLUENT. According to the 
preceding review, several experimental and theoretical 
studies look into the effect of working fluid, while others 
look into the transient reaction. The goal of this research is to 
predict the transient response of various operating working 
fluids on the capability of (TPCT). 
 
2 THEORETICAL MODEL 
 

The two-phase closed thermosyphon (TPCT) is 
constructed up of an evacuated sealed tube that contains a 
small volume of liquid and is separated axially into three 
basic regions: evaporator (heating), adiabatic (thermally 
insulated), and condenser (cooling), as shown in Fig. 1. The 
heat from the evaporator component is transferred to the 
liquid in the thermosyphon through the pipe wall, causing it 
to boil. In the form of latent heat of vaporization, the heat is 
absorbed by the working fluid. The vapour moves upward 
because the evaporator zone has a higher pressure than the 
condenser zone. In the cooler condenser zone, the latent heat 
absorbed in the evaporator condenses and is released. The 
heat then exits the thermosyphon through the tube wall and 
into the outside, passing through the thin liquid coating. The 
flow circuit inside the tube is completed when the liquid is 
gravity-forced back to the evaporator section as a thin layer. 
The theoretical behaviour of a two-phase closed 
thermosyphon (TPCT) in the transient phase is investigated. 
The transient model was used to mimic the thermosyphon's 
response to various working fluids. 

 

 
Figure 1 Two-phase closed conventional thermosyphon operation 
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2.1 Model Description and Assumptions  
2.1.1 Thermosyphon Evaporating Section (Boiling) 
 

A closed container makes up a thermosyphon, which 
collects energy along its evaporating part and extracts it 
along its condensation part. Look at a diameter D thin-
mechanically polished wall material of thermosyphon. When 
heat is applied to the thermosyphon, saturated fluid is boiled 
at a specific internal pressure of evaporation part of length Le. 
The vapour rise to condenser and condenses and falls by 
gravity down the wall of the condensation part of length Lc 
back into the evaporation part. When evaporation occurs at 
the surface that represents a liquid solid interface, it is termed 
boiling and the process occurs when the surface temperature 
in the boiling section Tsb exceeds the saturation temperature 
Tsat at adjusted pressure inside evaporation section. Heat 
energy is transferred from the outer surface to inside surface 
to the liquid by conduction and convection, which Newton’s 
law of cooling [26] can be applied: 
 

( )sb sb sb sb sat sb sb eΔQ h A T T h A T= − =                            (1) 
 

We can see vapour bubbles in this process, which 
propagates and subsequently separates from the surface. The 
dynamics and formation of vapour bubbles are intricately 
dependent on the excess temperature, the kind of surface, and 
the fluid’s thermophysical characteristics like surface 
tension. The dynamics of vapour bubble production also 
affects the mobility of liquids close to the surface, which has 
a significant impact on the coefficient of heat transfer. The 
liquid is free of motion, and its movement at the surface is 
caused by free convection and mixing triggered by bubble 
development and detachment. Pool boiling can happen under 
a variety of circumstances.  There is nucleate boiling in the temperature range of 30 
°C > Te > 5 °C. Two distinct flow regimes may be observed 
in this range. At nucleation sites in the area, individual 
bubbles develop and detach from the surface. This separation 
causes a significant amount of fluid mixing close to the 
surface, significantly raising the heat transfer coefficients h 
and qsb. In this regime, the majority of heat exchange occurs 
directly from the surface to a liquid that is moving at the 
surface rather than through the surface-born vapour bubbles. 

Eq. (2) is developed by Rohsenow [27] and nucleate 
boiling uses this correlation widely. All liquid properties are 
evaluated at saturation temperature. 
 

 
( )

30 5
p,l el v

sb l fg
l s,f fg l

Δ.

n

c Tg
q h

C h Pr
ρ ρ

µ
σ

  −
 =       

                      (2) 

 
Critical heat flux represents an important 

characterization of boiling curve.  It is necessary to operate 
evaporation process near to this point, but we as well 
consider the danger of dissipating heat in excess of this 
amount. Zuber [28] developed and, obtained an expression, 
which can be approximated as: 

( ) 0 25
l l v

max s,f fh v 2
v

.
g

q C h
σ ρ ρ

ρ
ρ

 −
=  

  
                                 (3) 

 
At excess temperatures, a vapour film blankets and 

covers the surface until separation between the surface and 
liquid. Because conditions of laminar film condensation, it is 
common to consider film, boiling correlations on results 
obtained from condensation phenomena. One such result, 
which applies to film boiling on a cylinder diameter D, is of 
the form [26]. 
 

0 253
l v fgsb

sb s,f
v v v sb sat

( )
( )

.
g h Dh D

Nu C
k k T T

ρ ρ
ν

 −
 = =

−  
             (4)                  

 
Where e sb satΔ .T T T= −  

The transient analysis takes place according to energy 
balance between boiling heat flux to the surface of boiling 
section and heat transferred to interior fluid by convection 
and conduction. This transient transfer occurs according to 
Eq. (5) [26]. 

 
0 25

sb l l v
p sb s,f fg sb 2

v
30 5

p,l el v
l fg

l s,f fg l

d ( )
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d

(Δ )( )

.

.

n

T g
VC C h A

t

c Tg
h

C h Pr

σ ρ ρ
ρ

ρ

ρ ρ
µ

σ

 −  = −  
    

  −
 −  
    

          (5) 

 
The 60 % of maximum heat flux is our assumption [26] 

to be absorbed by heating section and it is assumed sufficient 
to boil the fluid at assigned vacuum pressures. 
 
2.1.2 Condensing Section of Thermosyphon 
 

Condensation happens when the temperature of a vapour 
is decreased below its saturation temperature. In industrial 
equipment like thermosyphon, the process results from direct 
contact between a cool surface and vapour. Its latent energy 
is released, heat energy is transferred to the surface, and the 
formation of condensate transforms the vapour into liquid 
phase. 

The total heat transfer to the surface may be obtained by 
using Eq. (6) with and expressed as: 
 

sc sc sc sat sc( )Q h A T T= −                                                        (6) 
 
The average Nusselt number in condensing section is: 
 

0 253
l l v fgsc

sc
l l l sat sc

( )
0 943

( )

.
g h Lh L

Nu .
k k T T

ρ ρ ρ
µ

 −
 = =

−  
                  (7) 

 
When the flow in tube is in the laminar, wavy regime, 

Kutateladze [29] advises a correlation: 
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1 32
l
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sc 1 22
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g Re
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δ
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−
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fg l
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π
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h Dδ µ
=

′
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And fgh′  is the modified latent heat of vaporization and 
expressed by: 
 

fg fg l sat sc0 68 ( )h . h cp T T′ = −                                               (10) 
 
And Re is Reynolds number based on liquid film thickness δ 
and its range for laminar flow is 30 ≤ Re ≤ 1800. 

The heat removed by condensing section depends on the 
heat absorbed by boiling section, so the transient equation 
yields the form [26]: 
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2.2  Solution Methodology  
 

The solution of the previous Eqs. (5), (11) is modelled 
by finite difference method (Euler) using Engineering 
Equation Solver (EES) [31] which is used to formulate the 
model. The solution illustrates the average change in 
evaporator and condenser wall temperatures with time. The 
finite difference form of above equations yield to: 

For evaporator section: 
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For Condenser section: 
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Initial and boundary conditions: Temperature of the 
evaporator surface is assumed initially (Time=0) at the same 
temperature of the surrounding reactor pool temperature, 
while the condenser wall temperature is assumed as the 
surrounding air temperature in the reactor hall. The limit 
values of temperatures are the saturation temperature values 
corresponding to each fluid distinct vapour pressure which 
are selected at 40 °C. The TCPT is under different vacuum 
pressure related to each fluid type and that realizes 40 °C 
saturation temperature. This value keeps the pool 
temperature at 40 °C and enables TCPT to absorb 
accumulated residual heat. Tab. 1 illustrates these pressures. 
 

Table 1 Vapour pressure for various types of fluids 
Fluid type Vapour pressure (Pa) Saturation temperature (°C) 

Water 7375 

40 Acetone 56520 
Toluene 7903 
Heptane 12325 

  
2.3  Model Validation 

 
The model validation is illustrated in Fig. (2), and 

compared with experimental results by Mohamed S. El-genk 
[30] while employing heat pipe to absorbing heat load of 600 
watt via evaporating section and dissipating it by natural 
convection through condensing section to air. The pressure 
inside horizontal thermosyphon is kept at atmospheric 
pressure 1 bar and the material is copper. The model 
prediction shows reasonable results for evaporator and 
condenser wall surface temperatures with the measured 
values. The figure illustrates that; the difference between 
experimental results and model predictions do not exceed 
5%. 
 

 
Figure 2 Evaporator and condenser surface temperatures at 600 Watt 

 
3 RESULTS AND DISCUSSION 
 

The theoretical model is design to study the transient 
behaviour of thermosyphon and the effect of the various 
working fluids on the thermosyphon feature. Saturation 
temperatures are adjusted to be the same for four fluids type 
by varying vacuum pressure inside heat pipe to satisfy the 
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same saturation temperature. The used thermosyphon is 
characterized by this information below: 
Saturation temperature: 40 °C 
Dimension:  
Evaporator length:   30 + πd cm 
Condenser length:   30 + πd cm 
Adiabatic length:    15 cm 
Diameter (d):            5.0 cm 
Thickness:                 3.0 mm 
Material:                   Aluminium 6061 
Nucleate boiling flux: 10 % of critical heat flux Cs,f = 0.013, 
and n =1.0. 

The results of the analytical modelling are primarily 
addressed and examined in order to evaluate the performance 
of a closed two-phase thermosyphon with different working 
fluids in transient operation.  
 
3.1  Critical Heat Flux 
 

The critical heat flux of considered fluids is shown in 
Fig. (3), which is calculated from Eq. (3) at saturation 
temperatures 40 °C and dependent on thermodynamic 
properties of each fluid. As shown in the figure; for the same 
condition of operation; the water has the greatest critical heat 
flux followed by Acetone, while Heptane and Toluene are the 
lowest and are relatively the same values. This behaviour is 
returned to the latent heat of the fluids, where it is the major 
parameter appears on the values. 

It is assumed in model that the nucleate boiling heat flux 
is to be maintained at 10 % of the critical heat flux. 
Consequently this flux will be greater in Water and Acetone 
but will be lower in case of Heptane and Toluene which are 
the same. 
 

 
Figure 3 Critical heat flux of various fluids 

 
3.2 Transient Evaporator and Condenser Temperature 
 

The Fig. 4 illustrates the temperatures predicted by the 
mathematical model for evaporator wall surface versus time 
using various working fluids. It is shown from the figure that, 
at the beginning of calculation (when the wall surface 
temperature is reached approximately to the saturation 
temperature of the fluid about 40 °C) the evaporator surface 

wall temperature increases rapidly. This increasing in the 
temperature is due to the increase of heat flow from available 
temperature difference. However, the rise in temperature 
decreases until steady state condition is realized. This is an 
obvious fact due to the decrease in the driving force, namely 
the temperature difference. It is concluded from the Fig. 5 
that, the wall temperature in the evaporator in case of water 
realizes higher temperature at steady state condition than the 
other fluids, this behaviour referred to the highest latent heat 
of vaporization of water and it means that water absorbs more 
heat and has more cooling capacity.  

Also shown from the Fig. 5, the evaporator surface 
temperature achieves 15 °C higher than the saturation 
temperature for water  while Heptane record only 7 °C rise 
due to the higher thermal conductivity of water than Heptane. 
The transient temperatures calculated by the mathematical 
model for condenser wall surface is illustrated in Fig. 5 for 
various working operating fluids. The figure demonstrates 
that, the condenser wall surface temperature decreases below 
the saturation temperature due to condenser cooling heat 
dissipation. With time, the rate of temperature decrease, 
however, slows until a steady state condition is established. 
This is a clear reality because the driving force, notably the 
temperature difference between wall and cooling air, has 
decreased. The condenser wall temperature in the Heptane 
reaches the steady state condition faster and has a lower 
temperature compared to the other fluids.  
 

 
Figure 4 Transient Evaporator Surface Temperature for different working fluids 

 

 
Figure 5 transient condenser surface temperatures for different working fluids 
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3.3  Evaporator and Condenser Heat Transfer Coefficient of 
Thermosyphon 

 
The average heat transfer coefficients (he) and (hc) in the 

evaporator and condenser are used to determine the degree of 
heat transfers within the thermosyphon. The average heat 
transfer coefficients are calculated using a mathematical 
model for both boiling, condensation and steady-state 
situations.  

The transient heat transfer coefficient of the evaporator 
for the various thermosyphon working fluids is plotted in Fig. 
6. At steady state, acetone has a higher heat transfer 
coefficient relative to other fluids and Toluene has a lowest 
heat transfer coefficient. As indicated in the figure, the 
evaporator heat transfer coefficient of Acetone has the 
greatest value of 2965 W/m2·K, while the heat transfer 
coefficients for other operating fluids range from 1950, 1449 
and 1152 W/m2·K for Water, Heptane and Toluene 
respectively. 

Coefficients are calculated using Newton’s law of 
cooling. The values of condenser heat transfer coefficient are 
predicted from Eq. (8) based on some physical properties like 
kinematic viscosity, Reynolds number and thermal 
conductivity.  
 

 
Figure 6 Evaporator heat transfer coefficient for different working fluid                            

 

 
Figure 7 Condenser heat transfer coefficient for different working fluid 

 

The transient heat transfer coefficient of the condenser in 
TPCT is shown in Fig. 8 for the various operating working 
fluids. As indicated in the diagram, the condenser heat 
transfer coefficient of Water has the greatest value then 
Toluene, Acetone and heptane respectively. The heat transfer 
coefficient of water is more than three times that of other 
working fluids.  
 
3.4  Thermosyphon Resistance 
 

Thermal resistance is an important parameter to the 
thermosyphon performance. The thermal resistance could be 

calculated using the below formula: sb scT T
R

Q
−

= , where Q 

is the heat absorbed by the heat pipe. 
Fig. 8 shows the transient resistance of TPCT for the 

various operating fluids. As illustrate in the figure, the 
Toluene has the highest resistance than other fluids and the 
Acetone has the lowest. While the Acetone is the lowest 
resistance, the water is more used due to that, it is more 
available with no cost. 

 

 
Figure 8 Heat pipe resistances for different working fluid at constant heat load  

 
4 CONCLUSION 
 

A mathematical model is developed to describe and 
study transient thermal behaviour of the two phase closed 
thermosyphon (TPCT) with different working fluids. The 
best fluid performance with TPCT is the main objective of 
the study.  Evaporator and condenser surface temperature are 
the most important key results. Water, Toluene, Acetone and 
Heptane are used as working fluids in the present study.  A 
validation of the mathematical model is presented using 
water as a working fluid by comparing the surface 
temperature of evaporator and condenser which are predicted 
from the model with experimental results [30]. The 
performance of TPCT with different fluids is presented. 
According to the results, Acetone has the highest heat 
transmission coefficient in the evaporator section. Its heat 
transfer coefficient is twice of Heptane and is slightly closer 
to water. Water has the highest critical heat flux, highest 
evaporator surface temperature and has relatively high 
evaporator heat transfer coefficient which means that water 
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absorbs more heat from surrounding heat load. In condenser, 
water has the maximum heat transfer coefficient, which is 
three times more than the other fluids. Water has lower heat 
resistance than heptane and Toluene and little higher than 
Acetone. Water is preferable working fluid in TPCT because 
it transfers more heat flux in the evaporator, dissipates more 
heat in condenser, has low thermal resistance and it is 
available with no cost.  
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Nomenclature: 
 
A Area, m2 
Cp Specific heat, J/kg·°C 
D Diameter, m 
L Length, m 
g  Acceleration of gravity, 9.81 m/s2 
h Heat transfer coefficient, W/ m2·°C 
hfg Latent heat of vaporization, J/kg·°C 
k Thermal conductivity, W/m·°C 
q Heat flux, W/m2 
Q Heat load, W 
t Time, s 
dt Time difference, s 
T Temperature, °C 
dT Temperature difference, °C 
C    Nucleate boiling coefficient 
n     Nucleate boiling exponent 
 
Greek Symbols 
µ Dynamic viscosity, N·s/m2 
β Thermal expansion coefficient, K‒1 
ν kinematic viscosity, m2/s 
ρ Density, kg/m3 
σ Surface tension, N/m 
Δ Film thickness, m 
 
Dimensionless Groups 
Pr Prandtl number, 
Re Reynolds number,  
Nu Nuselt Number 
Subscripts 

a Adiabatic, 
b Boiling 
c Condenser, 
e Evaporator 
f Fluid, 
l Liquid 
s Surface 
sat Saturation 
v Vapour 
sb Surface of boiling 
sc Surface of condensation 
s,f Surface-fluid combination 
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Enriched I-Q Active Filter Based Harmonics Mitigation in Rectifier-Inverter Fed Induction 
Motor Drive 
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Abstract: In recent decade, an introduction of innovative technological development in power electronics sector is to perform significantly for compensation of power quality issues. 
The sugar industry's widespread implementation of variable-frequency induction-motor drives cause the electrical distribution systems to become worse. Greater harmonics 
produced by semiconductor current converters affects the sinusoidal voltage and increase reactive component of current by voltage. To overcome the aforementioned issues, the 
research paper examines issues of power quality in an induction motor (IM) drive system attached to utility grid system. The addition of filters, which reduces the power quality, 
issues in induction motor drives by providing lower THD. The IM drive system with an enhanced filter is employed to reduce harmonics produced by power semiconductor switches 
to keep the three-phase power supply in good condition. So, the instantaneous imaginary controller-based shunt active power filter (I-Q active filter) is employed to lessen the 
harmonic content that exists in the current at the point of source. To enhance the electrical network system's power quality, the proposed filter is injected parallel within the source 
and the IM drive system. The outcomes of simulations are analysed and it is executed by MATLAB/Simulink. 

Keywords: harmonics; induction motor drive; I-Q active filter; power quality; sugar industry 

1 INTRODUCTION 

The necessity for electronic systems and devices has 
risen substantially over the past few decades, primarily as a 
consequence of growth in the economy and population [1]. 
As a consequence, power electronics and AC machine drives 
are making progress in a number of industries, such as 
manufacturing, electronic goods, electric vehicles, non-
conventional energy and power generation plants [2, 3]. 
Because of the variable speed, high efficiency, and 
affordability, three phase IM drives are frequently utilized in 
manufacturing applications. The progress in solid-state 
power conversion has opened up opportunities for the 
flexible deployment of variable frequency induction motor 
drives (VFIMDs) in various fields such as air conditioning, 
blowers, rolling mills, and others. With increasing demand, 
industries are now providing solutions with power ratings 
reaching up to MW for purposes like electric propulsion, 
rolling mills, traction systems, and hybrid electric vehicles, 
highlighting the escalating significance of VFIMDs in 
contemporary industrial and transportation sectors [32]. The 
IM drive must function effectively on both the machine and 
the drive section. A diode bridge rectifier is used by Voltage 
Source Inverters (VSI) to supply the dc link voltage for three-
phase induction motor drives. Huge currents are drawn from 
the supply line as a result of the power electronic switches' 
nonlinear behavior that raises the power requirement and 
machine rating [4]. This raises the total expense of operating 
the system. Induction motor drives are examined in various 
ways to monitor their efficacy in various scenarios. 
Subsequently enhancing power quality reduces the price of 
electricity, power quality assessment of induction motor 
drive systems is a highly significant research field [5]. In 
many recent applications, such as the drive of variable 
frequency induction motors, AC-DC converters are now 
widely used. Although certain applications, such as AC 
drives, occasionally call for DC power during transitional 
stages, they typically require DC power to operate. The 

aforementioned AC-DC converters, commonly referred to as 
rectifiers, are utilized in medium power applications and are 
powered by a three phase AC supply with a 33 kV or 11 kV 
voltage along with a step-down transformer [6]. The AC-DC 
converters, however, possess low input power factor, raised 
DC voltage ripple, increased THD, and poor input power 
quality. Various approaches have been developed to 
overcome these restrictions [7]. The filters are usually 
employed to eliminate harmonics that can be either passive 
or active. These filters raise losses and complexity of circuits 
while being inefficient. Due to their remarkable efficiency, 
higher reliability, and simple structure, multi pulse rectifiers 
have become increasingly popular for enhancing the input 
power quality and decreasing harmonics. In addition, multi-
pulse rectifiers do not need LC filters, removing the potential 
for LC resonances. Additionally, the common mode voltage 
generated by rectifiers is removed through the use of a phase-
shifting transformer [8]. The research investigation examined 
difficulties with reliability of power in a distributed multi-
drive system linked to an uncontrolled rectifier. The primary 
use of an uncontrolled rectifier is as a front-end converter to 
supply direct current to inverters driving induction motors. 
So, a shunt active power filter is used to lessen the harmonic 
content that is present in the source current. To enhance the 
grid system's power quality, an active filter is parallel 
injected among the source and the multi-drive mechanism. 
The primary limitation associated with an active filter is its 
pricey, intricate control mechanism. Both back-to-back 
converter actions are subject to an ongoing research into 
predictive model control, which serves as an active power 
filter to compensate for harmonics and supply sinusoidal grid 
current. Power quality and harmonics removal are considered 
in this optimization. The main disadvantage of model 
predictive control is that it was designed to handle output 
disturbances and may struggle with input issues [9]. The 
study offers a technique for creating hybrid power filters that 
minimize distortion caused by harmonics and thus enhance 
power factor and lessen the harmonics issues. The primary 



Samsher Kadir Sheikh et al.: Enriched I-Q Active Filter Based Harmonics Mitigation in Rectifier-Inverter Fed Induction Motor Drive 

182   TECHNICAL JOURNAL 19, 2(2025), 181-191 

drawback this kind of filter are high computational 
expenditure [10]. By employing the harmonic injection 
method, an induction motor's harmonics that are present in 
its current, voltage, space, or time parameters have been 
attempted to be reduced. In order to achieve harmonic 
distortion levels up to or less than 3% THD, harmonics 
injection method first cancels up to the 50th harmonic [11]. 
The installation of an active rectifier to a frequency converter 
is one of the promising methods for enhancing power quality 
while an AC VFIMD is operating. In mining equipment with 
VFIMD, frequency converters with active rectifiers are an 
efficient tool for improving power quality and reducing 
consumption of energy [12]. The investigation examined the 
reference value of the total harmonic factor, requiring an AR 
filter and considering feed line length when configuring AR 
current controllers, ensuring compliance with 
recommendations for transient and steady state processes. 
[13]. Numerous studies on PWM methodologies' impact on 
VSI in Induction motor drives, however, only address 
specific parameters like torque ripple and line current THD. 
[14]. The research explores a selective harmonic reduction 
approach in a three-level NPC inverter-fed induction motor 
drive to minimize torque harmonics and mechanical and 
electrical resonance. [15]. certain torque and current 
harmonics which could cause disturbances as well as 
mechanical and electrical resonance are avoidable because of 
the different modes of operation. In a three-level NPC 
inverter-fed induction motor drive, the research investigated 
the selective harmonic reduction approach to minimize the 
determined torque harmonics [16]. For [17] enabling the 
drive to absorb or inject reactive power and deliver current 
supply that has minimal harmonics, a field-oriented control 
scheme has been established. The industries, which utilize 
numerous induction motor drives concurrently, require 
greater, less expensive approaches to enhancing the electrical 
performance. Existing Research proposes a control method 
for a dynamic voltage restorer (DVR) that protects an 
adjustable speed drive (ASD) from harmonics, imbalance, 
drop, and swell [18]. The sources of current harmonics are 
the various non-linear loads. Waveform changes in current 
and voltage are commonly caused by the harmonics in the 
current. As a consequence of the various loading scenarios, 
distorted current is injected from the point of common 
coupling to supply [19]. The addition of filtering 
circuit with enhances power quality with lower THD, 
enhancing the converter's efficiency and the induction 
motor's dynamic performance [20]. The IMD system with an 
enriched filter is used to reduce harmonic produced by power 
semiconductor switches. It also offers reactive power 
compensation to keep the three-phase power supply's quality 
significant that is necessary for preserving the functionality 
of other devices linked to the converter circuit.  

The proposed research primary contribution consists 
comprising the following: 
• For the minimization of harmonics, the power supply

from the grid system, in sugar industry, an enriched I-Q
active filter has been implemented.

• To instantaneous active and reactive power theory
employed in the suggested design to extract the features

• The drive performance analysed in terms of power
quality such as THD analysis and voltage and current
maintenance.

The accompanying would be the format of this paper: 
Section 1 provides an introduction of drives. Section 2 
elaborate the drive system of sugar industry. Section 3 
depicts generation of harmonics in varying load situation. 
Section 4 describes the proposed methodology and system 
modelling. Section 5 explain the proposed methodology 
outcomes. The conclusions of this work are described in 
Section 6, and the references are given in subsequent section. 

2 DRIVE IN SUGAR INDUSTRY 

In a sugar mill, there are many different driven 
machineries, but generally, there are merely three main kinds 
of drives: 
• Constant speed
• Variable speed over a limited range
• Variable speed over an extensive range.

The adjustable speed drives (ASD) known as variable 
frequency drives (VFDs) have been used in industrial settings 
to regulate the machinery's two major operating parameters, 
namely torque and speed. Fig. 1 depicts the block diagram 
for a three-phase motor drive system.  The ASD method is 
used in industrial applications because distinct equipment in 
various sectors operates at distinct speeds [21]. VFD 
contributes a significant function in reducing the amount of 
harmonics. 

The selection of AC and DC drives depends on the needs 
of the industrial application. While DC drives are employed 
to have high starting torque and constant speed. The objective 
for utilising AC drives is to have good control processes 
and minimize energy consumption, for example, they are 
used in boiler feed pumps and power generators. In the 
present research, the induction motor's speed and torque are 
controlled by an AC drives system. The impact of harmonics 
is greater in VFD. The nonlinear behaviour of the load may 
also be responsible for the VFD's poor power factor, which 
decreases with a reduction in motor speed and results in a 
significant quantity of induction harmonics being supplied 
again to the electric power supply [22]. 

 2.1 Induction Motor Drives 

The three-phase induction motor is ideal for constant 
speed drives in sugar factories, while the slip ring and squirrel 
cage motors are suitable for high torque and long run-up 
times, with easy-to-understand control gear. Approximately 
400 electrical drives, varying in size about a few kW to a few 
MW, are used in a typical contemporary sugar factory for 
various operations. Solely three or four of these locations 
use SRIMs, which account for about 30% of their overall 
electrical usage. The aforementioned SRIMs are set up at pre-
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crushing equipment that essentially uses large rotating knives 
to chop the cane, followed by heavy rotating hammers to 
shred it, to prepare the cane for effective squeezing the 
highest-performance motor in the industry, which uses nearly 
15% of the installed power, is used for cutting operations.  

Sugarcane industries commonly employ cogeneration 
plants, with induction machines for braking functions. 
Flywheels are fitted to mitigate load swings, particularly 
during breaking. Switched reluctance induction motors.  

(SRIMs) with high inertia are recommended for heavy 
knife operations. However, SRIMs require external rheostats 
for starting and maintain slip resistance to minimize current 
fluctuations. Despite load stability benefits, significant 
energy is wasted in slip resistance. [23]. 

A variable frequency drive (VFD) is an electrical system 
that connects an electric motor to a supply system, supplying 
it with a variable frequency alternating supply voltage, 
allowing variable motor torque and speed. Modern VFDs 
consist of a rectifier, DC-link, and inverter sections. [24]. 
Three phase induction motor drives as shown in Fig. 1 

Figure 1 Three phase induction motor drive system 

3  HARMONIC ANALYSIS IN INDUCTION MOTOR DRIVE 

Power electronic converters are now frequently used to 
regulate the flow of electricity for digitization and energy 
conservation in both manufacturing and household usages. 
These kinds of converters frequently consume harmonic 
current as well as reactive power through the AC distribution, 
which negatively affects power quality [25, 26]. Rapid 
electricity rises in either a positive or negative direction, 
creating harmonics. As a consequence, the wave form of an 
electrical converter voltage supply's output is non-sinusoidal. 
In this sort of wave form, square waves and pulse waves 
create a swift and unexpected rise. Harmonic currents are 
caused by unpredictable masses that are rigid and produce a 
current wave that is completely distinct from the employed 
voltage wave. 

Figure 2 Electrical Waveforms Harmonic 

Solid state power changers like diodes, thyristors, SCRs, 
and transistors transform DC power, making up most 
electronic gadgets. Harmonic frequencies in power systems 
are created by non-linear electronic and electrical devices. 

[27]. Fig. 4 illustrates the way the fundamental frequency 
produces non-sinusoidal distorting wave forms when 
combined with other order harmonics. The electric wave 
form harmonics depicts in Fig. 2. Harmonic current arises 
from rigid non-linear masses, causing a different current 
wave shape than applied voltage. Solid state power change 
devices, however, possess distinct voltage and current 
shapes. 

Harmonic current arises from rigid non-linear masses, 
causing a different shape than the applied voltage wave. 
Modern technological masses have distinct voltage and 
current shapes, with electric potential appearing undulating 
but current waves moving slowly. Harmonics can be 
produced on the supply or load side depending on the load 
type. Current harmonics [28] are usually produced by voltage 
provides. The result could be the amount of distortion created 
as the facility line's current flows. 

4  PROPOSED METHODOLOGY AND SYSTEM MODELLING 

Voltage and current waveform degradation is being 
caused by the usage of power conversion devices and non-
linear loads in consumers' and industries' applications. 
Increased distribution power losses, communication system 
interference, and malfunctions in delicate electronic 
equipment are all brought on by harmonics in electric lines. 
International electrical power quality standards impose 
limitations on supply voltage distortion and prohibit 
machinery from producing harmonic contents above specific 
thresholds. While they solve harmonic current problems, 
passive filters have disadvantages. The latest initiatives have 
focused on the creation of active filters to address these 
drawbacks. 

4.1  Active Filters 

Active power filters (APF) can be divided into two basic 
categories: shunt type and series type. It is possible to come 
across active filters acting in concert with passive filters 
and/or other active filters. The circuitry layout of a shunt 
active filter, that can correct both the harmonics of current 
and power factor in a three-phase generator with neutral wire, 
is illustrated in Fig. 3. Additionally, it enables load 
distribution, which cuts down on electricity in the neutral 
wire. Since the active filter doesn't need an internal power 
distribution, the power stage is essentially a voltage-source 
inverter (VSI) which regulates itself to behave like a current 
source. It has just one a capacitor on the DC side of the 
circuit. 

The controller determines the reference currents Ifa, Ifb, 
Ifc needed through the inverter for generating the 
compensation currents Ica, Icb, Icc based on the results of the 
measurement of the phase voltages Vca, Vcb, Vcc as well as 
currents at load Ia, Ib, Ic There is no requirement for 
compensation for the current in neutral wire for balanced 
loads lacking third order current harmonics. The series active 
filter operates as a high impedance to the current harmonics 
generated by the power source side however does not 
compensate for harmonics in the load current. It ensures that 
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passive filters subsequently installed at the load input will 
prevent harmonic currents from draining into the remaining 
components of the power system. Utilizing a shunt active 
filter to make sure that both the voltage at the load and the 
supply currents have sinusoidal wave forms is another way 
to address the load current harmonics. The basic structure of 
shunt active filter shown in Fig. 3. 

A non-linear load current that is divided into two distinct 
elements can identify a current harmonic. They are the 
fundamental nonlinear load current and the harmonic 
nonlinear load current utilized for harmonic injection into the 
utility grid system. Eqs. (1) - (5) depicts the grid voltage 
operation, non-linear current at the load, fundamental non-
linear load magnitude, and load current. 

Compensation 
current

Ic

Source 
Current

Is

AC 
Mains

Non-Linear 
Load

Shunt 
Active 
Power 
Filter

Vdc

L coupling

LloadLsystem

Load Current
IL

Figure 3 Basic scheme of shunt active power filter 

The current harmonics can be determined using Eq. (6). 

g g( ) cos( )V t V tω=    (1) 

nl 1 1 kh k
2

( ) cos( ) cos( )
k

I t I t I tω α ω α
∝

=
= + + +∑     (2) 

π

fundm, nl 1 1
π

1 ( cos( ) cos( )d
π

I I t t tω α ω ω
−

= +∫         (3) 

fundm, nl 1 1cosI I α=          (4) 

fundm, nl 1 1( ) cos cos( )I t I tα ω=              (5) 

kh nl 1 1( ) ( ) cos cos( )I t I t I tα ω= −         (6) 

Where Vg(t) denotes the voltage function at grid, Inl(t) 
represents the nonlinear current at load, Ifundm, nl(t) indicates 
the fundamental nonlinear current at load. Ikh(t) specifies 
current harmonic function and nonlinear current function 
magnitude. 

4.1.1 Mathematical Model of Active Power Filter 

To investigate the DC-link potential response and 
current monitoring ability, condensed analytical designs of 
the APF was developed. When the suggested control 
approach is employed, harmonics in the current are quickly 
compensated for and variations in the voltage at the DC-link 
during fluctuating and stable conditions are efficiently 
reduced.  

Ls

BLDC
MOTOR

Lc

Active 
Power 
Filter

PWM
InverterDBRis

il

ic

Figure 4 Active power filter in induction motor drive 

The schematic diagram for the APF is shown in Fig. 4. 
As shown in Fig. 5, one can obtain the equivalent circuit of 
the APF. The switch status represented as ds in Eq. (7). 

+

+

+

+

-

-

-
-

Figure 5 Active power filter equivalent circuit 

s s
s

s s

1 if : on, : off

0 if : off, : on

T T
d

T T

+ −

+ −

= 


 (7) 

Where sT +  and sT −  denotes the power switching transistor 
and s represents phase terminal a, b, c. The switching voltage 
for phase representation is denoted as Vaf1, Vbf1, Vcf1. The 
voltage Vdc indicates the voltage at DC link and it can be 
expressed in below equations. 

af a
dc

bf b

cf c

2 1 1
1 2 1

3
1 1 2

V d
V

V d
V d

− −    
    = − −    
    − −    

 (8) 

The APF differential equations are expressed from the 
Fig. 5, which is expressed below. 



Samsher Kadir Sheikh et al.: Enriched I-Q Active Filter Based Harmonics Mitigation in Rectifier-Inverter Fed Induction Motor Drive 

TEHNIČKI GLASNIK 19, 2(2025), 181-191   185 

fl af a1M fl af af

fl bf b1M fl bf bf

fl cf c1M fl cf cf

d
d
d
d
d
d

L i V r i V
t

L i V r i V
t

L i V r i V
t

= − −

= − −

= − −

 (9) 

dc dc a af b bf c cf
d
d

C v d i d i d i
t

= − −  (10) 

Induction motor phase voltage denotes as Va1M, Vb1M, 
Vc1M.  Three phase power converter input voltage represent 
as Vaf, Vbf, Vcf. The filter resistance and inductance indicate 
as rf1, Lf1.The dc link capacitance is denoted as Cdc. 

4.2  Enriched Active Filters 

Extensive use of power converters and dynamic loads 
causes waveform degradation, resulting in harmonics and 
voltage drops. This leads to efficiency losses, increased 
power distribution losses, and equipment malfunctions. I-Q 
Active Filter is proposed to mitigate these issues. It 
transforms three-phase potential and current into orthogonal 
coordinates for instantaneous power assessment, applicable 
to various operations and waveforms. 
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2 2 2
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2 2 2

3 30
2 2
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 
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Instantaneous zero sequence electrical power, real power 
derived, Instantaneous reactive power derived can be 
expressed as  

0 0 0p v i=   (13) 
pi v i v iα α β β= +    (14) 

iq v i v iα α β β= −    (15) 

The electrical power representation pi and qi associated 
with and β electric potential and current and it can be derived 
as  

i

i

v v ip
v v iq
α β α

β α β
=

−

    
    

     
 (16) 

The reference compensating current equation for 
orthogonal coordinates represented as  

i
2 2

i

1i v v

i v v
p
qv v

α α β

β β αα β −

     
=     

+     





 (17) 

To determine the compensation reference current in α 
and β the power compensation is expressed as i 0p p−  and 
qi. 

*
cα i 0

2 2*
icβ

1i v v

v vi

p p
qv v

α β

β αα β −

  −   
=     

+     





 (18) 

Where: 
0p Denotes the mean value of instantaneous zero-

sequence power transmitted by means of zero-sequence 
current and voltage components from the power source to 
the load. 

0p Represents instantaneous zero-sequence power 
alternate value. The three-phase systems with neutral wire 
that have zero-sequence power are those.  

ip Denotes alternate instantaneous real power value, 
which is transmitted via the a-b-c coordinates among the 
electrical power source as well as the load. 

iq Represents instantaneous imaginary power. This 
includes the electrical energy which is transferred across the 
load phases.  

In a system consisting of three phases with balanced 
sinusoidal voltages, the supply currents must also be 
sinusoidally balanced, in phase with the electrical 
potential and compensated for any undesirable power 
elements. Compensation of current based on coordinates 
shown in Fig. 6. 

The zero sequence current should be compensated. The 
reference current compensation for zero coordinates is 
denotes as 0 and it can have expressed as  

c0 0i i=   (19) 

ACTIVE 
POWER 
FILTER

LOADPOWER 
SOURCE

Figure 6 Power component current compensation-based coordinates 

The reference compensated current in orthogonal 
coordinates α and β, the Eq. (20) in inverted and the 
compensated power are utilized  
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i iyp p p= − ∆   (21) 

i 0p p∆ =   (22) 

iyq q=  (23) 

iq q q= +    (24) 

The inverse of transformation is expressed to determine 
the reference current for compensation 
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* * *
cn ca cb cc( )i i i i= − + +   (26) 

4.3  Proposed Methodology for Harmonic Mitigation 

The selection of AC and DC drives depends upon the 
needs of the application in the industry. While dc drives 
are utilized to have higher starting torque and constant speed, 
they are usually employed in motors. The reason for utilising 
AC drives is to achieve excellent control over processes 
and minimize consumption of energy. In the present 
investigation, the induction motor speed and torque are 
controlled by an AC drives mechanism [29]. 

Induction motor drive systems include a voltage source 
inverter, diode bridge rectifier, and speed control circuit. The 
intermittent power switching of electronic devices creates 
harmonics, leading to power quality issues. The block 
diagram of proposed investigation is illustrated in Fig. 7. 

Three phase 
power supply 
(from grid) 

Rectifier (AC 
toDC supply)

Inverter 
(DC to AC 

supply)

Induction 
motor

Enriched 
Active 
Filter 

Figure 7 Block diagram of proposed system 

A typical shunt active filter comprises two main 
components: a hysteresis current control section for 
providing gate pulses to the inverter, and a shunt active power 
filter controller unit. The hysteresis control processes power 
signals and synthesizes compensation current from the 
electrical grid, while the active filter controller continuously 
provides compensating current references to the hysteresis 
converter for real-time determination. This setup, illustrated 
in Fig. 3, consists of a voltage-fed converter, an active filter 
controller, and a hysteresis current controller, implementing 
an almost instantaneous control technique. Closed-loop 

operation is utilised by the shunt active filter controller used 
to determine the instantaneous values of the current 
compensation reference *

ci  for the hysteresis converter while 
continually detecting the current of load Il. 

Shunt active filter control is accomplished in three 
distinct phases. 
• At initial stage, the respective current signals are sensed

which is utilized to rectify the harmonics.
• In next stage, the instantaneous imaginary controller

technique is implemented to derive compensating
demands in relation to current.

• At final stage of controlling function, the hysteresis
current control method is used to generate the gating
signals for the three-phase inverter.

• The imaginary controller examines reference current via
shunt active filter load current, employing frequency and
time-domain adjustments to generate compensation
commands. The imaginary power method transforms
electrical potential and current into α, β, 0 coordinates,
determining instantaneous power. The real and
imaginary portion of power is represented as p* as well
as q*. The instantaneous reference current * * *

ca cb cc, , i i i
determined by the inverse transformation of α, β, 0 to a,
b, c. subsequently obtaining the reference values and
actual quantities based on the evaluations, hysteresis
control is implemented to create the transferring
instructions for the VSI switching circuits. Hysteresis
current control systems employ two-level comparators
within a feedback loop. Switching commands activate
when errors surpass designated tolerance bands.

• Total Harmonic Distortion (THD) is a metric utilized to
evaluate the fidelity of electrical systems by measuring
the discrepancy between an actual signal and an ideal
sinusoidal reference. It is computed by normalizing the
root mean square (rms) value of the signal's harmonic
content (V) to the total rms value of the signal (Vtotal).

m
2

K,
2

total

( )
k

k
k

V
THD

V
==
∑

 (27) 

• The THD rate, known as the rms or effective THD, is
commonly employed in power system applications.

5  SIMULATION RESULT 

The proposed work is modelled, along with the impact 
of current and voltage at the load and source side is analysed 
to demonstrate the current and voltage behaviour when drives 
mechanisms are implemented. The induction motor drive 
system is the three-phase non-linear system that is under 
assessment for investigation of proposed research for 
harmonic analyzation and it is modelled in 
MATLAB/Simulink, which is shown in Fig. 8. 

The system parameter depicts in below Tab. 1. 
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Figure 8 Proposed work MATLAB/Simulink model 

Table 1 Simulation specifications 
System Parameter Values 

Source side 415 V, f = 50 Hz, Rs = 0.89 Ω, Ls = 0.165 mH 
ad Side RL = 0.73Ω, LL = 0.3 mH 
Filter Side RL = 0.8 Ω, LL = 0.6 mH, CDC = 1000 µF 
Diode Bridge Rectifier R = 15 Ω, L = 80 mH 
DC Side Capacitor 1000 µF 
PI controller gains Kp = 7.5, Ki = 9 
VSI parameters 4700 µF, Vdbus = 560 V 
Induction Motor 10 HP, 400 V, 50 Hz, 1440 rpm 

Simulation runs for 1 second pre-compensation, then 
enriched I-Q active filter provides compensation current for 
immediate waveform analysis, with compensating currents 
and dc link capacitor voltage at zero before compensation. 
The source voltage wave form shown in Fig.  9. 

Figure 9 Source voltage output wave form 

Figure 10 Source current 

Since it can be observed, enriched filter compensation 
leads to the current from the source to evolve into sinusoidal. 
The source current output waveform depicts in Fig. 10. The 
generation of compensation current from the filter controller 
shown in Fig. 11 and the current delivered to the load current 
is indicates in Fig. 12.  

Figure 11 Compensation current 

Figure 12 Load current 

When an induction motor load is attached, the electrical 
current is distorted because of the harmonics in the load. 
Hysteresis control approach is subsequently utilized to 
produce switching signals after reference currents for the 
active filter have been generated through the instantaneous 
imaginary power strategy. The capacitor voltage shown in 
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Fig. 13. The induction motor stator current representation 
waveform is denoted in Fig. 14. 

Figure 13 Capacitor voltage waveform 

Figure 14 Induction motor stator current waveform 

A three-phase rotor speed, and electromagnetic torque 
are illustrated as shown in Fig. 15 and Fig. 16. The rotor 
current oscillates up to 0.35 seconds and it attains a stable 
state and maintains steady after 0.35 seconds. 

Figure 15 Rotor speed representation wave form 

Figure 16 Electromagnetic torque wave form 

The dynamic torque applied to the load, transitioning 
from full load to zero at specific time intervals (Tfl = 49.7 
Nm, Tfl/2 = 24.86 Nm, Tfl/4 = 12.43 Nm, T0 = 0 Nm) at t = 0.2 
s, 0.5 s, and 0.7 s, as depicted in Fig. 17, poses a challenge 
for maintaining stable rotor speed. However, the proposed 
model effectively compensates for these fluctuating load 
torque conditions, ensuring a consistent speed of 150 rad/s 

which is shown in Fig. 18. Our proposed model dynamically 
responds to load torque fluctuations, stabilizing rotor speed 
and enhancing system reliability, crucial for unpredictable 
real-world conditions, ensuring consistent operation and 
minimizing instability risks. 

Figure 17 Varying load torque 

Figure 18 Rotor speed  

When a single drive technique's THD is investigated, it 
should be observed that the single drive system's THD 
percentage is 25.68% without the presence of filter and it is 
shown in Fig. 19. At these circumstances, the THD% does 
not fall within the acceptable range as specified by the IEEE 
requirement. In order to limit the THD an enriched shunt 
active power filter is attached to the system in between the 
electrical grid and drive systems.  

Figure 19 Percentage of THD without considering filter 

The filter gets used for harmonics in the current based on 
variations on the load side. The most effective approach for 
driving motors with the fewest harmonics present, which 
subsequently enhances effectiveness and generation, is to add 
filters that minimize THD by nearly 1.75% for single drive 
systems, respectively. When the voltage at as well as the 
current from the source are in phase during compensation, 
the harmonics are removed from the source current, that 
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improves the power quality of entire grid connected drive 
system. The percentage of THD shown in Fig. 20. 

Figure 20 Percentage of THD with filter 

The percentage of THD analysed for induction motor 
drive system in both without filter and with filter scenario and 
the respective percentage is shown in Tab. 2. 

Table 2 Proposed filter THD percentage 

THD analysis 
Percentage of THD for 

load current without 
filter (%) 

Percentage of THD for 
load current with filter 

(%) 
Steady state 

condition at load 
current 

25.68 1.75 

The performance of proposed filter is analysed with the 
existing shunt active filter [30, 31] for single drive induction 
motor system. The percentage of THD is illustrated in below 
Tab. 3 and the comparative analysis shown in Fig. 21. 

Table 3 THD analysis comparison 

THD analysis SAF PI-SAF PID-SAF FLC-
SAF 

Proposed  
enriched 

SAF 
Percentage of 

THD for single 
drive system  

without filter (%) 

46.47 20.29 16.51 7.52 25.68 

Percentage of 
THD for single 

drive system 
with filter (%) 

5.45 13.60 3.86 2.66 1.75 

Figure 21 Comparative THD analysis of various filter 

When the absence of shunt active filter with induction 
motor drive system, the occurrence of harmonics is about 
46.47%. While implementation of filter with the drive circuit 
it will reduced as 5.45%. The absence of PI based SAF with 

motor drive system produce 20.29% THD. While 
implementing filter, it reduces the THD value to 13.60%. The 
percentage of THD while absence of PID-SAF is about 
16.51%. Then the presence of PID-SAF eliminate the 
harmonics and decrease the THD to 3.86%. Without FLC-
SAF the drive circuit produces the THD value of 7.52%. 
FLC-SAF with drive circuit rectifies the harmonics and its 
THD value is about 2.66%. The proposed filter initially not 
connected with the drive circuit and it induces the harmonics. 
The percentage of THD without filter is about 25.68%. Then 
the filter is connected with the drive circuit and its percentage 
THD is decreased to 1.75%. The comparison analysis of 
THD of different filter conclude that the proposed filter 
performs outstanding in terms of elimination of harmonics. 

6 CONCLUSION 

Maintaining the quality of power in the electrical 
distribution network is vital, particularly when irregular loads 
are linked into three phase AC lines. When nonlinear loads 
are connected through the three-phase distribution system 
from the utility grid, it is feasible that the critical loads are 
going to be impacted. Poor power quality conditions on the 
load side of the sugar processing plant create vulnerable 
condition in performance of induction motor drive when 
it serving as load. The proposed investigation provides an 
efficient way to enhance the power quality of the three-
phase supply which is delivered into induction motor drive 
using the improved shunt active power filter. The 
phenomenon of hysteresis control technique as well as an 
enriched instantaneous imaginary controller based shunt 
active power filter (I-Q active filter) is implemented for 
obtaining the compensation current. The present research 
simulates a VSI fed induction motor drive and analyses 
output voltage and current waveforms. The variable 
frequency drive system normally employs an induction 
motor. In this instance, the harmonics caused by the variable 
frequency system are eliminated through a shunt active 
power filter with an improvised controller. The proposed 
work employed a single drive system and generation of 
harmonics are eliminated by proposed filter. The percentage 
of THD in single drive system without an implementation of 
filter obtained as 25.68%. While implementing the proposed 
filter, the percentage THD is reduced significantly and it is 
reduced as 1.75%. The proposed improvised filter 
performance is compared with existing shunt active filter. 
From the investigation it is concluded that the proposed 
enhanced controller based filter provide excellent outcomes 
in terms of harmonic reduction in induction motor used in 
sugar industry that adhere to harmonic control norms set by 
IEEE-519. The presented approach has been examined by the 
simulations result obtained from MATLAB/Simulink and the 
power quality criteria comply with the necessary standards. 
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Artificial Neural Networks Application for the Croatian School Maintenance Cost Estimation 
 

Ksenija Tijanić Štrok 
 

Abstract: The quality of education is associated with the condition of the infrastructure in which the educational process occurs, necessitating the continuous maintenance of 
these facilities. Limited and often insufficient maintenance funds pose a challenge in this context. Current cost estimates are inaccurate, and data on school and maintenance 
costs are constrained. More accurate maintenance cost plans would contribute to a better understanding of budget distribution and more efficient financial management. This 
study aims to investigate the application of artificial neural networks (ANNs) in planning annual maintenance costs for schools in the Republic of Croatia (Primorje-Gorski Kotar 
County). Using a database and DTREG software, three different ANN models were developed: a multilayer perceptron (MLP), a generalized regression neural network (GRNN), 
and a radial basis function neural network (RBFNN). Comparisons of the results showed that the GRNN is optimal and achieves the highest accuracy in estimating school 
maintenance costs. These findings can benefit educational institutions and public bodies in budget planning and decision-making regarding maintenance. 
 
Keywords: artificial neural network; cost estimation; maintenance cost; school buildings 
 
 
1 INTRODUCTION  
 

Schools are the centres of the educational (and 
upbringing) system, and the school building is an important 
indicator of its quality [1-4]. The quality of the school 
building is mainly ensured by adequate maintenance [5]. 
School maintenance includes all those activities that retain 
the desired functions and purposes of the school building 
during its lifetime [6]. 

School maintenance is usually divided into ongoing and 
investment [7]. Ongoing maintenance involves repairing 
damage caused by the daily use of the building. It includes 
inspecting the damage, repairing it, and implementing 
preventive and protective measures and interventions after 
unplanned events. Investment maintenance involves the 
implementation of (mostly planned) construction-craft works 
to improve the conditions of use of the building in the 
exploitation phase. Usually, it requires larger financial 
resources [8]. 

School maintenance is the responsibility of the public 
authority (state, county, city, municipality), which is in the 
role of its founder. Public authorities also finance 
maintenance, and the necessary funds are shown in the 
financial plans (cost plans). A review of [7, 9], found that 
these plans are not precise enough and that there is a high 
level of uncertainty in planning maintenance works and 
related costs. More accurate estimating of maintenance costs 
would make it possible to determine the target costs for 
planned maintenance works and provide information on the 
limits of available funds. It would give valid cost information 
to help maintainers make appropriate maintenance decisions 
[10]. Cost plans are mandatory for efficient cost management 
[7] and would allow building owners to get value for money 
spent on maintenance [10]. 

The public sector covers the costs of educational 
facilities; therefore, the planning and optimal distribution of 
these costs, as well as increasing the efficiency of 
maintenance management, is a significant and valuable goal 
of broader social interest [7]. Effective management of 
school maintenance implies planned, organized, and high-

quality implementation of maintenance activities with 
optimal consumption of resources, primarily financial. 
Effective maintenance ensures the satisfaction of school staff 
and students by creating conditions that ensure their health 
and safety, facilitate teaching and learning, and improve 
school outcomes [11]. 

In Croatia, there is insufficient comprehensive research 
addressing the analysis of the expenses associated with 
maintaining primary and secondary schools, as stated in the 
available literature [7, 9, 12-14]. School maintenance is often 
neglected, characterized by a lack of coordination and high 
financial expenses. Estimates of maintenance costs show 
insufficient precision [7]. 

Given all the above, the need to develop a model for 
estimating the cost of school maintenance is very 
pronounced. The literature highlights the potential of 
machine learning for these purposes, using artificial neural 
networks (ANNs) [7, 15-19]. By using a database and 
applying computer models, there is the possibility of 
producing more accurate cost estimates [20]. 

The main goal of this paper is to investigate the 
possibility of developing a model for estimating the costs of 
maintaining school buildings using ANN in the Republic of 
Croatia. The model will be developed based on a database of 
school buildings with insight into historical data on actual 
maintenance costs. The model is intended to provide a more 
accurate, quick, simple, and structured assessment. The 
research is limited to Primorje-Gorski Kotar County. 

The following research questions were defined; 
• Is it possible to create a database on school buildings 

from Primorje-Gorski Kotar County with insight into 
historical data on maintenance costs? 

• Based on the created database, is it possible to develop 
an ANN model for estimating the maintenance cost of 
school buildings with satisfactory accuracy (R2 > 0.64, 
MAPE < 30 %)? 

• Is there currently a pronounced inaccuracy in the 
estimation of maintenance costs, and will the application 
of the ANN model developed here reduce this 
inaccuracy? 
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The application of the developed ANN model should 
certainly help increase the efficiency of the maintenance 
process. 

The work is organized as follows. The first section is 
introductory, in which the motives for conducting the 
research are stated, the main points from the literature review 
are highlighted, and the goal and research questions are 
outlined. The second section describes the applied 
methodology in detail with all the necessary descriptions and 
explanations. In the third section, the obtained results are 
presented and discussed. The last fourth section presents the 
conclusions. 

 
1.1 Theoretical Background 
1.1.1 School Building Maintenance Costs and Plans 

 
Authors of [21] define building maintenance as an 

investment activity throughout the life of the building that 
ensures a satisfactory level of service. The primary goal of 
maintaining a school building is to extend its life [22], i.e., to 
keep it in a satisfactory functional, structural, and aesthetic 
condition for as long as possible [23, 24]. The lifespan of a 
building includes all phases of its life cycle, from the design 
of the building to its demolition. Maintenance costs are often 
higher than costs incurred in other stages of a building’s life 
and can account for an average of 60% of all costs incurred 
during its lifetime [25], so it is essential to maintain the 
building properly, as very uneconomic costs can arise [26]. 

Building maintenance costs include the costs of labour, 
materials, equipment, tools, and any other related costs that 
may be incurred in building maintenance [26]. Maintenance 
cost estimation includes operation analysis and maintenance 
cost forecasting. 

In the Republic of Croatia, financial needs for the 
maintenance of primary and secondary education are met for 
the most part through the Government of the Republic of 
Croatia, i.e., the Ministry of Science and Education. The 
main criteria for determining funds per founder include the 
number of school buildings, departments, and students. A 
certain financial part can be covered by the founders from 
their income. The founders are responsible for the 
distribution of available funds to the schools within their 
territorial units. The schools themselves analyse their needs, 
draw up budgets, and submit them to the founders. The 
founders then consider the reported needs and draw up a 
maintenance plan with a cost plan. Maintenance costs in all 
mentioned plans are mostly determined by empirical 
methods instead of sophisticated techniques. These amounts 
often do not reflect the actual state of affairs, so continuous 
updating and revision are necessary to adapt to changes and 
ensure the proper channelling of funds to prioritized needs 
[7]. Looking at the average difference between initially 
planned and actual costs, according to [7], it is very large, 
often up to 60%. The difference mainly arises due to changes 
in the scope of works, abandonment of some planned works, 
or the occurrence of maintenance works that were not 
foreseen in the plan [7]. The expressed inaccuracy in cost 
planning can negatively affect maintenance decision-making 
and the efficient use of the maintenance budget [9]. 

Therefore, it is necessary to design and develop assessment 
models that would reduce the level of uncertainty in the 
maintenance cost planning process. 

Cost estimation models are vital for adequate cost 
determination [10]. According to [18], it should be noted that 
the maintenance cost model is probabilistic and not 
deterministic. This highlights the importance of developing 
innovative models that can assist decision-makers in 
determining the optimal choice of maintenance activities 
given the available budgets [27]. A database with insight into 
historical records can be used as an effective alternative to 
complement and improve current forecasting approaches [7]. 
Historical databases for forecasting the maintenance costs of 
educational buildings can contain various types of important 
information and data, such as the age of the building, 
location, area, number of floors, number of elevators, type of 
founder, number of work shifts, number of students, number 
of employees, type of heating, last modernization, etc. [7, 12, 
14, 16-18]. This information forms a set of independent 
(predictive) variables based on which costs can be estimated 
(dependent, target variable). The application of such an 
approach requires access to data from different cases related 
to maintenance [28]. ANNs are considered potentially 
important applied methods for solving cost estimation 
problems [15] based on historical databases. 

 
1.1.2 ANNs Application for Buildings Maintenance Cost 

Estimation 
 
ANNs are a simplified mathematical model of processes 

carried out by networks of nerve cells in living beings. They 
consist of interconnected artificial neurons that know how to 
solve a particular problem after a learning process (training) 
via a database [29]. An ANN is built by arranging neurons in 
multiple layers, usually comprising input and output layers 
and one or more hidden layers. The output of one layer serves 
as the input to the next layer, and the strength of the output is 
determined by the connection weights between two adjacent 
layers. ANNs can learn from examples and independently 
discover the relationships between inputs and outputs [30]. 
In developing an ANN model, the most critical step is 
training the network, i.e., learning about the data, followed 
by testing or validating the network on data that did not 
participate in the model training. 

The ANN consists of network architecture (topology), 
neuron connection scheme, neuron transfer function, and 
learning law. The architecture represents a particular 
arrangement and connection of neurons in the form of a 
network [31]. Different ANNs differ in architecture, such as 
Multilayer Perceptron (MLP), Radial Basis Function Neural 
Network (RBFNN), Generalized Regression Neural Network 
(GRNN), Temporal Neural Network (TNN), Neuro-Fuzzy, 
and others [32]. 

ANNs have proven their applicability in construction 
over the last few decades and have shown very good 
solutions to many problems [32]. Several prominent studies 
focusing on cost estimation have been recognized in building 
maintenance. Authors of [17] use ANNs to predict 
maintenance costs for higher education buildings. In their 
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case, the age of the building and the number of floors and 
elevators are important factors (variables) based on which 
costs can be estimated very well. Authors of [15] use an ANN 
to estimate the running costs of high-rise buildings. They 
identified seven important variables related to the mentioned 
costs: building type, gross floor area, pitched roof area, flat 
roof area, external glazing area, and the number of floors 
above and below ground level. They find that ANNs are a 
very accurate tool for estimating running building costs. 
Authors of [19] forecast the maintenance costs of residential 
buildings based on bills of quantities collected from building 
authorities. According to them, ANNs are suitable for 
modelling complex problems of a probabilistic nature and 
can easily be used for predicting future maintenance projects. 
Authors of [16] proposed a framework for an ANN model 
that learns about the maintenance costs of educational 
institutions. The main finding of this study is that the 
proposed ANN modelling framework is effective in 
estimating the maintenance costs of educational facilities. 
The developed model learns and generalizes claim payout 
records on the maintenance and repair costs from sets of 
facility asset information, geographic profiles, natural hazard 
records, and other causes of financial losses. Authors of [18] 
use 18 variables to build an ANN model to predict the 
maintenance costs of hospitals. They found that the ANN 
model is adequate, and the leading indicator of maintenance 
costs is the size of the hospital (area, number of patients). 

This work is based on the argument that the use of 
ANNs, as advanced machine learning methods, can help 
solve the problem of predicting school building maintenance 
costs. The question arises as to why to use ANNs when using 
a simpler regression analysis can also obtain satisfactory 
results [7, 12, 33-38]. Many sources, however, point out that 
when comparing regression models with ANNs, regression 
still gives somewhat weaker results [15-17, 19, 38]. Given 
that building maintenance requires significant financial 
resources, any increase in the accuracy of the estimation 
model is essential [38]. Therefore, the application of ANNs 
in these cases is justified. Modelling techniques, including 
regression analysis, as well as some more advanced tools 
(fuzzy logic, genetic algorithms, base reasoning), have a hard 
time dealing with imprecision, incompleteness, and 
uncertainty of data and other variables that affect costs and 
their combinatorial effects and interrelationships. In these 
problematic areas, ANNs are often very strong [39]. 

As a result of the theoretical analysis, it can be concluded 
that the ANN is a promising approach to estimating school 
maintenance costs. Adopting an ANN to estimate school 
maintenance costs is doable and can yield satisfactory results. 

 
2 METHODOLOGY 
2.1 Study Area Selection 

 
The Primorje-Gorski Kotar County in Croatia was 

chosen as the study area. The county covers 3 587 km2 of the 
inhabited area of Croatia, in which about 7% of the total 
Croatian population lives. The county seat is located in 
Rijeka, the third-largest city in Croatia. The county has 14 
towns and 22 municipalities, with 536 inhabited localities 

[40]. In these localities, there are 85 public schools, namely 
57 primary and 28 secondary schools. The selected county 
ranks fourth in terms of the number of school facilities in the 
country. The location of primary and secondary schools 
within the selected study area is shown in Fig. 1. 

 

 
Figure 1 Location of schools within the study area (adapted from [41]) 

 
Primorje-Gorski Kotar County was chosen as the study 

area because of its size and importance for Croatia, a 
sufficient number of school institutions to create a 
representative data sample, and the data availability, as the 
paper’s authors live and work in this area. 

 
2.2 Data Collection and Processing 

 
The collected database includes primary and secondary 

schools. Several documentation groups were used as data 
sources. Documentation was obtained from school 
representatives, i.e., from the founders (the City of Rijeka 
and Primorje-Gorski Kotar County) and the Ministry of 
Education of the Republic of Croatia. The mentioned 
documentation includes school work plans and programs, 
lists of institutions with their characteristics, lists of 
employees, students, etc. Annual financial reports of schools 
were also used, in which all receipts and expenses of the 
institution’s operations were categorized. The data collected 
for this research from all the above documents include the 
following elements: type of school, type of founder, 
belonging to cultural property, type of heating, year of 
construction, total indoor area, number of employees, 
number of work shifts, number of students, number of 
classrooms, and realized annual maintenance costs. 

In the Republic of Croatia, there was no such 
comprehensive database on both primary and secondary 
schools with a focus on maintenance and related costs. Based 
on the collected documentation, a review of previous 
research, and analysis, an extensive database was created that 
includes a set of information, i.e., independent variables 
considered relevant for defining the cost estimation model. 
Since there was no usable database, the aim of the research 
was to investigate a wider range of variables. Therefore, the 
database contains all those variables for which it was possible 
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to collect data from the available documentation, all with the 
purpose of determining the impact of individual variables on 
maintenance costs. 

Maintenance costs refer to materials, parts, and services 
for ongoing and investment maintenance. The period of ten 
years, i.e., from 2013 to 2022, was observed. Available data 
on planned maintenance costs for 2022 were also collected to 
gain insight into the magnitudes of current cost estimation 
errors. Only schools that operate in one school building and 
do not share the building with another school (41 of them) 
were included in the research to avoid the problem of 
dividing or adding up maintenance costs from financial 
statements by the institution. If the school operates in several 
buildings, the problem is also information about the year of 
construction, belonging to cultural heritage, and type of 
heating, which can differ from building to building. 

The database contains 11 predictive variables (X1-X11) 
and one target variable (Y), the average annual maintenance 
costs in the reference period. The reference period refers to 
the number of years for which cost data were collected for a 
specific building. 

The average annual maintenance costs (AAMC) were 
obtained by following Ed. (1): 
 

1

1 .
n

i
i

AAMC PVMC
n =

= ∑                                                      (1) 

 
In Ed. (1), PVMC refers to the present value of 

maintenance costs in a certain year, while n represents the 
reference period. The present value of costs was calculated 
according to the literature [36, 42, 43], with a discount rate 
of 3 % as per [44]. This is done because the value of money 
changes over time. All costs are expressed in euros (€). The 
set of predictive variables includes four qualitative variables 
and seven quantitative variables. The results of the statistical 
processing of the database are shown in Tab. 1 and 2. 
 

Table 1 Characteristics of qualitative variables (sample proportions) 

X1 - School type Primary 33 
Secondary 8 

X2 - Founder type City 20 
County 21 

X3 - Cultural heritage Yes 3 
No 38 

X4 - Heating type 
Heating oil 24 

Gas 13 
Heating plant 4 

 
Table 2 Descriptive statistics of quantitative variables 

 Variables Mean Standard Deviation Min Max 
X5 82.95 40.89 21 203 
X6 2969.16 1364.95 900 6778 
X7 50.68 16.7 23 93 
X8 1.27 0.45 1 2 
X9 8.15 1.8 5 10 
X10 330.17 209.79 30.4 919.8 
X11 17.48 8.08 7.33 39.8 
Y 12403.08 5975.81 4018.7 25308.04 

X5 – Age to 2022; X6 – Indoor area (m2); X7 – Number of employees; X8 – 
Number of work shifts; X9 – Reference period (RP); X10 – Average 
number of students in RP; X11 – Average number of class departments in 
RP; Y – Average annual maintenance costs (€) in RP 

2.3 ANN Models Development 
 

DTREG - Predictive Modeling Software was used to 
develop a model to predict maintenance costs using ANNs. 
The software offers the possibility to create several types of 
ANNs, of which MLP, GRNN, and RBFNN are very often 
used [32, 33, 38, 45, 46], as were employed in this paper. The 
greatest value of the aforementioned software is that it can 
self-optimize the parameters of the mentioned ANNs so that 
they yield the smallest estimation error. Moreover, the 
application of this software is straightforward and intuitive. 
Since the relationship between the target variable and the 
predictor is not known in advance, several ANN models need 
to be tested to select the best one so that the real data provide 
the highest accuracy [45]. By applying several types of 
ANNs, it was desired to test how suitable some of them are 
for estimating maintenance costs, and by trying several 
options, the best possible results should be obtained. 

The MLP is a feed-forward ANN. It has an input layer of 
neurons that act as receivers, one or more hidden layers of 
neurons that compute the data and go through iterations, and 
finally, an output layer that predicts the output [47]. For 
training and validation of these networks, an algorithm with 
backpropagation of errors is used [48], which propagates 
through the network from the input to the output layer, then 
determines the error and propagates this error back to the 
input layer and includes it in the learning formula [49]. 

The GRNN consists of an input layer, a hidden layer (or 
pattern layer), an additional invisible layer for 
summation/division, and an output layer [50]. GRNN uses 
normalized Gaussian kernels in the hidden layer as activation 
functions. When training this network, it remembers each 
data pattern and does not require an iterative training 
procedure like the MLP network [46]. 

The RBFNN uses a radially symmetric and radially 
constrained transfer function in its hidden layer [51]. It 
consists of input, hidden, and output layers of neurons. The 
activation function of the hidden neurons is a Gaussian 
function. Learning the network is done in two steps. First, the 
weight coefficients of the network are determined from the 
input to the hidden layer and then from the hidden to the 
output layer [52]. 

During the development of the ANN model, different 
types of data representations were tried, such as originally 
recorded values and normalized values, to obtain a network 
model with the lowest estimation error. 

For the collected school database to be used within the 
DTREG software, it first had to be formatted in a format 
suitable for analysis. The database must be in comma-
separated value (CSV) format with values for one case per 
row and one column for each variable [53]. 

 
2.4 ANN Models Performance Comparison 

 
The developed ANN models are evaluated and compared 

in terms of the magnitude of the estimation error they 
provide. The model error was measured using the coefficient 
of determination (R2) and the mean absolute percentage error 
(MAPE). These two measures are among the most common 
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estimators of model accuracy [54] and have been used in 
numerous previous studies [8, 32, 33, 38, 45, 54]. 

The R2 is a statistical measure that tests the overall fit of 
the predictive model, i.e., it indicates how much of the 
changes in the experimental values of the target variable are 
explained by the obtained model [36, 55]. R2 values lie in the 
interval [0,1] [54], and the closer R2 is to one, the more 
representative the model is. R2 = 0.900 can be interpreted as 
follows: about 90.00% of the variation in the response can be 
explained by the predictor variables, while the remaining 10 
% can be attributed to the unknown variables [54]. 

MAPE is a measure of predictive accuracy and is defined 
by the following formula [38]: 
 

1  (%),real value estimated valueMAPE
n real value

−
= ∑             (2) 

 
where n is number of observations. 
 
2.5 Best-fit Model Selection 
 

The best-fit model will be selected based on the obtained 
values of R2 and MAPE. According to Tab. 3 and Tab. 4, the 
interpretation of the selected error indicators is visible 
regarding the obtained sizes and according to Chaddock’s 
scale [56] and Lewis’s scale [57]. 
 

Table 3 Chaddock scale for interpreting the R2 (adapted from [56]) 
R2 Interpretation 

<0.01 Absence of connection 
0.01-0.24 Weak connection 
0.25-0.64 Medium strength connection 
0.65-0.99 Strong connection 

>0.99 Full connection 
 

Table 4 Lewis scale for interpreting the MAPE (adapted from [57]) 
MAPE (%) Interpretation 

<10.00 Very accurate prediction 
10.00-20.99 Good prediction 
21.00-50.00 Reasonable prediction 

>50.00 Imprecise prediction 
 
It is considered that models with R2 over 0.64 describe 

the model well; that is, they provide a solid strong connection 
between actual and estimated values [58]. In cost prediction 
models, MAPE values up to 21% provide good prediction 
[59]. Some authors state that a MAPE of up to 30 % is 
considered a sufficiently good prediction [8, 38]. 

In this paper, an attempt will be made to obtain a model 
that gives R2 > 0.64 with MAPE < 30 %, and it will be 
considered satisfactorily accurate. The goal is always to 
obtain models with as high an R2 value as possible and as low 
a MAPE value as possible. 

The obtained results of the optimal model will be 
additionally compared with modelling by regression analysis 
for the purpose of more significant statistical validation 

The purpose of this study is to contribute to the 
maintenance management process in schools. Maintenance 
management encompasses a range of decisions, among 
which the decision-making regarding the maintenance tasks 

and associated costs holds significant importance. The 
objective is to effectively manage and optimally allocate 
these tasks and costs, for which the cost plan is of inestimable 
importance. 

 
3 RESULTS AND DISCUSSION 
 

The developed MLP, GRNN, and RBFNN models gave 
the results shown in Tabs. 5, 6, and 7. In addition to the 
results the developed networks gave based on the data in their 
original form, the results for R2 and MAPE with normalized 
quantitative variables are shown in parentheses. The min-
max normalization technique was used. The comparison 
shows that the results are somewhat closer with respect to R2; 
however, MAPE shows significantly better performance in 
networks developed on the basis of the original data, so these 
will be presented in more detail. The reason for this may be 
the nature of the data. The actual data may already be in an 
acceptable shape and range, so additional normalization may 
lead to the loss of specific information or variations in the 
real data, resulting in reduced performance when applying 
networks with normalized data. 
 

Table 5 Performance of MLP model 

Parameters MLP 
Training Validation 

Mean target value for input data 12,331.55 12,698.11 
Mean target value for predicted values 12,361.94 9,943.49 
Correlation between actual and 
predicted 0.844 0.903 

Proportion of variance explained by 
model (R2) 0.713 (0.713) 0.614 (0.614) 

MAPE 26.37 (69.29) 22.24 (22.27) 
Analysis run time 00:02.84 

 
Table 6 Performance of GRNN model 

Parameters GRNN 
Training Validation 

Mean target value for input data 12,331.55 12,698.11 
Mean target value for predicted values 12,502.52 11,287.42 
Correlation between actual and 
predicted 0.930 0.945 

Proportion of variance explained by 
model (R2) 0.862 (0.909) 0.811 (0.603) 

MAPE 13.83 (43.74) 20.50 (50.55) 
Analysis run time 00:00.67 

 
Table 7 Performance of RBFNN model 

Parameters RBFNN 
Training Validation 

Mean target value for input data 12,331.554 12,698.11 
Mean target value for predicted values 12,331.55 9,501.80 
Correlation between actual and 
predicted 0.976 0.901 

Proportion of variance explained by 
model (R2) 0.953 (0.943) 0.542 (0.657) 

MAPE 9.34 (31.39) 47.61 (72.50) 
Analysis run time 00:01.28 

 
According to the results, the best model was provided by 

the GRNN, which demonstrated one of the highest R2 values 
and the lowest MAPE values. These values indicate 
satisfactory accuracy during both training and validation. The 
obtained R2 values during training and validation reveal a 
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strong relationship between actual and estimated costs. 
Regarding the MAPE value, it is an impressive 13.83 % 
during training. In validation, the MAPE is somewhat 
weaker, nearing the border, but still within the range of good 
prediction. The GRNN also exhibited the shortest time for 
data analysis and model creation. According to [53], it is not 
uncommon for the GRNN model to outperform MLP and 
RBFNN models in this type of estimation. 

Slightly weaker results were observed with the MLP 
model, which, as per Tab. 3 and Tab. 4, fall within a 
reasonable prediction range. As for the RBFNN model, it 
achieved a commendable result during training, but its 
performance during validation was not as high. Therefore, 
among the three models, it may not be the most suitable for 
estimating maintenance costs. Possible reasons for these 
differences could be attributed to the nature, composition, 
and complexity of the database. Machine learning models 
exhibit diverse performance across different datasets, and the 
optimal model choice can vary based on the data 
characteristics and the specific problem at hand. Therefore, 
exploring multiple models is advisable to determine the most 
suitable one. 

All presented results surpass current estimates. 
Specifically, during the database collection, data on planned 
and actual (realized) maintenance costs for the year 2022 
were also collected. Planned cost values are reported in 
financial plans before the start of the fiscal year, while actual 
costs are reported in financial statements after the end of the 
observed year. 

Such comprehensive data were collected for 20 schools. 
The comparison of initially planned and actual realized 
values for the specified accounting year resulted in the graph 
shown in Fig. 2. 
 

 
Figure 2 Relationship between actual and planned values of school maintenance 

costs for 2022 
 

Comparing the planned cost values with the actual 
realized costs yields a MAPE value of 64.03 %, with an R2 of 
0.0484. In practice, planned cost values are typically adjusted 
based on needs, considering the available funds of the 
founder and often utilizing empirical methods. In the context 
of this research, which utilized a historical database for 
computer modelling with a particular focus on key predictor 
variables for assessing the target, it is not surprising that the 
obtained results significantly exceed the accuracy level 
relative to the actual operational scenario. 

Considering the obtained results, the GRNN is 
acknowledged as the most suitable model for predicting 
actual annual maintenance costs. The parameters of the 
developed GRNN from DTREG are presented in Tab. 8. 

With the selected parameters; the model resulted in the 
smallest estimation error. 

 
Table 8 Parameters of the developed GRNN 

Type of model General Regression Neural Network (GRNN) 
Type of analysis Regression 

Number of neurons in 
the model 

The minimum error occurred with 26 neurons 
in the model (12 in the hidden layer) 

Sigma values for model Sigma for each variable 

Starting sigma search 
control 

Min. sigma: 0.001 
Max. sigma: 10 
Search steps: 20 

Model optimization and 
simplification 

Remove unnecessary neurons 
Minimize error 

Retrain after removing neurons 
Model testing and 

validation Random sampling (20%) 

How to handle missing 
values Replace missing values with medians 

Type of kernel function Gaussian 

Conjugate gradient 
parameters 

Maximum total iteration: 5000 
Iterations without improvement: 1000 
Min. improvement delta: 1.000e-005 

Absolute convergence tolerance: 1.000e-008 
Relative convergence tolerance: 1.000e-004 

Developed GRNN 
architecture 

 
 
The developed GRNN consists of 4 layers, with the 

optimal number of neurons in the hidden layer set at 12. 
DTREG conducts regression analysis within the ANN 
model, given the continuous nature of the target variable. The 
sigma values control the radius of influence of each point in 
the ANN model, and a separate sigma value is calculated for 
each predictor variable. This choice is recommended as it 
strikes a good balance between a single sigma and the 
possibility of a separate sigma for each target category. The 
initial sigma search control parameters determine the range 
of sigma values used during the initial search, and once the 
conjugate gradient method begins, the sigma values can 
extend beyond this range. DTREG utilizes the conjugate 
gradient algorithm to compute optimal sigma values and 
weights between neurons. To optimize and simplify the 
model, unnecessary neurons were removed, error was 
minimized, and retraining was performed after neuron 
removal [53]. 

Regarding model testing and validation, DTREG offers 
four options: 
• A random percentage of rows is kept out when the model 

is created. After the model is created, this number of 
rows is run through the model, and the error is evaluated. 

• The control variable is used to select which rows to hold 
out for validation. 

• Cross-validation with the selected number of folds. 
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• Cross-validation with one omitted row in each model 
created [45, 53]. 
 
In this specific scenario, a random selection method was 

applied, involving the selection of 20 % of the data from the 
total database that did not participate in the ANN training 
process. This methodology, due to its simple 
implementation, quick performance, and reliability, is often 
used in similar research, as confirmed by the authorship of 
various scientists [15-19, 29, 39, 60, 61]. 

As part of this research, all the mentioned validation 
methods were checked, showing close results. Nevertheless, 
the random selection method resulted in slightly improved 
performance compared to the others, so it was chosen as 
authoritative. 

In case certain values are missing in the database, the 
developed GRNN model replaces them with medians. 
However, there were no such values in this study. 

The kernel function is used to take data as input and 
transform it into the required form of data processing. 
According to [53], the kernel function controls how the 
influence of a point decreases as the radius increases. In this 
case, the Gaussian function was applied. A Gaussian function 
causes the influence of a point to decrease according to the 
value of a Gaussian distribution cantered on the point. 
According to [53], Gaussian functions are almost always the 
best kernel. 

The relationship between the actual and predicted values 
of annual school maintenance costs for the GRNN model is 
shown in Fig. 3. 

 

 
Figure 3 Relationship between actual and predicted values of the target variable 

(GRNN) 
 

DTREG also calculates the relative importance of each 
predictor to model quality using sensitivity analysis. Below 
is the importance to three decimal places for the first five 
predictor variables: 
1)  Founder type (100.000 %) 
2)  Average number of class departments in RP (48.807 %) 
3)  Heating type (18.250 %) 
4)  Age to 2022 (8.848 %) 
5)  Indoor area (2.141 %). 

 
The displayed values represent the percentage 

importance of each predictor in the model for predicting the 
target variable. It can be observed that the most crucial 
predictor for predicting actual maintenance costs is 
information about the type of school founder (the City of 
Rijeka or Primorje-Gorski Kotar County), followed by the 
number of departments, heating method, age, and indoor 

area. Other predictive variables from the database have an 
importance below 1 %. 

The exceptionally significant importance of the variable 
"founder type" may reflect the complexity of financial, 
organizational, and structural factors associated with 
different types of school founders. The type of founder 
primarily affects the amount of financial support given their 
size, income, and maintenance policies. This financial 
support significantly influences the school’s ability to 
maintain its infrastructure. 

The average number of class departments is also crucial 
because it affects the size, scope, and frequency of 
maintenance. The number of departments influences the 
consumption of resources such as water, heating and cooling, 
use of equipment, etc., which can increase maintenance costs 
to ensure the proper functioning of all school spaces. Also, 
the number of departments directly affects the budget that the 
founders receive from the state to maintain their institutions. 

The heating type also has a pronounced impact on school 
maintenance costs but to a lesser extent than the previous two 
factors. This variable may be more important than others 
because different heating types require different levels of 
attention and resources to maintain. The type of heating can 
affect the energy efficiency of the building as well as the 
infrastructure of the building, where all complex and more 
efficient systems require special maintenance and financial 
expenses. The specificity of the local environment is 
particularly important for heating, where local conditions and 
climate affect heating systems, which can have a significant 
impact on maintenance costs. Primorje-Gorski Kotar 
County’s climate is characterized by warm summers but dry 
and extremely windy winters, which requires efficient 
heating systems. 

The age of schools in the context of this research has a 
certain influence on maintenance costs. The age of the 
building can affect maintenance costs in terms of the need for 
modernization, improvement of energy efficiency, and 
adaptations to modern needs. Regular maintenance and 
planned investments can help extend the life of the building 
and reduce overall maintenance costs over time. According 
to the available information, the vast majority of schools in 
the observed research sample had a certain form of 
modernization intervention, so it is not surprising that the age 
of the building itself did not have a pronounced impact on 
maintenance costs. Unfortunately, more detailed information 
about the modernization of the facilities was not available. 

According to the results, the indoor area of the school has 
a certain influence on maintenance costs, but it is the least 
significant of all the factors listed here. The size of the school 
affects maintenance costs primarily through the amount of 
maintenance work that needs to be done. It is possible that in 
this context, some other factors or specificities compensate 
or reduce this impact, such as the specificity and structure of 
buildings, energy efficiency, maintenance method, etc. 
Another important aspect may be that in the developed model 
for estimating maintenance costs, the school indoor area is 
reflected through the number of class departments, which 
means that the direct influence of the school area may be less 
pronounced in this specific case. 
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It should be noted that the obtained relationships of the 
variables may vary depending on the specifics of the data 
used in the model and the characteristics of the school 
facilities. 

Additional statistical validation and robustness checks of 
the developed GRNN model were confirmed through a 
comparison with multiple regression analysis. Conducting 
the regression analysis in DTREG, the training results were 
R2 = 0.743, MAPE = 23.14 %, and for validation, R2 = 0.440 
and MAPE = 30.39 %. These results indicate that the ANN 
model is a more appropriate choice when estimating 
maintenance costs and provides estimates with a smaller 
error. 

Considering all the presented results, it can be concluded 
that the developed GRNN model for estimating the average 
annual costs of maintaining school buildings is suitable for 
use in schools in Primorje-Gorski Kotar County. 

The developed cost estimation model contributes to 
increasing the efficiency of the maintenance process. The 
ANN model enables: 
• Simple, quick, and structured planning of maintenance 

costs for specific time periods. 
• A more accurate estimate that provides better insight into 

the budget, helps allocate funds, and aids decision-
making and cost control. 

• Reduction of financial losses and the possibility of 
creating a strategy for mitigating and reducing losses. 

• By using the model, the value of the average annual 
maintenance costs is obtained, which remains constant 
for each year of maintenance in the observed reference 
period, allowing for planning over extended periods. 

• Defining the characteristics of school buildings that 
affect maintenance costs and obtaining the necessary 
information for designing new schools concerning cost 
rationalization. In this case, the important characteristics 
are the type of founder, the number of class departments, 
the type of heating, the age, and the total indoor building 
area. 
 
The magnitudes of the errors obtained from the GRNN 

model show that there is still room for progress and the 
development of more precise estimation models. The results 
prove that estimating maintenance costs is a demanding 
undertaking filled with numerous uncertainties. Still, any 
increase in accuracy in the estimations is of great importance, 
considering the amount of funds that need to be invested in 
schools. ANNs learn from input data; therefore, their quality 
and quantity directly affect the model’s accuracy. The 
possibility of increasing the accuracy of the model can be 
seen in the expansion of the database with additional 
variables. 

The results of this research can help school institutions 
and public bodies in planning costs and making maintenance 
decisions. Applying the ANN model opens up new 
possibilities for planning the necessary budget for school 
maintenance, making maintenance more efficient. A more 
accurate maintenance cost plan provides insight into the 
budget, helps allocate money, and helps control and monitor 

these costs. Founders managing school buildings can include 
in their budget the average required amount spent annually 
on school maintenance. For school buildings to be 
maintained, it is first necessary to consider the necessary 
maintenance activities and then to foresee certain funds for 
that purpose in the budget, which can be helped by the cost 
forecasting model developed here. 

The main finding of this study is that the proposed ANN 
is effective in learning the maintenance costs of school 
facilities, comparable to other previous studies focused on a 
limited number of factors affecting maintenance costs [15-
19]. 

Comparing the highlighted predictor variables for 
predicting maintenance costs, the results correlate with 
different studies where similar results have been obtained. In 
study [14], the type of founder of the institution and the area 
of the premises are also mentioned as important variables for 
estimating maintenance costs. In studies [16, 18, 37], the area 
of buildings is also highlighted, and in studies [16, 17], one 
of the important variables for estimating costs is the age of 
the examined buildings. Considering the quality and 
coverage of the database, this research further emphasizes the 
need to consider the number of departments and the type of 
building heating as relevant variables in the maintenance cost 
modelling process. 

Looking at prominent studies from the Republic of 
Croatia where a model for estimating the costs of maintaining 
educational buildings is being developed, two studies stand 
out, in which, admittedly, regression analysis was used. The 
author of [12] estimated the costs of use and maintenance of 
faculty buildings and obtained a model with accuracy 
indicators of R2 = 0.669 and MAPE = 27.24 %. The author of 
[14] developed a model for estimating primary school 
maintenance costs and obtained R2 = 0.759, MAPE = 21.17 
%. In this research, a larger database with both primary and 
secondary schools was used, and ANNs were applied as more 
advanced forecasting techniques. The obtained results are, 
therefore, more precise, indicating that the research is 
heading in the right direction and contributes to progress in 
the estimation modelling of the maintenance costs of 
educational buildings. 

The first and basic limitation of the developed ANN 
model is its applicability to school buildings in Primorje-
Gorski Kotar County. Also, since the database consisted only 
of schools operating in one building, the application is 
exclusively for such institutions. The limit is also related to 
the number of years over which school maintenance costs are 
estimated. The period for which the data was collected ranges 
from 5 to 10 years, and considering that, it is possible to 
estimate the costs for a maximum period of 10 years. The 
values obtained for R2 and MAPE suggest that there is room 
for creating models that could give even better results; 
expanding the database with additional variables is 
necessary. 

Considering the highlighted limitations, it is 
recommended to expand the research to the entire territory of 
the Republic of Croatia (or beyond) and develop a model that 
will not have a regional character and potentially give better 



Ksenija Tijanić Štrok: Artificial Neural Networks Application for the Croatian School Maintenance Cost Estimation 

200                                                                                                                                                                               TECHNICAL JOURNAL 19, 2(2025), 192-202 

results. For this reason, the database should be continuously 
expanded and updated. 

 
4 CONCLUSION 
 

The subject of this study is estimating the costs of 
maintaining primary and secondary schools in the Republic 
of Croatia using ANNs. The study successfully achieved the 
research goal and provided positive answers to all research 
questions. 

Within the study, a database of school buildings in 
Primorje-Gorski Kotar County, Republic of Croatia, was 
created, containing historical data on maintenance costs. A 
large sample database with data for 41 schools, was utilized 
for further analysis and modelling. It encompasses 11 
predictor variables (characteristics of primary and secondary 
schools) and one target variable (average annual maintenance 
costs). Data on maintenance costs were collected for the 5 to 
10 years. 

Based on the database, an ANN model was developed to 
estimate the maintenance costs of school buildings with 
satisfactory accuracy (R2 > 0.64, MAPE < 30 %). Initially, 
three different ANNs were developed: MLP, GRNN, and 
RBFNN, using the software DTREG. The error of models is 
expressed using R2 and MAPE, and the values obtained in all 
developed models are considered satisfactory for this type of 
assessment. Comparison of results showed that the highest 
estimation accuracy is achieved by applying GRNN, with a 
training MAPE of 13.83 % and validation MAPE of 20.50 %. 
R2 values are 0.862 and 0.811, respectively, indicating that 
GRNN is optimal for estimating school maintenance costs. 

The study demonstrated that the current inaccuracy in the 
estimation of school maintenance costs can be reduced by 
applying the developed ANN model. Specifically, by 
processing the actual data for the year 2022, it was found that, 
observing the actual planned and realized costs from the 
financial documents, the accuracy indicators are MAPE = 
64.03 %, with R2 = 0.0484, which is far below satisfactory 
values. 

The application of the developed ANN model can 
contribute to increasing the efficiency of maintenance. The 
results can assist educational institutions and public bodies in 
planning costs and making maintenance decisions. By 
applying the developed model, it is possible to plan and 
calculate maintenance costs for a multi-year period in a 
simple, fast, and structured way. This approach can help 
reduce losses and develop strategies to mitigate them. 
Characteristics of schools that significantly affect 
maintenance costs were also identified, namely the type of 
founder, the number of school departments, the type of 
heating, age, and the total indoor area of the building, which 
can be useful when designing new school buildings. 

No significant studies dealing with this topic in the 
manner approached here have been noted in the literature so 
far. In the Republic of Croatia, there was a lack of more 
extensive research analysing the costs of maintaining 
primary and secondary schools. Estimates of maintenance 
costs have shown inaccuracy, and the limited studies 
conducted were based on smaller databases of educational 

buildings, where cost prediction was reliant on simpler 
modelling techniques. 

There are also some research limitations, such as the 
regional orientation, the limited database, and the reference 
period for which the data were collected. In future research, 
expanding the database and developing new estimation 
models is recommended to obtain even better results, as there 
is undoubtedly room for improvement considering the size of 
R2 and MAPE obtained. 
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BSO-CNN: A BSO Pressure Optimized CNN Model for Water Distribution Networks 
 

Waghmare Shwetambari Pandurang*, Renu Praveen Pathak, Imtiyaz Ahmad Wani 

 
Abstract: Urban water distribution networks must use pressure management to reduce water leakage by modifying storage tank pressure levels in response to variations in water 
demand. Since each demand node usually restricts the maximum pressure that may be applied, addressing pressure issues at individual nodes is also crucial. To overcome these 
difficulties, a brand-new Convolutional Neural Network (CNN) Pressure Optimization Model is proposed. This model collects real-time data on water levels and pressure by utilizing 
level and pressure sensors, and a Backtracking Search Optimization (BSO) model is used to process the data. Subsequently, the optimized data is employed to execute accurate 
flow control protocols and detect possible leakage points. Major advantages are achieved with the BSO-CNN approach, including lower operating costs, more efficiency, and less 
water pressure needed. Furthermore, the model demonstrates a noteworthy decline in leakage rates, attaining a noteworthy reduction of roughly 31.5 % in the water distribution 
network. Improving the sustainability and performance of urban water distribution systems can be achieved through the proper integration of predictive modeling and advanced 
optimization techniques. 
 
Keywords: Backtracking Search Optimization Algorithm (BSO); Convolution Neural Network (CNN); hydraulic reliability; leakage; pressure management; storage tank; Water 
Distribution Networks (WDN) 
 
 
1 INTRODUCTION 
 

An essential and renewable resource for maintaining life 
on Earth is water. It is of the utmost importance and a basic 
requirement for human existence [1, 2]. Water delivery firms 
provide one of the most basic necessities of modern life by 
facilitating the distribution of water to enterprises, 
industrialized communities, and metropolitan centers. Water 
delivery firms operate within a complete water supply system 
that includes multiple stages, including the procurement, 
treatment, and distribution of water to final users [3]. These 
systems are carefully planned and operated to guarantee a 
steady and dependable supply of clean water to fulfill the 
various demands of the community [4]. 

Pumping stations are essential to the operation of water 
supply systems because they keep the water pressure constant 
across the distribution network [5]. These stations pressurize 
the water network using sophisticated processes, frequently 
depending on raised reservoirs or storage tanks to enable 
effective distribution [6]. Water delivery companies, along 
with the infrastructure they support, such as pumping 
stations, are essential to contemporary civilization because 
they guarantee the availability of clean, drinkable water, 
which is necessary for the survival of enterprises, industries, 
and communities [7]. Water Distribution Networks (WDNs) 
are an integral part of industrialized societies' infrastructure, 
carrying out the crucial task of effectively transporting water 
to locations of consumption while preserving proper pressure 
and velocity levels [8]. WDNs are intricate networks made 
up of reservoirs, consumption nodes (many households, 
businesses, and industries), and a complex web of pipelines 
that connects these nodes. Ensuring the safety and 
dependability of the water supply is important to WDN 
operations [9]. This means that in addition to supplying water 
at the places of use, sufficient pressure levels must be 
maintained to enable its effective distribution. But WDNs 
face many difficulties, chief among them being energy 
consumption and water leakage [10]. For WDNs, water 

leakage is a major concern, typically accounting for 25 % to 
30 % of the total amount of water provided. This inefficiency 
contributes to financial losses, negative environmental 
effects, and the loss of a valuable resource [11]. Furthermore, 
a large amount of WDN operating costs are related to energy 
usage, which emphasizes the need for efficiency gains. 
WDNs' scope and complexity are growing along with the 
population and size of metropolitan regions [12]. This 
increase highlights how crucial it is to have the best possible 
design, operation, and rehabilitation procedures in place to 
guarantee that customers receive satisfactory services. 
Strategic planning and management are crucial to 
successfully address difficulties and improve the resilience 
and sustainability of water supply systems in the face of 
changing urban landscapes and increasing demands, given 
the huge extent and complexity of WDNs [13]. 

Water loss is an inherent difficulty in almost all Water 
Distribution Systems (WDS), regardless of their age or 
design. The kind and amount of these losses varies based on 
a number of factors [14]. Water loss may be regarded as 
inevitable to some degree, but proactive steps can be done to 
lessen its effects and lower related expenses. Administrators 
are now concentrating on creating leakage management 
models to achieve the greatest possible reduction in leaks at 
the lowest possible cost as a result of efforts to address water 
loss [15]. This goal has sparked a lot of research projects that 
try to come up with novel tactics and tools to stop water leaks 
[16]. The adjustable pressure in the network pipes is one 
important factor that greatly affects the amount of leakage in 
a WDS. Water leakage, electricity consumption, and the 
general safety and dependability of the water supply are all 
significantly impacted by the pressure levels in the Water 
Distribution Network (WDN). Operators can minimize the 
amount of water loss by carefully controlling and regulating 
the pressure inside the network, which improves the system's 
sustainability and efficiency [17]. 

In this regard, decreasing pressure alone or in 
conjunction with other approaches is a feasible, practical, and 
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cost-efficient strategy for leakage management [18]. This 
force reduction is required to provide the sufficient pressure 
to satisfy the consumers demand throughout the day and 
night. Using Pressure Relief Valves in the WDS is one 
strategy for reducing excess pressure in the network. The 
installation of Pressure Reducing Valves in a WDS might be 
viewed as an optimization challenge. However, in order to 
minimize leakage, optimization methods can be employed to 
find the optimum number, placement, and settings of the 
valves [19], so if the pressure is excessive, the structure 
suffers with several catastrophic water leaks, enhanced 
energy usage, or even uncontrollable cylinder rupture rates. 
Owing to the difficulty of enormous WDNs as well as the 
time-varying features of water needs, universal management 
is essential to accomplish pressure management. The 
statistical properties of the research is given in Tab. 1. 
 

Table 1 Statistical properties 
Statistical properies Value 

Skewness 0.32 
Coefficient of variation 0.15 
Confidence Interval [0.28, 0.36] 
Distribution Characteristics Normal 
Minimum 10.4 
Maximum 25.6 
Median 18.2 

 
The objective of this investigation is to create a pressure 

model which minimises system leakage while taking system 
robustness and difficulty in meeting demand into account by 
estimating hourly levels of water in storage facilities for four 
alternative seasonal usage methods. A BSA-based 
optimization approach was used for this objective. The 
paper's important focus is the development of a water level 
fluctuation mechanism in the water tank to prevent leakage. 

The article is arranged as : Section 2 explores the 
literature on pressure optimization in WDNs. Section 3 
describes a Novel Neural Network Based Pressure 
Optimization Model. Section 4 delves into the empirical 
results, comparisons, and analyses. Section 5 brings the paper 
to a close. 

 
2 LITERATURE SURVEY 
 

Much research on the pressure optimization of WDNs 
has been published. Several proposed solutions, such as the 
two-phase system in [20], are founded on the design and 
improvement of devices that lower pressure. Since adding 
pressure-lowering valves to existing WDNs is challenging, 
more effort is being focused on improving the control of 
existing WDN elements in order to maximize pressure. 

Jafari-Asl et al. [21] are investigating the best pressure 
control for reducing leakage in water supply networks. In 
order to solve these problems, an optimisation strategy 
centred on a recently developed method called Cultural 
Algorithm (CA) was introduced. However, this technology 
for locating pressure-reducing valves and making an effort to 
regulate them decreased the system's average leakage rate by 
10 % in the third top eras. 

 Mehdi et al. [22] employed a distinct VSI index and 
enhanced the NPRI index to create a novel, step-by-step 
method for determining the ideal state and arrangement of 
PRVs in the WDN. The PSO algorithm was employed in this 
method, and the outcomes demonstrate how effective it is to 
change nodal pressures with reduced leakage rates by 
strategically placing PRVs in WDN. 

An inventive optimization technique called the Whale 
Optimization Algorithm (WOA) is utilized to build pipe 
networks as cheaply as possible by Riham et al. [23]. It 
employs a performance indicator based on generations and 
evaluations and spherical search agents to handle 
discontinuity in pipe sizes. WOA was found to be more cost-
effective when compared to other optimization approaches in 
the study. For faster convergence, more investigation is 
required. 

Manolis et al. [24] suggested using a unique heuristic 
technique to create the best looping Water Distribution 
Network (WDN). The foundation of this approach is 
choosing the best watercourses to include in a WDN. The 
new method does not need the use of a penalty function or 
the modification of any parameters. The optimization 
approach is driven by two distinct subroutines that undertake 
search space exploration and exploitation by attempting 
sequentially and globally targeted decreases in network pipe 
widths. 

Sitzenfrei et al. [25] created a unique edge betweenness 
centrality (EBCQ)-based design technique for the Water 
Distribution network study using CNA (Complex Network 
study). Determining how successfully CNA could be used as 
a stand-in for pressure assessment in the absence of hydraulic 
models is the aim of this optimization technique. 
Consequently, a detailed analysis of the different weight 
improvements is conducted, along with an evaluation of the 
impact on pressure predictions. 

Salcedo et al. [26] presented a methodology for efficient 
WDN synthesis using disjunctive probabilistic Mixed-
Integer Nonlinear Programming (MINLP) that accounts for 
linked uncertainty in nodal requests. This research used 
approaches for removing nonconvex nonlinearities in 
equations to eliminate unnecessary complexity. The impact 
of various covariance matrices is investigated in order to 
understand how the system handles uncertainty. A case study 
was created in order to evaluate the concept and development 
suggestions. The results show that when uncertainty is 
present, the overall stochastic solution of WDN outperforms 
the predictable one, suggesting that ignoring uncertainty in 
the optimization problem could lead to a suboptimal or, in the 
worst case, unrealistic WDN design. 

Diego et al. [27] suggested a strategy to produce near-
optimal Pareto fronts (PFs) by combining domain 
information from energy-based methodologies with a genetic 
computation to increase convergence rate and lower overall 
processing needs. This method is broken down into three 
steps: pre-processing the data from the Optimal Power Usage 
Surface (OPUS), parametric calibration, and regular 
feedback in NSGA II utilizing OPUS. This method was 
tested in four benchmark systems with different features in 
order to reduce WDN costs while increasing reliability. The 



Waghmare Shwetambari Pandurang et al.: BSO-CNN: A BSO Pressure Optimized CNN Model for Water Distribution Networks 

TEHNIČKI GLASNIK 19, 2(2025), 203-214                                            205 

results showed that the feedback system increases the 
effectiveness of the system, particularly during the first 
period of use. 

Cassiolato et al. [28] proposed a precise mathematical 
programming method to reduce the cost of looping WDN 
while accounting for a discrete range of commercial sizes and 
the pipe lengths that are provided.  

Mehzad et al. [29] optimized pump scheduling by taking 
three objective characteristics into account. Water velocity in 
the pipes and nodal pressures determine hydraulic reliability. 
On the other hand, we designed a three-objective 
optimization approach named Clustered Non-dominated 
Archiving Ant Colony Optimization (Clustered-NA-ACO) 
and assessed its efficacy using DTLZ test functions because 
the quality dependability at consumption nodes depends on 
water age.  

Zhang et al. [30] offered a water supply strategy that 
combines the regulatory and financial cost functions via a 
weighting function to solve the procedure optimization 
problem. It also linked the price of threats with the 
controllable pressure based on customer dispersion. 
Conditions that are right can guarantee closed-loop stability. 
These approaches work well at different risk levels, which is 
essential for WDN operation. 

However, in various current works, there will be limits 
such as it requires more cost even if it decreases the cost, they 
did not concentrate on other characteristics such as leakage, 
energy. To take into account all of the constraints, a new 
pressure control model must be constructed. 
 
3 NEURAL NETWORK-BASED PRESSURE OPTIMIZATION 

MODEL 
 

The operational costs of water distribution networks 
(WDNs) are directly impacted by variations in consumer 
demand. It is crucial to make the best use of available water 
resources in order to reduce these expenses. In this context, 
dynamic operational optimization strategies—including 
efficient pressure management—are essential. Nevertheless, 
despite its significance, there is a conspicuous lack of study 
on pressure management strategies designed to deal with 
water scarcity problems. After identifying this gap, it is 
necessary to formulate appropriate optimization objectives 
and control strategies. To ensure effective WDN operation in 
the face of water scarcity concerns, these factors must be 
addressed. To address this requirement, a novel neural 
network-based pressure optimization model for WDN water 
pressure regulation has been developed. The objective of this 
model is to optimize pressure management in order to 
improve operational efficiency and lessen the negative 
impact of water scarcity on WDNs. To begin, a Backtracking 
Search Optimization (BSO)-based approach is utilised to 
estimate the seasonal changes in a holding tank in order to 
prevent leaks. In the proposed study, the outcomes of a water 
distribution simulation study are consumed to train a CNN 
system. Lastly, the CNN model's output as a water pressure 
function is connected with BSO-based optimisation problem 
to adjust water pressure and leakage at every node of the 
water distribution network depending on storage tank water 
level, water usage, and node elevation. Fig. 1 depicts the 
proposed work's architecture. 

 
Figure 1 Structure of the proposed model 

 
3.1  Backtracing Search Optimization BSO Algorithm based 

Pressure Management 
 

Pipes, pumps, tanks, and valves comprise a system for 
distributing water. Each of these elements fail, but because to 
the great amount of pipes in water supply system, pipe 
leakage is far more common. Because leakage is strongly 
related to pressure, a pressure control system might be 
devised to reduce leakage. Consequently, in this work, the 
Backtracking optimization approach is utilised to calculate 
the ideal water value levels in the holding tank. BSAs are 
adaptive approaches that can be successfully applied to 
optimization issues. BSAs are most commonly used to solve 
issues with a significant level of complexity, non-linear 
behaviour, with a great amount of decision variables. The 
existing BSA models are modified and made compatible for 
our application of WDS. In Fig. 2 the water distribution 
system is organized as follows. 
 

 
Figure 2 Structure of the water distribution networks 

 
It is required to create a framework that could mirror the 

interaction among the controllable variable in the actuator as 
well as the controlled variable. Every constituent's pressure-
flow relationship is examined. For tanks, the mass balance 
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interaction connecting the storage capacity f in the jth tank is 
stated as  

 
𝑓𝑓𝑗𝑗(dt +1)= 𝑓𝑓𝑗𝑗(dt)+∆dt �∑ 𝑏𝑏𝑧𝑧,𝑗𝑗

𝑖𝑖𝑖𝑖
𝑧𝑧 (𝑑𝑑𝑡𝑡) −∑ 𝑏𝑏𝑗𝑗,𝑚𝑚

𝑜𝑜𝑜𝑜𝑜𝑜
𝑚𝑚 (𝑑𝑑𝑡𝑡)�    (1) 

 
where ∆𝑑𝑑𝑡𝑡 signifies the sampling time and d represents the 
discrete-time instant. The inflow from the zth element to the 
jth tank is denoted by 𝑏𝑏𝑧𝑧,𝑗𝑗

𝑖𝑖𝑖𝑖 , while the outflow from the jth tank 
to the mth element is denoted by 𝑏𝑏𝑗𝑗,𝑚𝑚

𝑜𝑜𝑜𝑜𝑜𝑜. The pressure supplied 
by the jth tank is expressed in 𝑎𝑎𝑗𝑗 , that incorporates the jth 
tank's elevation and water level. The pressure 𝑎𝑎𝑗𝑗  is then 
calculated as follows: 

 
𝑎𝑎𝑗𝑗(𝑑𝑑) =

𝑓𝑓𝑗𝑗(𝑑𝑑𝑡𝑡)

𝐶𝐶𝑗𝑗
+ 𝑈𝑈𝑗𝑗                                    (2) 

 
where 𝐶𝐶𝑗𝑗  is jth tank's cross-sectional area and 𝑈𝑈𝑗𝑗  is the jth 
tank's elevation. Flow is denoted as b, whereas pressure is 
denoted as a in the following equations. The definition rules 
for b and a subscripts are the same as for 𝑏𝑏𝑧𝑧,𝑗𝑗

𝑖𝑖𝑖𝑖 (𝑑𝑑), 𝑎𝑎𝑗𝑗(𝑑𝑑). The 
formulation for mass conservation in the lth node for nodes is  

 
∑ 𝑏𝑏𝑧𝑧,𝑙𝑙

𝑖𝑖𝑖𝑖
𝑧𝑧 (𝑑𝑑) = ∑ 𝑏𝑏𝑙𝑙,𝑚𝑚𝑜𝑜𝑜𝑜𝑜𝑜𝑚𝑚 (𝑑𝑑)                            (3) 

 
The inflow might be controlled by pump stations or 

uncontrolled by tanks or other networks. The outflow is not 
ever tampered with. The Hazen-Williams equation is used to 
define the pressure-flow relationship in pipes. A pipe 
connection could be categorized as follows: 

 
𝑎𝑎𝑧𝑧(𝑑𝑑) − 𝑎𝑎𝑚𝑚(𝑑𝑑) = 10.67𝑁𝑁𝑧𝑧,𝑚𝑚

𝑆𝑆𝑧𝑧,𝑚𝑚
1.852𝑇𝑇𝑧𝑧,𝑚𝑚

4.87 𝑏𝑏𝑧𝑧,𝑚𝑚�𝑏𝑏𝑧𝑧,𝑚𝑚�
0.852

      (4) 

 
where 𝑁𝑁𝑧𝑧,𝑚𝑚 , 𝑇𝑇𝑧𝑧,𝑚𝑚 , and 𝑆𝑆𝑧𝑧,𝑚𝑚 are the length, diameter, then 
roughness coefficient of the pipe, separately. Pump stations 
generate network pressure; flows thru the pump stations are 
also controlled variables. Water usage by consumers in a 
certain geographical region is represented by the water usage 
sectors. In this research, short-term consumption forecasts 
are used, which can be derived using appropriate forecasting 
techniques. 

In the WDN concept, tank pressures constitute the state 
variable vector g, while flow-through pump units create the 
control input vector e. The non-controlled input vector k 
comprises all non-manipulated flow via the pipes, the 
pressures at nodes linking to the water usage sectors create 
the controlled output sequence h, while all additional 
pressures make up the non-controlled output sequence i. The 
water-consuming vector t is formed by the spent water from 
all water consumption sectors. 𝑒𝑒1 reflects movement of pump 
stations linked to the tank, while 𝑒𝑒2 represents the movement 
of everyone else. The system's cumulative weight balance is 
expressed as shown on Fig. 3. 

The dynamic model (tank model) could be stated using 
Eqs. (1), (2), and (5) as where P, 𝑄𝑄1  and 𝑄𝑄2  are system 
matrices of appropriate size. Eqs. (2), (4), and (5) could be 

used to describe the model's dynamic component. Ehere v(.) 
and x(.) are nonlinear functions.  

 

 
Figure 3 Novel WDN model 

 
Overall, the WDN model Fig. 3 could be expressed as, 
 

𝒈𝒈(𝑑𝑑 + 1) = 𝑃𝑃𝒈𝒈(𝑑𝑑) + 𝑄𝑄1𝑒𝑒1(𝑑𝑑) + 𝑄𝑄2𝒕𝒕(𝑑𝑑)             (9) 
ℎ(𝑑𝑑) = 𝑣𝑣�𝒈𝒈(𝑑𝑑), 𝑒𝑒1(𝑑𝑑), 𝑒𝑒2(𝑑𝑑), 𝒕𝒕(𝑑𝑑)�            (10) 
𝑖𝑖(𝑑𝑑) = 𝑥𝑥�𝒈𝒈(𝑑𝑑), 𝑒𝑒1(𝑑𝑑), 𝑒𝑒2(𝑑𝑑), 𝒕𝒕(𝑑𝑑)�            (11) 
𝑈𝑈𝑒𝑒,1𝑒𝑒1(𝑑𝑑) + 𝑈𝑈𝑒𝑒,2𝑒𝑒2(𝑑𝑑) + 𝑈𝑈𝑘𝑘𝒌𝒌(𝑑𝑑) + 𝑈𝑈𝑡𝑡𝒕𝒕(𝑑𝑑) = 0   (12) 
 

An optimization model is presented in the paper to 
decrease water distribution system leakage using a pressure 
control approach whereas. 

 
3.2 Population based BSO 
 

BSO is a population-based evolutionary technique 
employed in order to tackle numerical optimization issues 
with true values. The proposed model's objective function is 
given in Eq. (13) 
 
Minimize 𝑍𝑍 = 𝐽𝐽 ∑ ∑ ∑ 𝑆𝑆𝑘𝑘[𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 ]𝑙𝑙𝑘𝑘𝑙𝑙𝑙𝑙

𝑘𝑘=1
𝑙𝑙ℎ
𝑚𝑚=1

𝑙𝑙𝑙𝑙
𝑧𝑧=1           (13) 

 
Where, Z is to minimize the leakage a pressure 

management scheme could be implemented and 𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 is 
pressure of kth node at zm instance. Where as, zm instance is 
refered as mth hour of zth session, 𝐽𝐽 is a penalty coefficient 
equal to 104 is used when the limitations on indices are 
violated. Otherwise, it is equivalent to one, 𝑆𝑆𝑘𝑘  kth node's 
fixed leakage–pressure relation coefficient, 𝑙𝑙𝑙𝑙  number of 
seasons considered,  𝑙𝑙ℎ  number of hours considered in the 
performance period of analysis, 𝑙𝑙𝑙𝑙  total number of water 
distribution network nodes, 𝑆𝑆  the number of water 
distribution network storage tanks, 𝑧𝑧 the index of considered 
seasons ranges from 1 to 𝑙𝑙s, 𝑚𝑚 in the performance period of 
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analysis, the index of hours ranges from 1 to 𝑙𝑙ℎ, 𝑘𝑘 index of 
nodes ranging from 1 to 𝑙𝑙𝑙𝑙.  The hydraulic simulation 
framework is employed to determine nodal pressure as a 
function of every storage tank's water table, water demand, 
and node height. Higher as well as lower water elevation 
limitations in every holding tank,at every nodal pressures, 
daily and session wise pumping capacity and resilience, but 
also failure indices constrain the procedure. kth node pressure 
𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 is specified by Eq. (14). 

 
𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 =
𝑓𝑓(𝑈𝑈𝑘𝑘,𝑏𝑏𝑧𝑧𝑧𝑧𝑧𝑧∗ ,  𝑈𝑈𝑈𝑈1𝑧𝑧𝑧𝑧,𝑈𝑈𝑈𝑈2𝑧𝑧𝑧𝑧, … … ,𝑈𝑈𝑈𝑈𝐷𝐷𝐷𝐷𝐷𝐷) ∀𝑧𝑧,∀𝑚𝑚,∀𝑘𝑘   (14) 
 

Where 𝑧𝑧 is the index of considered seasons ranges from 1 
to 𝑙𝑙 s. 𝑚𝑚 is In the performance period of analysis, the index 
of hours ranges from 1 to 𝑙𝑙ℎ. 𝑘𝑘 is index of nodes ranging 
from 1 to 𝑙𝑙𝑙𝑙 . 𝑈𝑈𝑘𝑘  is elevation of the kth node (m), 𝑏𝑏𝑧𝑧𝑧𝑧𝑧𝑧∗  is 
water demand of the kth node at the mth hour of the zth season 
(𝑙𝑙/s),  𝑈𝑈𝑈𝑈𝑧𝑧𝑧𝑧 is at the mth hour of the season, the head of jth 
tank (m). Commulative water level of all D water tanks is 
modeled in Eq. (15). 

 
∑ 𝐶𝐶𝑗𝑗𝑗𝑗𝑗𝑗+1 = ∑ 𝐶𝐶𝑗𝑗𝑗𝑗𝑗𝑗 + ∑ 𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙 − 𝐵𝐵𝑧𝑧𝑧𝑧 ∀𝑧𝑧,∀𝑚𝑚𝐿𝐿

𝑙𝑙=1
𝐷𝐷
𝑗𝑗=1

𝐷𝐷
𝑗𝑗=1   (15) 

 
Where 𝐶𝐶𝑗𝑗𝑗𝑗𝑗𝑗+1water volume in the subsequent jth tank at 

mth hour of zth season (m3), 𝐶𝐶𝑗𝑗𝑗𝑗𝑗𝑗 is level of water in jth tank 
at mth hour of zth season (m3), D is Number of storage tank in 
the water distribution network, 𝑙𝑙 is index of pumps, j is index 
of storage tank, 𝐵𝐵𝑧𝑧𝑧𝑧 is total water demand (m3/h) at the mth 
hour of the zth season, L is number of pumps in the water 
distribution network, 𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙 is water discharged by lth pump 
at mth hour of zth season (m3), 𝑧𝑧 is the index of considered 
seasons ranges from 1 to 𝑙𝑙𝑙𝑙. 𝑚𝑚 is In the performance period 
of analysis.  Eq. (15) gives timely continuity equation for 
saved volume of water in the water tank during every 
instance. Eqs. (16) and (18) explain the network's resilience 
and failure indices, which are used to provide a good smallest 
degree of WDN for all type of variation in water level. 
Resilience is described as the ability to handle including an 
incident or a breakdown in equipment. Due to the severity of 
rapid head loss, it's necessary to have more energy in every 
node than what is needed. As a consequence, once the system 
has failed, this extra power is used to compensate for greater 
head losses. The network's capacity for dealing with an 
emergency improves as its resilience index improves. In 
water supply structure, technical fault refers to a deviation 
from the system's lowest needed pressure. In this case, due to 
a lack of pressure, the complete required requirements were 
met, and the system is unable to sustain a minimum goal 
level. WDN Resiliance indices at 𝑧𝑧𝑧𝑧 instance is calculated 
as follows. 

 
𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧 = ∑ 𝑏𝑏𝑧𝑧𝑧𝑧𝑧𝑧

∗ (𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧−𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚)𝑙𝑙𝑙𝑙
𝑘𝑘=1

∑ 𝐵𝐵𝐵𝐵𝑗𝑗𝑗𝑗𝑗𝑗𝑈𝑈𝑈𝑈𝑗𝑗𝑗𝑗𝑗𝑗+∑ (𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙 𝛾𝛾⁄ )−𝑏𝑏𝑧𝑧𝑧𝑧𝑧𝑧
∗ 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚

𝐿𝐿
𝑙𝑙=1

𝐷𝐷
𝑗𝑗=1

 ∀𝑧𝑧,∀𝑚𝑚          (16) 

 
Where 𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧 is index of resiliency of the water distribution 

network at the mth hour of the zth season,  𝑏𝑏𝑧𝑧𝑧𝑧𝑧𝑧∗  , is water 
demand of the kth node at the mth hour of the zth season 

(l/s) 𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 𝑖𝑖𝑖𝑖 kth node pressure at the mth hour of the zth season 
(m), 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚  is every node must have a minimal amount of 
pressure (m), 𝐵𝐵𝐵𝐵𝑗𝑗𝑗𝑗𝑗𝑗 is discharge from the jth tank at the mth 
hour of the zth season (𝑙𝑙/s), 𝑈𝑈𝑈𝑈𝑗𝑗𝑗𝑗𝑗𝑗 head of jth tank at mth hour 
of zth season (m), 𝑃𝑃𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙𝑙𝑙 is power input to the network by 
pump l at the mth hour of the zth season (W), 𝛾𝛾 is specific 
weight of water, 𝑧𝑧 is the index of considered seasons ranges 
from 1 to 𝑙𝑙𝑙𝑙. 𝑚𝑚 is In the performance period of analysis, to 
estimate the failure index for the overall infrastructure, first 
use Eq. (17) to estimate the failure intensity at every node, 
then employ Eq. (18) to calculate the failure index for the 
entire structure. WDN hydraulic failure index 𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧𝑧𝑧  at 𝑧𝑧𝑧𝑧 
instance for kth node is given as Eq. (17). 
𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧𝑧𝑧
= �

0 ∀𝑘𝑘:𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 ≥ 𝐴𝐴min and
𝑏𝑏𝑧𝑧𝑧𝑧𝑧𝑧∗ (𝐴𝐴min − 𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧) ∀𝑘𝑘:𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 < 𝐴𝐴min and ∀𝑧𝑧,∀𝑚𝑚,∀𝑘𝑘  

(17) 
 
Where 𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧𝑧𝑧 is kth node failure index during the mth hour 

of zth season, 𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 pressure of the kth node at the mth hour of 
the zth season (m), 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚 is every node must have a minimal 
amount of pressure (m), 𝑏𝑏𝑧𝑧𝑧𝑧𝑧𝑧∗  is water demand of the kth node 
at the mth hour of the zth season (l/s) ), 𝑧𝑧  is the index of 
considered seasons ranges from 1 to 𝑙𝑙𝑙𝑙.  𝑚𝑚  is In the 
performance period of analysis k is index of nodes ranging 
from 1 to 𝑙𝑙n 
 

𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧 = ∑ 𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧𝑧𝑧
𝑙𝑙𝑙𝑙
𝑘𝑘=1

∑ 𝑏𝑏𝑧𝑧𝑧𝑧𝑧𝑧
∗ 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚

𝑙𝑙𝑙𝑙
𝑘𝑘=1

∀𝑧𝑧,∀𝑚𝑚                            (18) 

 
Where 𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧 is hydraulic failure index of the system at the 

mth hour of the zth season, k is index of nodes ranging from 1 
to 𝑙𝑙𝑙𝑙 , 𝑙𝑙𝑙𝑙  is total number of water distribution network 
nodes, 𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧𝑧𝑧 is kth node failure index during the mth hour of 
zth season, 𝐴𝐴𝑚𝑚𝑚𝑚𝑚𝑚 is every node must have a minimal amount 
of pressure (m), 𝑏𝑏𝑧𝑧𝑧𝑧𝑧𝑧∗  is water demand of the kth node at the 
mth hour of the zth season (l/s) ), 𝑧𝑧 is the index of considered 
seasons ranges from 1 to 𝑙𝑙s. 𝑚𝑚 is in the performance period 
of analysis. 
 
𝐴𝐴min < 𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 < 𝐴𝐴max < 𝐴𝐴𝑗𝑗 max ∀𝑧𝑧,∀𝑚𝑚,∀𝑘𝑘     (19) 

 
Where 𝐴𝐴𝑧𝑧𝑧𝑧𝑧𝑧 pressure of the kth node at the mth hour of the 

zth season (m), 𝐴𝐴min  is Every node must have a minimal 
amount of pressure (m), 𝐴𝐴max maximum suggested pressure 
at each node (m), 𝐴𝐴𝑗𝑗 max is maximum permissible pressure at 
each node (m), 𝑧𝑧 is the index of considered seasons ranges 
from 1 to 𝑙𝑙s. 𝑚𝑚 is In the performance period of analysis k is 
index of nodes ranging from 1 to 𝑙𝑙𝑙𝑙. The following various 
condition are applicable for optimization and given in Eq. 
(20) to the Eq. (24). 

 
𝑈𝑈𝑈𝑈𝑗𝑗 min < 𝑈𝑈𝑈𝑈𝑗𝑗𝑗𝑗𝑗𝑗 < 𝑈𝑈𝑈𝑈𝑗𝑗 max ∀𝑧𝑧,∀𝑚𝑚,∀𝑗𝑗            (20) 
𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙 < 𝐶𝐶𝐶𝐶𝑙𝑙 max  ∀𝑧𝑧,∀𝑚𝑚,∀𝑙𝑙                            (21) 
∑ ∑ 𝐶𝐶𝐶𝐶𝑙𝑙𝑙𝑙𝑙𝑙 < 𝐶𝐶𝐶𝐶𝑑𝑑𝑑𝑑𝑑𝑑𝑙𝑙ℎ

𝑚𝑚=1
𝐿𝐿
𝑙𝑙=1 ∀𝑧𝑧                     (22) 

𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧 > 𝐼𝐼𝐼𝐼min ∀𝑧𝑧,∀𝑚𝑚                                     (23) 
𝐼𝐼𝐼𝐼𝑧𝑧𝑧𝑧 < 𝐼𝐼𝐼𝐼max ∀𝑧𝑧,∀𝑚𝑚                              (24) 
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Where, the remaining variables are 𝑈𝑈𝑈𝑈𝑗𝑗 min  minimum 
tank water level j (m), 𝑈𝑈𝑈𝑈𝑗𝑗 max is maximum tank water level 
j (m),  𝑈𝑈𝑈𝑈𝑗𝑗𝑗𝑗𝑗𝑗 head of jth tank at mth hour of zth season (m) , 
𝐶𝐶𝐶𝐶𝑙𝑙 𝑚𝑚𝑚𝑚𝑚𝑚  maximum hourly capacity of the pump l. 
(m3), 𝐶𝐶𝐶𝐶day is maximum amount of daily pumping volume 
required (m3), 𝐼𝐼𝐼𝐼min  minimal resilience index for water 
distribution networks, 𝐼𝐼𝐼𝐼max is maximum allowable failure 
index for a water distribution network, 𝑧𝑧  is the index of 
considered seasons ranges from 1 to 𝑙𝑙𝑙𝑙 , 𝑚𝑚  is in the 
performance period of analysis k is index of nodes ranging 
from 1 to 𝑙𝑙𝑙𝑙, 𝑙𝑙 is index of pumps,L is number of pumps in the 
water distribution network, 𝑙𝑙ℎ number of hours considered in 
the performance period of analysis 
 
3.2.1 Pressure Management using BSO 
 

BSO maintains a population of I and T are water 
consuming vectors for this purpose. Three major genetic 
algorithms are used to establish BSO experimental 
populations (selection, mutation, and crossover). It has a 
random mutations mechanism which uses a 1-direction 
distinct for every target individual, as well as a memory that 
keeps a population from a arbitrarily selected earlier 
generations to use when setting the search-direction matrix. 
BSO employs five evolutionary techniques like: 
initialization, 1st selection, mutation, crossover, and 2nd 
selection. Fig. 4 depicts the overall flowchart of BSO. 

Objective Function Evaluation: BSO starts by 
randomising nodes inside their numerical range with a 
uniform random distribution function:Generalized pressure 
at a tank is given by Eq. (25) 
 
𝐴𝐴𝑧𝑧,𝑚𝑚~𝑈𝑈(𝑙𝑙𝑙𝑙𝑙𝑙𝑚𝑚,𝑢𝑢𝑢𝑢𝑚𝑚), 𝑧𝑧 = 1,2, … … … 𝐼𝐼,𝑚𝑚 = 1,2, … …𝑇𝑇 (25) 
 
where I indicates the seasons and T represents the storage 
tank in the WDN. The uniform distribution of water level is 
denoted by U. 𝐴𝐴𝑧𝑧,𝑚𝑚 denotes the zth tank individual's pressure 
of the mth node. 𝑙𝑙𝑙𝑙𝑙𝑙𝑚𝑚, and 𝑢𝑢𝑢𝑢𝑚𝑚 are the pressure at lower and 
upper boundaries, accordingly. 

The dependent variable constraints are combined into 
objective function under consideration via quadratic penalty 
terms as shown in Eq. (26). As a consequence, infeasible 
solutions that break the limitations are unlikely to be handed 
onto future generations. As a consequence, the objective 
function 𝑓𝑓 can be generalised and written in Eq. (26). 

 
 𝑓𝑓 = 𝐹𝐹 + 𝜆𝜆𝑓𝑓 ∑ ∆𝑓𝑓load2

𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓 + 𝜆𝜆𝐵𝐵 ∑ ∆𝑏𝑏𝑥𝑥2𝐿𝐿 𝑙𝑙𝑙𝑙𝑙𝑙𝑏𝑏 + 𝜆𝜆𝑎𝑎𝑎𝑎∆𝑎𝑎𝑐𝑐2 +
𝜆𝜆𝑐𝑐𝑐𝑐 ∑ ∆𝑐𝑐𝑣𝑣2𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑐𝑐𝑐𝑐                                                           (26) 
 

Where, F is a control factor of mutation operator; 𝜆𝜆𝑓𝑓, 𝜆𝜆𝐵𝐵, 
𝜆𝜆𝑎𝑎𝑎𝑎, and 𝜆𝜆𝑐𝑐𝑐𝑐 are the penalty factors , 𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑓𝑓 is the water level 
which has exceeded their limitations. 𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝐵𝐵  denotes the 
storage tank whose water levels are beyond the limits, 𝐿𝐿𝑙𝑙𝑙𝑙𝑙𝑙𝑐𝑐𝑣𝑣 
denotes the set of overflow lines, and ∆𝑓𝑓load, ∆𝑏𝑏𝑥𝑥, ∆𝑎𝑎𝑐𝑐, and 
∆𝑐𝑐𝑣𝑣 are denotes water flow, reactive water flow, active water 
flow, and apparent water flow which is defined in following 
Eq. (27) to Eq. (30). 

 ∆𝑓𝑓load = �𝑓𝑓load
min − 𝑓𝑓load   if  𝑓𝑓load < 𝑓𝑓loadmin

𝑓𝑓loadmax − 𝑓𝑓load   if  𝑓𝑓load > 𝑓𝑓loadmax           (27) 

 ∆𝑏𝑏𝑥𝑥  = �𝑏𝑏𝑥𝑥
min − 𝑏𝑏𝑥𝑥 if 𝑏𝑏𝑥𝑥 < 𝑏𝑏𝑥𝑥min

𝑏𝑏𝑥𝑥max − 𝑏𝑏𝑥𝑥 if 𝑏𝑏𝑥𝑥 > 𝑏𝑏𝑥𝑥max
                   (28) 

 ∆𝑎𝑎𝑐𝑐 = �𝑎𝑎𝑐𝑐
min − 𝑎𝑎𝑐𝑐 if 𝑎𝑎𝑐𝑐 < 𝑎𝑎𝑐𝑐min

𝑎𝑎𝑐𝑐max − 𝑎𝑎𝑐𝑐 if 𝑎𝑎𝑐𝑐 > 𝑎𝑎𝑐𝑐max
                    (29) 

 ∆𝑐𝑐𝑣𝑣 = 𝑐𝑐𝑣𝑣max − 𝑐𝑐𝑣𝑣 if 𝑐𝑐𝑣𝑣 > 𝑐𝑐𝑣𝑣max                   (30) 
 

In which the superscripts 'min' and 'max' represent the 
variable's minimal and highest numbers. 
 

 
Figure 4 Flowchart of BSO in pressure management 

 
1st Selection: At this step, BSO produces the historic 

demographic utilisation to determine the search direction, as 
shown in the formula given in Eq. (31). 

 
𝐴𝐴𝑧𝑧,𝑚𝑚
𝑜𝑜𝑜𝑜𝑜𝑜~𝑈𝑈(𝑙𝑙𝑙𝑙𝑙𝑙𝑚𝑚,𝑢𝑢𝑢𝑢𝑚𝑚)                           (31) 

 
Where 𝑧𝑧 = 1, 2, … , 𝐼𝐼 , 𝑚𝑚 = 1, 2, … ,𝑇𝑇 , 𝐴𝐴𝑧𝑧,𝑚𝑚

𝑜𝑜𝑜𝑜𝑜𝑜  focuses on 
the historical population BSO enables consumers to rebuild 
the historic demographic at the start of every cycle by 
adhering to a rule given bellow. 
 

𝐴𝐴old = �𝐴𝐴      if 𝑝𝑝 < 𝑞𝑞
𝐴𝐴old if 𝑝𝑝 ≥ 𝑞𝑞                                 (32) 

 
Where, p and q ~𝑈𝑈(0,1)  to detect if the historical 

population is collected from the prior generation. The 
shuffling algorithm is subsequently employed to reshuffle the 
members in the population as regards in Eq. (33) in which in 
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which the permuting () function is a random shuffling 
operator. 

 
𝐴𝐴old = 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 (𝐴𝐴old)                          (33) 

 
Mutation: The mutation process employs the 

subsequent procedure to produce mutant BSO vector V at 
every generation and accordingly control factor F is 
formulated as bellow. 
 
 𝐹𝐹 = 𝐴𝐴 + 𝑽𝑽(𝐴𝐴old − 𝐴𝐴)                                 (34) 
 

Where, V is an actual value that indicates the storing 
tank's level of water. By taking into consideration the values 
of the historical population, the BSO used previous 
experiences to establish the water level at the storage tank. 
 

Algorithm 1 BSA Crossover Strategy 
Input: V, mix rate, I and T 
Output: D: Trial Population 

map(1:I, 1:T) = 0 
If p < q | p, q ~ U(0, 1) then 
for z from 1 to I do 

mapz, e(1:[mixrate.rnd.T]) = 1 | e = permuting ((1, 2, 3,…, T)) 
end 
else 
for z from 1 to I do, map(z, randz(T)) = 1, end 
end 
D := Mutant 
for z from 1 to I do 
for m from 1 to T do 
if map(z, m) = 1 then D(z, m) = A(z, m) 
end 
end 

 
 Crossover Process: Algorithm 1 depicts crossover 
process of BSA. This procedure is divided into two stages. 
The initial generates a binary integer-valued matrix called as 
a map directing crossover locations using a mix rate. The 
next permits the BSA's crossover method to be employed in 
order to generate the trial population's final form (Algorithm 
1) by using the formula given in Eq. (35). 
 

𝐷𝐷𝑧𝑧,𝑚𝑚 = �
𝐴𝐴𝑧𝑧,𝑚𝑚 if  𝑚𝑚𝑚𝑚𝑚𝑚𝑧𝑧,𝑚𝑚 = 1
𝐹𝐹𝑧𝑧,𝑚𝑚  if  𝑚𝑚𝑚𝑚𝑚𝑚𝑧𝑧,𝑚𝑚 = 0                    (35) 

 
Where 𝐷𝐷𝑧𝑧,𝑚𝑚 are the trial members. In BSA's crossover 
process, the mix rate variable defines the amount of 
parameters of persons which will change in a trial population. 
 2nd Selection: The process is then employed in the final 
step to evaluate the fitness of the trial vector as well as the 
associated target vector and pick the parent that would live in 
the upcoming generations, as regards: 
 

𝐴𝐴𝑧𝑧,𝑚𝑚
next = �𝐷𝐷𝑧𝑧,𝑚𝑚, 𝑖𝑖𝑖𝑖 𝑓𝑓�𝐷𝐷𝑧𝑧,𝑚𝑚� < 𝐴𝐴𝑧𝑧,𝑚𝑚

𝐴𝐴𝑧𝑧,𝑚𝑚 otherwise
            (36) 

 
Where, f() denotes the fitness function. As a result, the 

population either improves or remains constant in terms of 
objective values. Several steps are again continued via 

generations, and the process ends whenever the optimum 
number of generations are reached or some specific stopping 
criteria is met. 
 
3.2.2 The Head-Driven Simulation Method 
 

HDSM ought to be utilized to study the network for 
reliable leakage estimation because leakage and pressure are 
inextricably linked. Moreover, the EPANET software was 
used to model network leakage in our research. The 
EPANET2.0 programme is utilized to model water network 
hydraulic systems. This program has various features that 
render it suited for hydraulic study of water distribution 
networks as compared to alternative methods []. The emitter 
could be employed in every node, is one of EPANET's 
effective capabilities. As demonstrated here, rate of flow of 
water with every emitter can be computed as a in term of 
pressure within a specific node is specified by Eq. (37). 
 
𝐵𝐵𝑘𝑘 = 𝑆𝑆𝑘𝑘𝐴𝐴𝑘𝑘

𝑙𝑙𝑘𝑘                                             (37) 
 
At node k, 𝐵𝐵𝑘𝑘  is the rate of flow of water, 𝐴𝐴𝑘𝑘  is the 

pressure, 𝑆𝑆𝑘𝑘 is the intensity of flow, and 𝑙𝑙𝑘𝑘 is a power term. 
This function is useful for simulating leaks. 𝑆𝑆𝑘𝑘  and 𝑙𝑙𝑘𝑘 
parameters must be evaluated for this purpose. The 
assumption is that 𝑙𝑙𝑘𝑘 is constant and is equal to 1.18, and 𝑆𝑆𝑘𝑘 
is determined by Eq. (38). 

 
𝑆𝑆𝑘𝑘 = 𝑆𝑆∑ 𝑁𝑁𝑘𝑘𝑘𝑘

2
𝑗𝑗
𝑚𝑚=1                                            (38) 

 
Where, 𝑁𝑁𝑘𝑘𝑘𝑘  is the mth pipe at kth node, and S is a 

network-wide constant, as illustrated below. 
 
𝑆𝑆 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿

∑ �∑
𝑁𝑁𝑘𝑘𝑘𝑘
2

𝑗𝑗
𝑚𝑚=1 ×𝐴𝐴𝑘𝑘

𝑙𝑙𝑘𝑘�𝑙𝑙𝑙𝑙
𝑘𝑘=1

                                    (39) 

 
Where 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 denotes the amount of leaking but during 

weakest night flow. The pressure in the preceding equation is 
determined at the point of least night flow. 

To calculate pipe leakage, the influence of pipe average 
pressure must be taken into account. This suggest changes 
that every half-length of a pipe possesses the identical stress 
as its end device, which was integrated into the leakage 
solution via the S calculation in Eq. (39). This technique 
overestimates leak during the initial half while 
underestimating leakage in the second half, balancing the 
others. 

After computing the S value for the entire network, Eq. 
(38) can be applied to determine Sk for every node, that is 
utilized by the hydraulic simulation study as the emitters flow 
rate coefficient. For faster convergence, it is critical to have 
a valid initial guess when calculating the S factor. The initial 
estimate was calculated for this reason utilizing node 
pressure without accounting for leakage. The leakage is 
estimated after the initial event, then S is updated using 
Newton's method and relation between new 𝑆𝑆new  and old 
𝑆𝑆old is given by Eq. (40). 
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𝑆𝑆new = 𝑆𝑆old −
𝑓𝑓(𝑆𝑆old)
𝑓𝑓′(𝑆𝑆old)

                       (40) 
 

where 𝑆𝑆new and 𝑆𝑆old represent the earlier also innovative 
forecasts of S, and f is a function of the distinction among 
expected and measured leakages. Newton's approach was 
utilized until the estimated leakage equals the observed 
leakage value. In this case, the leakage is estimated if many 
actual emitter coefficients are discovered at each nodes. 

 
3.3 CNN Model for Pressure Management 
 

To estimate pressure variations, a numerical solution 
must be combined with suggested leakage decrease 
optimization method, as indicated in Eq. (14). Hydraulic 
simulator techniques are increasingly being used to describe 
the complex and non - linear behavior of water distribution 
systems. Unfortunately, hydraulic simulation models had 
difficulties of projecting the dynamic consequences of 
various control settings in respect to the baseline 
circumstances with short-term demand fluctuations because 
the inflict to the computation complexity. Furthermore, 
When hydraulic simulation approach are described by an I/O 
connection, that could be mapped to use a multivariate 
functional in this scenario, there is bound to be a large chance 
for boosting computational performance. The proposed 
method employs the outcomes of a water supply modeling 
research to develop a CNN framework. The CNN 
architecture's output as a water pressure function is again 
linked with a BSO-based optimization technique to put on 
water pressure and leakage at every node of the distribution 
system for water depends on holding tank water level, water 
usage, and node height. 

Because the input-output connection in the CNN 
framework is straightforward to estimate, it may be viewed 
as a basic approximation of input-output computations in 
every descriptive or optimization technique. The advantages 
involve decreased runtime and simple implementation, while 
the drawback is a loss of precision. The trade-off must be 
where and how the concept is used, in addition to who the 
end users are. The hydraulic simulation method's outputs are 
employed in this study in a CNN framework which may be 
linked to the optimisation problem. CNN algorithms have 
been taught to reproduce simulated findings over time. The 
processing order of the optimization method could be 
decreased by substituting the EPANET2.0 hydraulic 
simulation system with CNN. It is important to underline that 
diminishing precision. The processing challenges could be 
considerably decreased as a result. 

The CNN algorithm has been trained utilizing EPANET 
2.2 findings for various storage tank water levels and water 
demands within their variation limits. The strategy can be 
chosen after test different multilayer feed-forward CNNs. 

 
4 RESULT AND DISCUSSION 
 

This section addresses the overall performance of our 
proposed scheme. Moreover, previous work comparison 
findings are compaired. 
Tool:   EPANET 2.2 AND PYTHON  
OS:   Windows 7 (64 bit) 

Processor:  Intel Premium 
RAM:   8 GB RAM 
 

Table 2 Network table - nodes at 1:00 hrs 
Node ID Elevation (m) Base demand (MLD) Pressure (m) 
Junc j1 15 0.005 17.54 
Junc j2 15 0.005 17.54 
Junc j3 15 0.005 17.54 
Junc j4 15 0.005 17.54 
Junc j5 15 0.005 17.54 
Junc j6 15 0.005 16.83 
Junc j8 15 0.005 16.83 
Junc j9 15 0.005 17.54 

Junc j10 15 0.005 17.55 
Junc j11 15 0.005 17.55 
Junc j12 15 0.005 17.55 
Junc j13 15 0.005 17.55 
Junc j14 15 0.005 17.55 
Junc j15 15 0.005 17.56 
Junc j16 15 0.005 17.56 
Junc j17 15 0.005 17.56 
Junc j18 15 0.005 17.56 
Junc j19 15 0.005 17.56 
Junc j20 15 0.005 17.56 
Junc j21 15 0.005 17.56 
Junc j22 15 0.005 17.58 
Junc j23 15 0.005 17.60 
Junc j24 15 0.005 17.61 
Junc j25 15 0.005 17.57 
Junc j26 15 0.005 17.56 
Junc j27 15 0.005 17.55 
Junc j28 15 0.005 17.54 
Junc j29 15 0.005 17.58 
Junc j30 15 0.005 17.58 
Junc j31 15 0.005 17.64 
Junc j32 15 0.005 17.64 
Junc j33 15 0.005 17.70 
Junc j34 15 0.005 17.70 
Junc j35 15 0.005 17.70 
Junc j36 15.5 0.005 17.22 
Junc j37 15.5 0.005 17.22 
Junc j38 15.5 0.005 17.21 
Junc j39 15.5 0.007 17.33 
Junc j40 15.5 0.007 17.65 
Junc j41 15.5 0.007 17.65 
Junc j42 15.5 0.007 17.67 
Junc j43 15.5 0.007 17.87 
Junc j44 15.5 0.007 18.31 
Junc j45 15 0.007 18.81 
Junc j46 15.5 0.007 18.31 
Junc j47 15.5 0.007 18.31 
Junc j48 15.5 0.007 18.31 
Junc j49 15.5 0.007 18.31 
Junc j50 15.5 0.007 18.31 
Junc j51 15.5 0.007 18.31 
Junc j52 15.5 0.007 18.31 
Junc j53 15.5 0.007 18.31 
Junc j54 15.5 0.007 18.31 
Junc j55 8 0.013 24.71 
Junc j56 8 0.013 24.71 
Junc j57 8 0.013 24.71 
Junc j58 8 0.013 24.71 
Junc j59 8 0.013 24.70 

 
4.1  Dataset Description 
 

The details of water supply network from City and 
Industrial development Corporation of Maharastra limited 
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(CIDCO)is collected. This CIDCO contains details of 
drawings of Water Supply Network and Elevated Storage 
Reservoir (ESR) / High Storage Reservoir (HSR) and Master 
Balance Reservoir (MBR) of Kharghar Node. This water 
distribution system in Kharaghar requires effective water 
management for both supply and demand.Overall, the 
system's fundamental issues identified is leakage. 

It is proposed that Pressure management is the easiest, 
shortest, but possibly least cheap approach for reducing 
leakage in kharghar water distribution systems. The drop in 
network pressure leads to a reduction in leakage rate. Added 
pressure beyond the absolute lowest value promotes systems 
resiliency, while pressure deficiency (underneath the lowest 
permissible value) contributes to request shortfall, in which 
customers cannot be fully provided. As a result, the optimum 
combination of numerous decision variables could be found 
to use a search strategy including BSA to calculate the 
appropriate level of pressure. As per the CIDCO rule, 650 
litres of water have to be supplied per flat per day. 

The overall amount of junction in the network is 840, 
number of reservoir is 1, number of tanks is 9, number of pipe 
is 831 of various diameter such as 100 mm, 150 mm, 200 
mm, 250 mm, 300 mm, 350 mm, 400 mm, 450 mm, and 
above 500 mm. The network has a total number of PRV valve 
as 130 and roughness coefficient as 110. Moreover, the 
pressure value is taken for per hour, as a result, we have taken 
the 6 hour pressure value. The collected 1 hour pressure value 
data sample is tabulated as Tab. 2. 

Then, the obtained EPANET 2.2 values are fed into the 
proposed Neural Network based Optimization model. The 
collected data’s are processed through the PYTHON to find 
out the water pressure and leakage.The maximum pressure 
value as 327.68 is set, if the pressure value is exceed this limit 
it will be considered as a leakage. Lastly, the proposed 
method is contrasted with the current framework to 
demonstrate its effectiveness. The following is a Tab. 3 of the 
proposed CNN's structure. 

 
Table 3 Architecture of the proposed CNN 

Layer Type Specifications 

Convolutional layer 1 Kernel Size: 5×5; Filter: 64; Stride: 3×3; 
Padding: Same 

Max pooling layer 1 Pool Size: 3×3; Stride: 3×3 
Padding: Same 

Convolutional layer 2 Kernel Size: 5×5; Filter: 128; 
Stride: 3×3; Padding: Same 

Max pooling layer 2 Pool Size: 3×3; Stride: 3×3 
Padding: Same 

Convolutional layer 3 Kernel Size: 5×5; Filter: 256 
Stride: 3×3; Padding: Same 

Max pooling layer 3 Pool Size: 3×3; Stride: 3×3 
Padding: Same 

Fully Connected Layer Size: 64 
Output Layer Size: 1 

 
4.2  Performance of Proposed Model 
 

This section assesses the effectiveness of the proposed 
system, where Precision, Accuracy, Recall, F1 Score, and 
loss metrics were used to assess the proposed prototype. 
 

4.2.1 Loss vs Epochs Graph 
 

The training loss of a proposed Neural Network Based 
Pressure Optimization Model, which measures the difference 
between the model's predictions and the actual target values 
in the training dataset, is used to assess the model's 
performance. More precise forecasts and efficient 
identification of underlying patterns in the training data are 
indicated by a smaller training loss. As the model goes 
through multiple epochs of iterative optimization, the 
training loss trend steadily decreases. In just 5 epochs, the 
model reached a training loss of less than 0.0682, 
demonstrating a rapid convergence to remarkably accurate 
predictions on the training set. Low training loss over a short 
period of epochs indicates successful data collection and 
learning. 
 

 
Figure 5 Loss vs Epochs Graph proposed approach 

 
4.2.2 Performance Parameters 
 

This chapter provides an overview of our proposed 
methods, in which several metrics including Accuracy, F1 
Score, Precision, and Recall were used to evaluate the unique 
method's effectiveness in water distribution system pressure 
optimization. Various performance indicators, includes 
Accuracy, Precision, Recall, and F1 Score, were evaluated 
using the Eqs. (41)-(44). 
 
Accuracy = 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁

  (41) 

Precision = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

            (42) 

Recall = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝑁𝑁𝑁𝑁𝑁𝑁𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

            (43) 

F1 Score = 2∗𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃∗𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅
𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 + 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅

                    (44) 
 

The novel approach of the model—which combines a 
Convolutional Neural Network (CNN) with the Backtracking 
Search Optimization algorithm—allows it to precisely 
identify positive cases and classify instances within the 
dataset with low misclassification rates. The suggested 
approach's excellent levels of Accuracy, Precision, Recall, 
and F1 Score attest to its applicability and promise for real-
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world uses in a variety of fields where precise classification 
is critical. Overall, the results show that the suggested 
method is dependable and effective at handling classification 
jobs with a high degree of precision and accuracy. 
 
4.3  Comparison Results 
 

This chapter discussed the proposed method's 
comparative study, In this study, which the our technology is 
comaired with the methods like Nave Bayes, Logistic 
Regression, and Convolution Neural Network (CNN). 
 
4.3.1 Accuracy Comparison 
 

In terms of accuracy, the suggested method performs 
better than baseline models such as Naive Bayes, Logistic 
Regression, and conventional Convolutional Neural Network 
(CNN). With an accuracy rate of 99.80 %, the approach 
outperforms Logistic Regression by 98.23 %, Naive Bayes 
by 95.49 %, and standard CNN by 98.62 %. This 
improvement in performance highlights the usefulness and 
edge of the new strategy over traditional techniques. The 
results presented in Tab. 4 validate the effectiveness of the 
suggested methodology and show that it is more accurate 
than baseline models and sophisticated techniques. It also 
shows that it has the potential to outperform current methods 
in real-world applications. 
 

Table 4 Overall Accuracy 
Methods Accuracy (%) 

Naïve Bayes 95.49 
Logistic Regression 98.23 
Convolution Neural Network (CNN) 98.62 
Proposed Method 99.80 

 
4.3.2 Precision  
 

A comparison of the precision levels between the 
suggested strategy and alternative techniques is presented in 
Tab. 5. The suggested strategy performs 98 % better than the 
BSO-based CNN method and 98.23 % better than the Naive 
Bayes model, demonstrating its efficacy and superiority over 
conventional techniques. The strategy significantly improves 
the accuracy and reliability of the classification task, 
achieving an excellent precision rate of 99.80 %. These 
results confirm the effectiveness of the new approach and 
highlight its potential to beat current approaches in real-
world scenarios where great precision in classification tasks 
is required. The suggested method is a major improvement 
over traditional procedures. 
 

Table 5 Overall Precision 
Methods Precision (%) 

Naïve Bayes 98 
Logistic Regression 98.23 
Proposed Method 99.80 

 
4.3.3 Recall Comparison 
 

The recall performance of the suggested method is 
contrasted with other approaches in Tab. 6. The usefulness 
and superiority of the suggested strategy over conventional 

approaches are demonstrated by its 95.40 % and 99 % 
performance gains over the BSA-based CNN method and 
Logistic Regression method, respectively. The technique 
produces an astounding 100 % recall rate, which is a major 
improvement over earlier solutions and a notable 
improvement in the dataset's ability to detect pertinent cases. 
These results confirm the new strategy's effectiveness and 
highlight its potential to beat current approaches in real-
world scenarios where good recall in classification tasks is 
needed. 
 

Table 6 Overall Recall 
Methods Recall (%) 

Naïve Bayes 95.40 
Logistic Regression 99 
Proposed Method 100 

 
4.3.4 F1-Score Comparison 
 

A comparison of the F1 Scores of the suggested strategy 
with other approaches is presented in Tab. 7. The suggested 
method shows its superiority in terms of F1 Score, 
outperforming both Logistic Regression and the BSA-based 
CNN method by 99.10 % and 97.65 %, respectively. With a 
remarkable F1 Score of 99.90 %, the approach significantly 
enhances the model's capacity to strike a balance between 
recall and precision. These results demonstrate the usefulness 
of the unique strategy and its superiority over conventional 
ways in producing better outcomes. 
 

Table 7 Overall F1 Score 
Methods F1 Score (%) 

Naïve Bayes 97.65 
Logistic Regression 99.10 
Proposed Method 99.90 

 
5 CONCLUSION 
 

The appropriate hour water level fluctuations in a water 
distribution storage tank with various seasons are explored in 
proposed research. To estimate the effective mechanism, the 
pressure that exists at various network nodes under various 
operating circumstances are evaluated. To acquire better 
precise pressure measurements at various nodes of network, 
the quantity of leakage quantity at each node is analysed. 
Because it requires awhile to integrate the hydraulic 
simulation and optimization algorithms, a CNN algorithm is 
trained to predict the system's hydraulic properties. Directly 
linking a hydraulic simulation with the BSO, design leads to 
enhance the accuracy of the output. While the optimization 
method is designed for a large collection of storage 
containers. The study's findings can be applied to other 
components of the structure. In this example, the optimal 
water volumes in over-all accessible storage facilities are 
utilised with CNN output in addition to BSO model decision 
factors. Whenever a software like this technique are utilised 
in a realistic situation, the network's associated to water 
supply could be planned better effectively by minimizing 
31.5 % leakage. The findings show that there is a need of 
implementing a combined solution toolkit to ensure the 
efficient functioning of the water distribution system. 
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Effects of High Oxygen Concentration on Driving Performance and Cerebral Hemodynamic 
Response 

 
Kyu-Beom Kim, Soon-Cheol Chung, Byung-Chan Min* 

 
Abstract: The positive effect of a high oxygen concentration on human cognitive ability for single tasks has been proven in various ways; however, few studies have investigated 
its effect on complex cognitive tasks. The aim of this study was to investigate the effect of a high oxygen concentration in driving situations that require complex cognitive abilities. 
The experiment was conducted in a laboratory equipped with a car simulator with 10 volunteer subjects. Driving was performed under normal and high-oxygen-concentration 
conditions. Various driving parameters and oxyhaemoglobin (HbO) levels in certain brain areas were measured during the experiments. The results show that vehicle velocity was 
maintained more consistently in the high-oxygen-concentration condition, and the HbO concentration increased (indicating greater activation) in the prefrontal and parietal cortices. 
 
Keywords: cerebral hemodynamic response; driving performance; fNIRS; high oxygen concentration; oxyhaemoglobin 
 
 
1 INTRODUCTION  
 

Oxygen is present in the atmosphere at a concentration 
of approximately 21 %, and it is consumed in various 
biological processes essential to the survival of plants and 
animals. The oxygen concentration in human blood is 
maintained above 95 %, enabling energy production within 
cells and enabling organs and tissues to perform their 
functions [1]. In particular, the brain consumes a large 
amount of oxygen (approximately 20 % of the human body's 
oxygen consumption) because of the dense concentration of 
nerve cells [2, 3]. It is also the most sensitive organ to oxygen 
deficiency [4]. Irreversible brain damage occurs when the 
brain does not receive sufficient oxygen, leading to a decline 
in high-level cognitive functions, including degradation of 
processing speed, memory, and executive function [5]. 

Because of the essential role of oxygen in the brain, 
research is being conducted on improving cognitive 
processing ability by artificially oversupplying oxygen. 
Some studies show that high oxygen concentration has a 
positive effect on cognitive processing ability [6-9]. Chung 
et al. [7] reported that visuospatial performance improved 
and blood oxygen saturation increased when 30 % oxygen 
was supplied compared to when 21 % oxygen was supplied. 
In addition, an increase in brain activity has been reported 
under 30 % oxygen concentration conditions using functional 
magnetic resonance imaging (fMRI). In addition, 30 % 
oxygen supply improves memory, verbal cognition, and 
working memory performance. However, these studies have 
been conducted only on a single task in a static environment. 
Therefore, the effects of high oxygen concentration on the 
performance of complex cognitive processing tasks must be 
verified.  

Driving requires high levels of information processing 
because various factors, such as interactions with in-vehicle 
devices and changes in driving conditions (such as nearby 
vehicles, infrastructure, and weather) must be considered 
[10-13]. Driving requires high performance on complex 
cognitive processes, such as attention, visuospatial 

perception ability, memory, and problem-solving ability [14, 
15]. 

Whereas previous studies have shown that high oxygen 
concentration affects cognitive processing for a single task, 
the aim of this study was to observe the effect of high 
concentrations of oxygen in a driving environment and verify 
the hypothesis that high oxygen concentration can activate 
the brain and improve performance on tasks requiring a high 
level of cognitive processing. For objective verification, 
brain activation via functional near-infrared spectroscopy 
(fNIRS) and driving performance were observed using 
driving performance data. 
 
2 METHODS 
2.1 Participants 
 

Through a subject recruitment announcement, ten men, 
all licensed drivers in their 20s, voluntarily participated in the 
experiment (Tab. 1). Their average driving experience was 
2.2 years. They had no history of brain disease or related 
surgery, and they were recommended to get more than 7 h of 
sleep the night before the experiment. On the day of the 
experiment, activities such as caffeine and drug 
consumption, smoking, and drinking that could affect fNIRS 
measurements were prohibited. Before starting the 
experiment, were explained to all participants, and written 
consent to participate was obtained. 
 

Table 1 Experimental subject data 
Gender Number of subjects Mean of age (SD) Driving experience 
Male 10 24.78 (±1.63) 2.20 (±1.23) 

 
2.2 Oxygen Condition 
  

Oxygen was supplied by connecting an oxygen 
respirator to an oxygen cylinder composed of oxygen and 
nitrogen. Cylinder 1 supplied 21 % oxygen and 79 % 
nitrogen, and Cylinder 2 supplied 30 % oxygen and 70 % 
nitrogen. The oxygen pressure was set at 68.95 kPa. 
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2.3 Driving Condition 
  

The driving simulator used in the experiment was a 
GDS-3000s (Gridspace, South Korea) model, and the driving 
devices (accelerator, foot brake, and steering wheel) and 
display devices (speedometer, RPM meter, and trafficator) 
were implemented in the same manner as in an actual vehicle. 
A driving simulation environment was presented using three 
32-in LCD monitors. The driving environment was a round 
trip on a six-lane highway; as shown in Fig. 1, a course of 3.4 
km wide and 2.4 km long was driven in two lanes at a speed 
of 100 km/h. 
 

 
Figure 1 Driving environment 

 
2.4 Experimental Process 
  

The experimental process is shown in Fig. 2. The 
participants were asked to rest (Rest phase) for 20 min with 
their eyes closed. Then, oxygen was supplied for 20 min 
during the driving exercise (Driving phase). Subsequently, 
the same experiment was repeated for each subject with only 
a change in the oxygen concentration. At this time, the order 
of oxygen concentration was counterbalanced. In addition, 
the subjects were unaware of the oxygen concentration 
presented. 
 

 
Figure 2 Experimental process 

 
2.5 Measuring and Analysing Driving Performance Data 
  

The parameters of the driving data were vehicle position, 
velocity, engine speed (RPM), percentage of the accelerator 
pedal manipulated (e.g., 100 %, the accelerator pedal fully 
depressed), and percentage of the steering wheel manipulated 
(100 %, the steering wheel fully rotated), and were measured 
at a sampling rate of 1 Hz. The last 5 min (15-20 min) of data 
in the driving phase were used for the analysis, and the 
parameters (Velocity, RPM, ACC, Steering) corresponding 
to the cornering section were extracted from the vehicle’s 
location data (Tab. 2). The coefficient of variation was used 
as an indicator of driving performance. Therefore, the 

coefficients of variation for the velocity (CV_Velocity), 
RPM (CV_RPM), accelerator manipulation (CV_ACC), and 
steering wheel manipulation (CV_Steering) were calculated. 
Subsequently, a paired t-test was performed to compare the 
oxygen conditions (21 % and 30 %) using SPSS version 25 
(IBM, USA). 

 
Table 2 Driving performance data parameters 

Parameter Position Velocity RPM ACC Steering X Z 
Unit m m km/h - % % 

 
2.6 Cerebral Blood Flow Response Measurement and 

Analysis Method 
  

Cerebral blood flow was measured using a NIRSport2 
device (NIRx, Germany). This device consists of a source 
that emits near-infrared rays of two wavelengths (760 and 
850 nm) and a light detector. Optical data (the amount of light 
detected) were measured at a sampling rate of 5.08 Hz. 
Thirty-two optodes (source: 16, detector: 16) were attached 
to the prefrontal, frontal, and parietal areas using the 10-20 
system, and optical data from 49 channels were acquired 
(Fig. 3). 
 

 
Figure 3 Optode attachment locations 

 
The optical data obtained through fNIRS were converted 

to hemodynamic data using nirsLAB software (NIRx 
Medical Technologies, USA). First, bandpass filtering (0.01-
0.2 Hz) was performed to remove physiological noises such 
as heartbeat and respiration. Subsequently, after adjusting the 
baseline of the entire dataset using data from the rest of the 
section, the oxyhaemoglobin (HbO) concentration was 
extracted using the modified Beer-Lambert law. The 
differential path length factor (DPF) was set to 7.25 (W1) and 
6.38 (W2) [16-18]. 

The HbO concentration data extracted in the form of a 
time series were analysed using MATLAB version R2021b 
(MathWorks, USA). First, the average HbO concentration 
value in the last 5 min (15-20 min) of the driving phase was 
calculated for each channel. Subsequently, the brain was 
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divided into six areas (left prefrontal, right prefrontal, left 
frontal, right frontal, left parietal, and right parietal) and the 
HbO concentration of the channels corresponding to each 
area was averaged (Tab. 3). For the comparison of oxygen 
concentrations, a paired t-test was performed for the two 
conditions (21 % and 30 %) using SPSS. 
 

Table 3 Channels corresponding to each brain area 
Brain area Channel (Source-Detector) 

Left prefrontal Fpz-Fp1, AF3-AFz, AF3-Fp1, AF3-F5, AF7-Fp1, 
AF7-F5, AF7-F7 

Right prefrontal Fpz-Fp2, AF4-AFz, AF4-Fp2, AF4-F6, AF8-Fp2, 
AF8-F6, AF8-F8 

Left frontal Fz-F1, F3-F1, F3-F5, F3-FC3, FC1-FCz, FC1-F1,  
FC1-FC3, FC1-C1, C3-FC3 

Right frontal Fz-F2, F4-F2, F4-F6, F4-FC4, FC2-FCz, FC2-F2,  
FC2-FC4, FC2-C2, C4-FC4 

Left parietal Cz-C1, C3-C1, CP1-C1, Cp1-Cpz 
Right parietal Cz-C2, C4-C2, CP2-C2, CP2-CPz 

 
3 RESULTS 
3.1 Driving Performance 
  

A comparison of the driving data for the two oxygen 
conditions is shown in Fig. 4. CV_Velocity was 0.04 ± 0.02 
under 21 % oxygen and 0.02 ± 0.01 under 30 % oxygen, 
which means that the variation under high oxygen 
concentration was significantly small (p < 0.05). CV_RPM 
and CV_ACC also significantly decreased under 30 % 
oxygen compared to those under 21 % oxygen (p < 0.05). In 
contrast, CV_Steering showed no significant difference 
between the two oxygen conditions (Tab. 4). 
 

 
Figure 4 Results of driving performance data analysis 

 
Table 4 Paired t-test results for oxygen conditions on driving performance 

Parameter Condition, % Mean (SD) t p Cohen’s d 

CV_Velocity 21 0.04 (± 0.02) 2.63 0.028 0.87 30 0.02 (± 0.01) 

CV_RPM 21 0.06 (± 0.06) 2.66 0.026 0.69 30 0.03 (± 0.02) 

CV_ACC 21 0.52 (± 0.35) 2.39 0.041 0.78 30 0.30 (± 0.25) 

CV_Steering 21 0.36 (± 0.13) 0.03 0.980 0.01 30 0.35 (± 0.17) 
Cohen’s d = Mean difference / SDpooled  

3.2 Cerebral Hemodynamic Response 
  

A comparison of the HbO concentration by oxygen 
condition, as shown in Fig. 5, indicated that the HbO 
concentration increased under 30 % oxygen compared to 21 
% oxygen. As shown in Tab. 5, statistically significant 
changes were observed in three of the six brain regions (left 
prefrontal, right prefrontal, and right parietal; p < 0.05). The 
HbO concentration in the left prefrontal increased by 
1.90×10−5 mM, from 0.19×10−5 mM under 21% oxygen to 
2.09×10−5 mM under 30 % oxygen (t = 3.089, p = 0.013). In 
the case of the right prefrontal region, it increased by 
1.95×10−5 mM, from 0.21×10−5 mM under 21 % oxygen to 
2.16×10−5 mM under 30 % oxygen (t = 3.021, p = 0.014). In 
the case of the right parietal region, it increased by 0.79×10−5 
mM, from 0.50×10−5 mM under 21 % oxygen to 1.29×10−5 
mM under 30 % oxygen (t = 2.463, p = 0.036). 
 

 
Figure 5 Hemodynamic response 

 
Table 5 Hemodynamic response paired t-test results based on oxygen 

Brain area Condition, 
% Mean (SD) t p Cohen’s d 

Left 
prefrontal 

21 0.19 (± 3.10) −3.09 0.013 −0.61 30 2.09 (± 2.80) 
Right 

prefrontal 
21 0.21 (± 1.61) −3.02 0.014 −0.89 30 2.16 (± 2.43) 

Left 
frontal 

21 −0.18(± 3.24) −1.45 0.182 −0.46 30 1.40 (± 3.25) 
Right 
frontal 

21 0.25 (± 1.11) −2.00 0.077 −0.44 30 1.11 (± 2.12) 
Left 

parietal 
21 0.63 (± 1.05) −2.05 0.070 −0.57 30 1.39 (± 1.43) 

Right 
parietal 

21 0.50 (± 0.92) −2.46 0.036 −0.58 30 1.29 (± 1.55) 
Cohen’s d = Mean difference / SDpooled  

 
4 DISCUSSION 
 

This study was conducted to investigate the effect of 30 
% oxygen concentration on driving performance. HbO 
concentration was measured using the cerebral 
hemodynamic response as a physiological indicator, and 
fluctuations in velocity, RPM, ACC, and steering wheel were 
observed to assess driving performance. 
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The cerebral hemodynamic response analysis showed 
that the HbO concentration increased in the high oxygen 
concentration condition compared to that in the normal 
oxygen concentration condition. Clear differences were 
observed in the left prefrontal, right prefrontal, and right 
parietal regions. Driving performance analysis showed that 
the coefficients of variation of velocity, RPM, and ACC were 
smaller under high oxygen concentration conditions than 
under normal oxygen concentration conditions. In other 
words, the velocity was maintained at a constant value 
without unnecessary manipulation under high oxygen 
concentration conditions. 

These results show that the effect of a high oxygen 
concentration is significant, even in complex driving 
situations that simultaneously require various cognitive 
resources, and the results suggest that improvement in a 
single cognitive ability by high-concentration oxygen also 
affects complex cognitive abilities. 

In particular, the prefrontal cortex is associated with 
various factors, including memory and decision-making, and 
it is thought that high oxygen concentration activates the 
corresponding area, thereby increasing driving performance. 
Chung et al. observed that the prefrontal lobe was activated 
when 30 % oxygen concentration was present, and task 
performance also improved [8, 19]. In addition, Hannah 
reported that drivers with longer driving experience exhibited 
a higher prefrontal cortical activation than did novice drivers 
[20]. 

Among the cognitive abilities required for driving, the 
parietal cortex is related to visuospatial perception. Chung et 
al. observed that the parietal cortex was activated through the 
supply of high-concentration oxygen (30 %) when 
performing a visuospatial task. In addition, activation of the 
corresponding areas leads to improvements in visuospatial 
cognitive performance [8]. As an interpretation of this, it is 
judged that high concentration oxygen provides sufficient 
oxygen to the brain and activates the neural network, thereby 
improving cognitive ability. 
In addition, Just et al. compared brain activation and driving 

performance in conditions where only driving was performed 
and where driving and additional work were performed 
simultaneously [21]. They found that the parietal area was 
more activated when only driving was performed compared 
to the dual-task condition, and driving performance 
improved.  

Another interpretation of the effect of high oxygen 
concentration while driving is the reduction of driving 
fatigue. Sung et al. observed changes in driving performance 
under low, normal, and high oxygen concentration conditions 
[22]. They found that the reaction time for operating the 
brake pedal decreased under high-concentration oxygen 
conditions compared to low-concentration oxygen 
conditions. These results indicate that the supply of high-
concentration oxygen reduced driving-induced mental 
fatigue, thereby improving driving ability. Their work differs 
from the present study in that driving ability was improved 
over a long period of time (120 min after starting driving); 
however, the improvement in driving ability was attributed 
to a reduction in fatigue 30 min after the start of driving. High 

oxygen concentration therefore reduces driving fatigue in a 
relatively short period of time, which improves driving 
performance. 

Taken together, it is clear that high oxygen concentration 
causes activation by supplying sufficient oxygen to brain 
regions related to driving (prefrontal and parietal), thereby 
improving cognitive processing ability and thus driving 
performance. Additionally, the supply of high-concentration 
oxygen reduces driving fatigue, which also improves driving 
performance. In other words, high oxygen concentrations are 
believed to have a positive effect even in driving situations 
requiring complex cognitive abilities. 
 
5 CONCLUSION 
 

In conclusion, the findings of this study suggest a 
significant positive impact of high oxygen concentration (30 
%) on driving performance, as evidenced by changes in 
cerebral hemodynamic response and driving-related 
parameters. The increased HbO concentration in key brain 
regions, such as the left prefrontal, right prefrontal, and right 
parietal areas, indicates enhanced cognitive processing 
abilities during driving tasks. 

The study observed reduced variability in velocity, 
RPM, and ACC under high oxygen concentration conditions, 
highlighting a more stable and controlled driving 
performance. Notably, the prefrontal cortex, associated with 
memory and decision-making, and the parietal cortex, linked 
to visuospatial perception, were activated, contributing to 
improved driving abilities.  

Furthermore, the study suggests that high oxygen 
concentration may play a role in mitigating driving fatigue, 
as reflected in decreased reaction times for brake pedal 
operation. This reduction in mental fatigue within a relatively 
short period could contribute to sustained improvements in 
driving performance.  

This study has a limitation in that the demographic 
characteristics of the study participants were limited. 
According to previous studies, high oxygen concentrations 
differ in the amount of oxygen contained in the blood (blood 
oxygen saturation) depending on age. Driving performance 
also varies depending on age and sex; therefore, further 
research that considers these factors could lead to a more in-
depth understanding of the effects of high-concentration 
oxygen. In addition, it is necessary to observe whether the 
effect of high concentration oxygen appears in actual driving 
situations rather than long-term driving situations or 
simulation situations. In summary, the positive effects of 
high oxygen concentration on driving performance, cognitive 
processing, and fatigue reduction indicate its potential as a 
promising intervention in enhancing safety and efficiency, 
even in complex driving scenarios requiring various 
cognitive resources. 
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A Study on Visualization of Digital Twin Electric Vehicles Based on Gamification: A 
Simulation Using Game Engines 

 
Jung Tae Kim 

 
Abstract: This study investigated a methodology for implementing and simulating a digital twin (metaverse) electric vehicle visualization with gamification using a game engine 
(Unity 3D). This paper is important because it is the first study to visually represent an electric vehicle using a game engine. The core of this study is to analyze the differences 
between internal combustion and electric vehicles by implementing them in a digital twin, and the KONA model of Hyundai Motor Company, which has two types of engines, was 
selected. To create the driving roads to compare the performance of the two cars, the terrain was created with Unity Component Terrain. After creating the terrain, configuring the 
digital twin assets, creating a fuel economy system, setting up object placement and collision settings, and animating, the team created a simple comparison drive that yielded 
meaningful results. Several gamification elements were applied to motivate players to use the implemented digital twin electric vehicle simulation, increasing curiosity and 
engagement. Further research will be conducted to add more gamification elements and augment the digital twin experience to make it more engaging and visualize the electric 
vehicle to increase driver engagement and understanding. 
 
Keywords: digital twin; electronic car; gamification; game engine; visualization 
 
 
1 INTRODUCTION 
 

The purpose of this research is to develop a methodology 
to simulate the driving environment scenario of an electric 
vehicle on a digital twin by visualizing it with a gamification 
interface using the game engine Unity 3D. The results of this 
study are expected to quickly and effectively convey 
information necessary for the manufacture and operation of 
electric vehicles, and will be very useful for the design of 
electric vehicle designs, and in particular, gamification 
elements applied to vehicles in virtual space will contribute 
to providing a positive driving experience for drivers.  

To implement both internal combustion and electric 
vehicles in the digital twin, products with two different 
engine types were selected. The KONA model of Hyundai 
Motor Company, which has both internal combustion and 
electric models, was selected to be implemented with the 
game engine Unity 3D. This study was conducted with the 
following three goals:  
1)  Differentiating from existing electric vehicle research, a 

digital twin driving environment based on the Unity 3D 
game engine was implemented to visualize and compare 
the differences between electric vehicles and internal 
combustion vehicles intuitively. 

2)  By utilizing digital twin technology to create a 
simulation similar to the actual driving environment of 
electric vehicles, gamification elements were applied to 
make the features of electric vehicles more vivid and fun 
to experience. 

3)  A visualization methodology is proposed to increase 
drivers' interest, interest, engagement, and understanding 
of EVs by applying gamification elements (points, levels, 
progressive bars, competitions, challenges, etc.). 

 
2 RELATED WORKS 
 

In recent years, many manufacturers have been 
conducting research and development on electric vehicles. In 

addition, as the parts and software of vehicles become more 
complex and diverse as autonomous driving functions 
become more advanced, it is time-consuming and costly to 
manually evaluate and verify them in the real world [1]. With 
the development of gamification and digital twin 
technologies, it has become possible to efficiently visualize 
electric vehicles using them. In this paper, an electric vehicle 
visualization was studied by combining gamification and 
digital twin technology through Unity 3D.  

In this study, Unity3D, a game engine, was mainly 
utilized to create a digital twin environment. Unity3D game 
engine is one of the general-purpose engines utilized by most 
game production companies and game developers around the 
world. Unity Engine was developed by David Helgason, 
Joachim Ante, Nicholas Francis, and others. They founded 
Unity and developed the Unity Engine to help small game 
developers create games [2]. Unity3D can work on MS 
Windows and Mac OS X. Unity3D is available for Windows 
and Mac. Programs created in Unity3D run on windows, Mac 
OS, Xbox, PlayStation, Wii, IOS, and android [3].  

Digital twin is a technology that implements a 3D model 
of a twin that identically reflects the physical features of a 
real object in the virtual world (Digital), simulates it in real-
time synchronization with the real object, and uses it for real-
world decision-making such as control, analysis, and 
prediction [4].  

The twin of a digital twin, as used in the current concept 
of a digital twin, first appeared in NASA's Apollo program. 
In this program, the environments of two or more space 
vehicles were simulated under the same conditions to enable 
accurate flight condition prediction and real-time simulation 
[5]. Digital twin was first introduced in Grieves' work in 2003 
and have continued to evolve to the present day [6]. 

By adopting a real-time ‘digital twin’ framework that 
bridges the virtual and physical worlds, projects can take full 
advantage of digital twin  technology's ability to avoid 
technical defects or unexpected performance anomalies that 
arise later in the process. To improve the validation of any 
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finished product, using simulation from the earliest stages of 
prototype development to real-world testing can prevent 
costly design changes later in product development. Utilizing 
Digital twin for this simulation approach can save money and 
increase efficiency. 

The core of digital twin is to integrate the real world and 
the virtual world in real time by implementing a model that 
reflects reality in the virtual world, and the process of "create 
→ send → aggregate → analyze → understand → execute" 
of data [7].  

Based on these benefits and procedures, this study aims 
to visualize an electric vehicle in a digital twin using Unity 
3D. The process of visualizing an electric vehicle in a digital 
twin environment consisted of five steps. 
① Set (create) goals - Set and create the goals you want to 

achieve with Digital twin in research. In this case, the 
project visualizes an electric vehicle and a conventional 
vehicle in the same virtual environment and compares 
various performance and post-driving status factors such 
as fuel efficiency, speed, and durability. 

② Vehicle selection and data collection (transmission) - 
After selecting the vehicle model that best meets the 
project goals for visualization, all elements of the 
transmission, such as driving-related specifications, 
exterior shape, and functions of the model selected in 
this paper, are analyzed and information is collected for 
later production. 

③ Digital twin driving environment planning (aggregation) 
- Based on the data collected and aggregated, the system, 
content, and user interface to be implemented in the 
Unity 3D space were planned. 

④ Implementation (analysis and understanding) - Collect 
the same data as in real-world driving within the digital 
twin, analyze it to implement the 3D environment, and 
create a Unity environment that players can understand 
on the digital twin. 

⑤ Driving test and drawing conclusions (execution) - 
Collect various data through driving test of electric 
vehicles in the implemented 3D digital twin driving 
environment, simulate the situation in the real 
environment based on this data, and draw conclusions. 
 
Gamification is a new word made up of the words game 

+ification (a Latin noun ‒ification suffix) and refers to the 
application of game elements to non-video game contexts. 
Gamification is the recognition of problems in everyday 
political, economic, social, cultural, and industrial situations 
and relationships between people (users, consumers, 
receptors, etc.) that seem unrelated to games and the 
application of "game elements" as solutions [8]. 
Gamification can be used to make the driving experience of 
an electric vehicle more fun and enjoyable in a visualized 
space, and increase the driver's sense of engagement and 
understanding.  

Examples of electric vehicle visualization 
implementations using gamification and Digital twin include 
Hyundai Motor Group's trial of Digital twin technology for 
managing electric vehicle battery performance [9] and BMW 
Group's use of NVIDIA's Omniverse artificial intelligence 

(AI) to create a virtual car production environment to 
virtually build cars [10]. The system adds a gaming element 
to engage the driver. Digital twin technology can not only 
monitor the status of electric vehicles in real time, but also 
synchronize information and functions from the 
manufacturing site to derive various analytical results to 
evaluate, analyze, optimize, and predict the situation on site 
[11]. 
 
3 RESEARCH METHODOLOGY 
 

The methodology of this research is to create and 
implement a digital twin virtual space similar to the real 
driving environment, and to conduct simulation experiments 
in which the user selects a vehicle and controls and 
manipulates variables while driving.  

First of all, to realize the digital twin driving 
environment of goal 1) presented in the introduction, three 
scenes were set up in Unity 3D: lobby, options, and driving. 
The digital twin environment was then built as a PC 
application (deliverable) for users to play. The application 
allows the user to select the options, driving, and exit scenes 
via three buttons, and provides a comparable and testable 3D 
driving environment for further research. 

For Objective 2), the application was gamified to provide 
the driver with a fun and enjoyable experience of driving an 
electric vehicle, either an EV or a conventional car. 
Gamification technology can increase the player's 
engagement and understanding in the virtual space of the 
digital twin. Therefore, this research project was 
implemented by providing appropriate gamification elements 
to provide the driver with the experience of driving a car 
video game. 

To implement Objective 3), the gamification was 
realistic enough to allow the driver to select a 'damage option' 
from the vehicle's options during the driving test, just like in 
a car video game. This damage option implements an event 
that dents the body of the vehicle when the vehicle collides 
with another object, to visualize the impact of damage to the 
body in an accident during real-world driving and provide the 
driver with a realistic sense of immersion. 

Physical phenomena and basic vehicle dynamics that 
occur in real-world driving situations were also applied. A 
system was created to independently drive all four wheels of 
the car to check the status of all wheels, and the wheel drive 
system was reinforced and tested. The durability of the car 
body was implemented so that it can be adjusted through the 
mass variable of RigidBody. 

In addition, unique performance indicators of electric 
vehicles (e.g., fuel economy, speed change, Regenerative 
Braking) were implemented on the Digital twin.   The fuel 
system of each vehicle was implemented in the form of a 
progressive bar in gamification so that the performance of 
electric and conventional vehicles could be compared. In 
addition, gamification systems were implemented to change 
the details to differentiate between electric and internal 
combustion vehicles, such as the ABS system.  

In conclusion, this paper presented a simulation 
experiment of gamification-based digital twin  electric 
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vehicle visualization, implementing a real driving 
environment on a digital twin  and allowing users to select an 
electric vehicle and an internal combustion vehicle to 
compare and analyze the differences in participation and 
interest levels, creating a basic environment for further 
research. 
 
4 ELECTRIC VEHICLE DIGITAL TWIN VISUALIZATION 

RESEARCH PROJECT DETAILS 
 

This research is a project that combines the Unity3D 
game engine, Digital twin, and gamification technology to 
visualize the driving environment of an electric vehicle and 
allow users to conduct simulation experiments. The purpose 
of the research is to develop a methodology for realizing 
gamification-based electric vehicles and their virtual driving 
environments in Unity 3D. In particular, the UI design was 
created with feedback from electric vehicle experts.  

The results of this study will be very useful in providing 
information for the design, manufacturing, and operation of 
electric vehicles. Furthermore, the driving environment in the 
digital twin and the gamification techniques applied to the 
electric vehicle will provide users with an interesting driving 
experience and make a meaningful contribution to the 
electric vehicle industry. 

There are many possible methods and tools for building 
a digital twin environment.  In this study, the general-purpose 
game engine Unity3D (21.3.15f1 and 21.3.33f1) was mainly 
used, and the accompanying graphics tools (3D Max Studio, 
Zbrush, Photoshop, etc.) and programming language C# were 
applied. The recommended hardware specs for the build are 
CPU: AMD Ryzen 5-5 7600 (Raphael), Memory: SEC DDR5-4800 
(16 GB), Graphic: Geforce RTX 3070 Miracle II D6 8GB, and the 
app should run fine on these specs. 

The following five steps were used to guide the research. 
The research content for each of the five stages of the EV 
visualization process covered in the previous literature 
review is as follows. 
 
4.1 Goal Setting 
 

There are five main goals for this study:  
-  Visualize and communicate the differences between 

electric vehicles and internal combustion vehicles in an 
easy-to-understand way so that they can be intuitively 
understood and compared. 

-  Increase the attractiveness of the visualization by adding 
gamification elements by actively utilizing the features 
of electric vehicles. 

-  Increase drivers' interest and engagement with EVs 
through EV visualization to improve understanding. 

-  By utilizing digital twin technology to create a 
simulation that is similar to the actual driving 
environment of an electric vehicle, it is possible to more 
vividly experience the characteristics of an electric 
vehicle in a real driving environment. 

-  It is set to strengthen competitiveness in the field by 
producing technical results that are differentiated from 
existing electric vehicle visualization research. 

4.2 Vehicle Selection and Data Collection 
 

Since the main focus of the study is to implement an 
internal combustion and electric vehicle in a digital twin to 
analyze the differences between the two, it was necessary to 
select a product with two different engine types within the 
same vehicle. Therefore, the KONA model from Hyundai 
was chosen, which has both internal combustion and electric 
models. 

The image below is of the 2021 Hyundai KONA model, 
which is very detailed in terms of exterior appearance and 
interior implementation (Fig. 1). 

A car is divided into two parts: the body and the sash, 
and since the body is the most important part for driving, a 
detailed model of the body was selected. For the interior of 
the car, the project did not implement additional models, 
prioritizing the reproduction of the system through code. The 
interior model will be added in future years through 
enhancements. In addition to these parts, there are many 
other parts in the car, so the project was conducted by 
collecting as much data as possible. 
 

 
 

 
Figure 1 2021 Hyundai Kona Electric 3D model (up), 2021 Hyundai Kona N-Line 

model (down) 
 
4.3 Planning and Organizing the Unity3D Environment  

 
For this study, in the game engine Unity 3D, three scenes 

were set up for this study: Lobby, Options, and Driving. The 
options scene was set up to be scalable, utilizing Unity's 
Additive Scene feature to open multiple scenes on top of a 
specific scene. 

To apply the basic physics system to the vehicle, this 
paper introduces Unity's RigidBody. Also introduced at this 
stage is the MeshCollider, which implements collision events 
with external objects. There are many options for Colliders, 
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but are chose Mesh Collider to accurately fit the shape of the 
model. For the Rigidbody, it is added to the highest parent 
object, while for the Collider, it is added to the Body child 
object because it needs to follow the shape of the model (Fig. 
2). 
 

 
 

 
Figure 2 RigidBody and mesh collider. The game engine can be manipulated to 

adjust the physical behavior of the vehicle and adjust the values of collision event 
variables. 

 

 
Figure 3 Lobby scene. When the driver launches the application, they are greeted 

with a video game-style lobby window. 
 

When players launch the Digital twin program, they'll 
see three buttons to start, options, and exit. In addition, a 3D 
background has been created and placed in the background 
to show the title of the project and a preview of the car player 
will be driving (Fig. 3). 

In order for the player to press the 'Start' button to make 
the car move, Unity Engine needs to receive input from the 
player. To do this, the variables that need to be input are 

summarized below (Tab. 1). 
 

Table 1 Player input data 
Steering-related 

Throttle Float variables for accelerator inputs 
Brakes Bool variables for break input 
Steering Float variables for direction (negative 'left', 'center' for 

0, positive 'right') 
Clutch Float variables for clutches 
Handbrake Bool variables for handbrake 
ShiftUp Bool variables that correspond to a gear up. 
ShiftDown Bool variables that correspond to downshifting 
EngineStartStop Bool variables corresponding to engine start 

Light-related 
LeftBlinker Bool variables for left turn signal 
RightBlinker Bool variables for right turn signal 
LowBeamLights Bool variables for high beams 
HighBeamLights Bool variables for high beams 
HazardLights Bool variables for emergency lights 
ExtraLights Bool variables related to additional indicator lights 

needed for other vehicles 
Others 

Horn Bool variables corresponding to klaxon 
CruiseControl Bool variables for cruise control 

 
4.4 Create a Digital Twin  
4.4.1 Implementing the EV Digital Twin Terrain and Basic UI 
 

To create a driving surface for comparing the 
performance of internal combustion and electric vehicles, 
you can use Unity Component Terrain to create the 
underlying terrain. For example, mountains, hills, and holes 
for lakes are created using this feature (Fig. 4). The dirt road 
model is then overlaid with the driving road model, which is 
further modified and textured for added realism. 
 

  
 

 
Figure 4 Creating and modifying a terrain (up left), viewing the created terrain (up 

right), and modifying the terrain texture (down) 
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Textures such as stone textures for hills, grass textures 
for grass, and sand textures for sandy ground are applied 
using the brush function of the terrain so that they can blend 
in naturally. After that, trees, bushes, and various structures 
are installed to create a sense of three-dimensionality. 

To create the digital twin electric car, the UI for the 
driving screen was synthesized by using the player input data 
as the corresponding variables. On the left side of the driving 
UI, there is an analog instrument panel to check the current 
RPM and gear of the car, and on the bottom right, a slider 
gauge shows the values of Throttle, Brake, Clutch, Hand 
Brake, and Handle that the user inputs when driving (Fig. 5). 

On the right side of the driving UI, there is an analog 
instrument panel that displays the current speed, turn signal, 
high beam, low beam, etc. and the current Torque, Lat Slip, 
Lng Slip, and Load values through the input data, a horizontal 
slider that shows the accumulated damage of the car, and a 
button to enable/disable damage and a button to repair. The 
integration with the UI was finalized by referencing the 
variables managed by the Scriptable Object to reference the 
material while driving. In future research, more road types, 
weather conditions, slopes, ground conditions, etc. will be 
implemented. 
 

  
 

 
Figure 5 Driving UI left (up) and right (down). It is implemented so that the user can 
check the driving status and conditions by looking at the HUD in the front of the car. 
 

The energy display for the car was implemented by 
creating a ScriptableObject that stores fuel based on data 
from the car based on user input, so that the maximum 
amount of energy that can be stored and the amount of energy 
currently remaining can be linked to the UI (Fig. 6). 

To differentiate between electric vehicles and internal 
combustion vehicles, the UI for checking the fuel level was 
differentiated by using a battery-shaped UI to emphasize the 

fact that electricity is used for energy, and for internal 
combustion vehicles, the analog instrument panel that usually 
displays the remaining fuel in internal combustion vehicles 
was replaced with a vertical slider. 
 

   
Figure 6 Car energy ScriptableObject (left), car energy display UI internal 

combustion (center) / electric (right) 
 

Finally, regenerative braking, which is a unique 
characteristic of electric vehicles, is an electric braking 
technology that recovers kinetic energy (brake and 
acceleration) and stores it in the battery [11]. In this study, a 
visualization UI (Fig.7) that simulates the regenerative 
braking of an electric vehicle on a digital twin was 
implemented and the driving characteristics were compared 
with those of an internal combustion vehicle. 
 

 
 

 
Figure 7 First Person View - Regenerative Braking UI Visualization (up) Third 

Person View - Regenerative Braking UI Visualization (down) 
 
4.4.2 Animating an Electric Car Digital Twin  
 

When the car is moving, turning the steering wheel 
causes the front wheels to rotate the steering shaft connected 
to them according to the amount of rotation of the steering 
wheel. The pinion gear at the end rotates and finally engages 
with the rack gear connected to it to finally turn the wheel to 
change the direction of the car. Fig. 8 shows the animation of 
the wheels using this principle. 
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Figure 8 Wheel rotation animation. The driver can adjust the strength of the 

rotation animation by adjusting the value of a variable in Unity. 
 

A car is a device that allows the left and right wheels of 
a car to change the number of revolutions through a 
differential gear to make it rotate smoothly without effort on 
bumpy roads and when turning. When a car runs on a flat 
road, the two wheels have the same rotational resistance, so 
they show the same number of revolutions, but when passing 
through bumpy roads such as mountain roads and hills, the 
left and right wheels have different rotational speeds (Fig. 9).  

To realize this phenomenon, the coefficient of rolling 
resistance of the car's wheels was calculated and reflected in 
real time, and the wheel animation was applied to emphasize 
the realistic feeling. 
 

 
 

 
Figure 9 State of the wheels UI flat (up). Wheel state UI on a mountain road 

(down). 
 
While the basic movement of a digital twin vehicle has 

been implemented so far, there are still some gaps in the 
vehicle's movement that need to be filled. In real-world 
driving, the suspension and inertia of a car cause the body to 
sway when the car hits a bump or curves. In this project, 
linear interpolation was used to realize these animations. In 

the case of a traditional car body, the model's position is fixed 
immediately after a collision, while interpolation allows it to 
move to the next position more naturally. 

This allows us to represent the natural sway of the body 
when it collides or curves above a certain speed. The 
interpolation value was made a variable so that it could be 
adjusted to the vehicle's information if it changed in the 
future. 
 
4.5 Test and Draw Conclusions 
 

If users select the Damage option in the car's options 
during a drive test and the car collides with another object, 
they can implement an event that dents the car's body in the 
area of the collision to visualize the impact of damage to the 
car in a real-world accident (Fig. 10). The durability of the 
body can be adjusted through the mass variable of the 
RigidBody. 
 

 
Figure 10 Implementing car body damage from collisions. Adjusting the parameter 

values in the Damage options can change the amount of damage. 
 

In addition, fuel systems for electric and internal 
combustion vehicles, changes in details to distinguish 
between electric and internal combustion vehicles, and ABS 
systems were implemented (Fig. 11). A system that allows 
all four wheels of the car to drive independently and check 
the status of all four wheels was created, and the wheel drive 
system was reinforced and tested. 
 

 
Figure 11 Track scene for electric vehicles. This was implemented to allow 

simulation experiments by adjusting the values of variables. 
 
5 RESULTS AND DISCUSSION 
 

In this paper, a digital twin environment was 
implemented based on a game engine (Unity3D) and 
gamification technology was applied to efficiently visualize 
electric vehicles. This paper aims to present an efficient 
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visualization method for electric vehicles by implementing a 
digital twin virtual environment based on the game engine 
Unity3D and applying gamification elements to the virtual 
space, virtual vehicles, and objects.  

This study was a simulation project to visualize the 
driving comparison between electric and internal combustion 
vehicles using a gamification-based digital twin environment 
with a game engine to make it more visually appealing to 
drivers and increase their engagement and understanding. 
Hyundai Kona, which is in line with this research, was 
developed to implement a physical driving environment so 
that players can simulate playtesting. In addition to providing 
the driver with a visually appealing UI (with EV expert 
feedback) from electric vehicle experts. That is fun and 
enjoyable like a game, it was also visualized to monitor the 
status of the electric vehicle in real time.  This paper can serve 
as an overview of how these factors affect driver decision-
making and vehicle performance in digital twin. 

However, this research project, which applied 
gamification elements to digital twin environments and 
vehicles, aims to provide a driving experience for electric 
vehicles by increasing driver engagement and understanding, 
but due to the limitations of the research period and budget, 
it is not possible to increase the driver experience to a 
sufficient level. Nevertheless, users and subsequent 
researchers who encounter the results of this project will have 
a positive perception of EVs and increased interest in the EV 
industry. 

In the future, follow-up studies will be conducted to 
further analyze the funding and information of other EV 
models other than the Kona. Findings of this study. It is 
planned to expand the driving environment and variable 
conditions of the vehicle to implement more realistic damage 
conditions, physical conditions of the vehicle, and 
environmental factors (road type, weather conditions, etc.) to 
study the impact on vehicle performance. In addition, the 
follow-up research will provide a HUD that incorporates a 
gamification-based feedback system on the digital twin to 
help users learn how to drive more efficiently and highlight 
the benefits of electric vehicles. This expanded follow-up 
research will include user experience research by conducting 
playtesting surveys with actual drivers or potential EV buyers. 
This will allow for a comparative analysis of engagement 
between EVs and internal combustion vehicles and evaluate 
the effectiveness of gamification strategies applied more 
broadly to each vehicle on users in the EV driving 
environment. 

This study and subsequent studies are expected to 
contribute to the realization of actual driving, fuel efficiency, 
and feelings of use by building environments such as 
factories that produce actual electric vehicles and repair 
shops that inspect vehicles into digital twin, and making 
electric vehicles in the digital twin in a suitable form. 
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Outlook on Methods Dealing with Ludonarrative 
 

Enio Vešligaj, Andrija Bernik* 
 

Abstract: Ludonarrative has become one of the most prevalent topics in video games. More and more games are judged or analysed in accordance with ludonarrative methods. 
This paper will analyse the work which has been done to guide ludonarrative methods. The methods will be presented so that we are able to summarise and find the gaps in 
today’s game development process. Most of the works on ludonarrative methods are theoretical and few are practical. They focus on specific intricacies of ludonarrative and from 
there procedures are built. The purpose of this paper is to present and find where and how methods in relevance to ludonarrative can be used. With the review of those methods, 
it can be found that most of the methods are used to review finished products (games) in accordance with ludonarrative ideas. The authors will review and compare the various 
works in relation to ludonarrative. 
 
Keywords: game development; ludonarrative; methods; video games 
 
 
1 RELATED WORK 
 

The term Ludonarrative dissonance coined by Hocking 
[1] has marked gaming studies. In his blog post, he sparked 
the thoughts of many authors by proposing ludonarrative 
dissonance. This idea stems from Hocking’s playthrough of 
the BioShock game [1]. He went on to explain the 
discrepancy between ludic and narrative elements in the 
game.  This term tries to explain how some games create 
dissonance between game elements and narrative. At first, 
ludonarrative studies consisted of mostly of researching what 
is ludonarrative and how does it affect the games or players. 
Aarseth [2] and Murray [3] were one of the first to propose 
ideas that later will be used to study ludonarrative. Aarseth 
suggest that games have separate elements (ludic and 
narrative) and that player needs to have some kind of 
interactivity with those elements. Murray says that this is 
more about the player and "the satisfying power to take 
meaningful action and see the results of our decisions and 
choices" (1997, p. 126). Later Toh [4] in his work offered a 
different way to look at the ludonarrative. He branched it into 
plethora of different subbranches. Each branch has its own 
relevance depending on the style that the game is taking. 
Approaches from authors such as Jenkins [5], Louchart et al. 
[6], Seraphine [7], Frasca [8] and Roth [9] go more into 
theoretical realm of ludonarrative while offering new ideas 
how to research it. Those ideas look at the different media 
(books, cinema, games). With different media in mind, the 
ideas proposed by them are objectively looked at and try to 
explain what is ludonarrative or how certain ludonarrative 
conditions are created. Donoghue [10] takes inspiration from 
Toh and creates LAF model. LAF model tries to break down 
games into components. Each component has different 
requirements and those requirements were combined to 
create a scale to understand and qualify ludonarrativity inside 
the game. Dodds [11] research through design offers a way 
to create ludonarrative consistent game. His trait systems 
show how each small design ideas, if combined correctly can 
have a great impact on the consistency of the game. Aarseth 
[12] builds upon his old works and proposes how certain 
game elements correspond with each other. Depending on the 
game you wish to create, it may be valuable to have a 

different approach to creating it. Similarly to Aarseth, 
Hunicke et al. [13] and Maraffi [14] created frameworks 
which try to find and understand what is and how the player 
– game connection is created. Hunicke et al. MDA 
framework shows how depending on the position of the 
person, outlook on the game can be different and that it needs 
to keep both views on the game while creating it (player and 
designer view). Maraffi’s SGRplay framework uses MDA as 
its basis and creates a survey to analyze the connections 
between player and the game. Like MDA framework offered 
a way to create a game while following certain approaches,  
Purnomo et al. [15] GAMING formula and Koenitz [16] IDN 
framework look at the building blocks of games and offer 
ideas which need to keep in mind while creating the games.  

While all the methods mentioned offer insights into 
ludonarrative and how to plan for it, it does not tell us much 
about how exactly to create it. Despain & Ash [17] go in 
depth while looking at the ludonarrative harmony. Instead of 
testing already existing published games, Despain & Ash 
went on to create their own model to achieve ludonarrative 
harmony. Their model offered an idea how to look at the 
games and their creation. This model offers a specific way to 
achieve harmony while creating a game. By following 
Despain & Ash model, Söderlund & Hedlund [18] created a 
demo game and surveyed it to see if it works. This method 
proves that there are specific steps you can take to create 
ludonarratively harmonious game. By reviewing various 
ludonarrative methods, the areas those methods cover are 
relatively small, mostly used for reviewing papers and some 
touch to add to games during their creation. After compiling 
the methods and understanding how they are used, this paper 
can present the gaps, which are left in ludonarrative approach 
and application of its methods.  

 
2 LUDONARRATIVE: UNRAVELING THE NEXUS OF 

GAMEPLAY AND STORYTELLING 
 
In the dynamic realm of video games, the fusion of 

gameplay and narrative—commonly referred to 
as ludonarrative—has emerged as a pivotal area of 
exploration. As players traverse virtual landscapes, their 
decisions and interactions shape the unfolding story. Let us 
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delve into the theories and methodologies that underpin this 
intricate relationship. 
 
2.1 Murray’s Vision: Games as Narrative Evolution 
 

In her seminal, work Hamlet on the Holodeck: The 
Future of Narrative in Cyberspace [3], Murray posits that 
games represent a novel phase in narrativity. Players now 
wield agency, influencing the narrative trajectory through 
their choices. This interplay between player agency and 
storytelling defines the ludonarrative landscape. 

 
2.2 Aarseth’s Dichotomy: Ludic and Narrative Elements 
 

Aarseth [2] dissects games into distinct components: 
the ludic (pertaining to gameplay mechanics) and 
the narrative (weaving the story). Crucially, Aarseth 
emphasizes player immersion—the act of becoming an 
integral part of the game. This perspective views players not 
merely as external observers but as active elements within the 
game’s fabric. 

 
3 METHODS AS A REVIEW OF LUDONARRATIVE 
 

For this paper, all chosen ludonarrative methods comply 
with the following: 
1) Give an understanding of what is ludonarrative 
2) Present which approach was taken to address 

ludonarrative 
3) Approach has a method which can be followed to review 

or avoid ludonarrative 
4) Approach offers steps on how to avoid certain 

ludonarrative problems. 
 

3.1 User Roles in Interactive Narrative Systems 
 

Louchart et al. [6] delve into the practical 
implementation of ludonarrative. They categorize user roles 
within interactive narrative systems, aligning them with 
desired experiences. Let us explore these roles (Tab. 1): 
1) Spectator: The passive observer, akin to an audience 

member at a theater. 
2) Author: Empowered to shape the narrative, akin to a 

playwright. 
3) Explorer: Curious and interactive, akin to an adventurer 

charting unexplored territories. 
4) Pawn: Navigating predefined paths, akin to a chess piece 

following rules. 
 
Narrative traditionally revolves around textual elements, 

but ludonarrative transcends mere words. It marries game 
mechanics (ludic aspects) with storytelling (narrative 
aspects). Even games predominantly narrative-driven fall 
under the ludonarrative umbrella. Roth [9] underscores that 
ludonarrative is inherently about meaning-making—a 
process where gameplay and narrative intertwine. 

"1) when players interact with the game system and 
derive meaning purely based on mechanical level and 2) 

when they interpret the resulting narrative meaning of game 
events and their actions. [9]" 
 

Table 1 User roles in interactive narrative systems by Louchart et al. [6] 
Role of the 

user Description Interactivity 

Spectator In the sense of a reader or a 
passive audience. The user witness 
the work and creativity of the 
author without possibilities of 
intervention. 

Extremely limited to 
no one. 

Author The user participates in the 
creation of story content and its 
articulation from an authorial 
perspective without taking part in 
its unfolding from a character or 
player viewpoint. 

Interactivity is not an 
issue with this 
perspective of the 
user. 

Spect-Actor The user has a limited perception 
of the story unfolding and has 
limited interaction with characters 
concerning their decisions. 

Interactivity present 
but limited by actor’s 
desire to consult the 
audience. 

Participant As in video-games, the user is 
immersed in the story from a 
character perspective and only 
perceive what he as a character 
has access to within the limitations 
of its environment. 

Interactivity is 
present but limited 
by the story 
environment and 
gameplay. 

 
In certain games, player progression mirrors the 

prescribed narrative. Consider war games, where players 
assume the role of soldiers. The path forward—whether 
through combat or strategic choices—aligns seamlessly with 
the overarching story? Here, ludonarrative harmonizes player 
agency with the game’s predefined trajectory. In the vast 
landscape of video games, two contrasting approaches 
emerge: those that align the story with player progression and 
those that diverge from it. Consider a game where the 
narrative portrays a pacifist protagonist, yet the player must 
resort to violence to advance. These divergent approaches 
yield distinct player experiences, as meaning-making 
remains subjective. 

"Intuitively, we might understand narrative as located 
within a narrative product like a printed book or a movie. 
However, the cognitive perspective stresses the point that 
narrative resides within the human mind as a mental 
construct." [9] 

 

 
Figure 1 Factors influencing the player's ludonarrative meaning-making [9] 
 
Roth’s work (Fig. 1) sheds light on experience dynamics. 

It has not solely shaped by a player’s gaming history but also 
influenced by their mindset and the game’s design. Previous 



Enio Vešligaj, Andrija Bernik: Outlook on Methods Dealing with Ludonarrative 

TEHNIČKI GLASNIK 19, 2(2025), 227-235                                            229 

gaming experiences, education, and real-life encounters all 
contribute. Meanwhile, a player’s mentality—shaped by 
thought processes and moral compass—interacts with how 
the game system was crafted. These elements collectively 
mold the player’s journey. 

Seraphine [7] takes a different path, seeking harmony 
between narrative and gameplay. The game creator’s 
direction plays a pivotal role. Understanding the distinction 
between incentives (what drives player actions) 
and directives (how the game guides players) is crucial. 
Additionally, players often perceive in-game avatars as 
extensions of themselves. Achieving ludonarrative 
coherence—where game elements seamlessly align with the 
story—requires a delicate balance. Developers must grapple 
with relinquishing authorship to empower players as co-
authors. 

 
3.2 Exploring Ludonarrative Models: Different Perspectives 

and Approaches 
 

One of the most comprehensive takes on ludonarrative 
categories is by Toh [4]. Toh dissected ideas behind the 
ludonarrative and created a model that is based on a 
multimodal discourse analysis framework. This method uses 
a research approach where it is needed to carefully create 
questions with which you interview others and record the 
answers. This was done by using different games for which 
he had multiple sessions of research and interviews until the 
players concluded playing the games. After everything was 
done, all the results were gathered and analysed to create the 
model. The ludonarrative model for video game analysis was 
constructed by incorporating all the results from the testing. 
This model can be seen in Toh's work A Multimodal 
Discourse Analysis of Video Games:A Ludonarrative Model 
[4]. 

Toh’s model is an idea of how to do the ludonarrative 
analysis for games. It highlights how different elements are 
tied together and are intertwined. The model was created by 
using a limited number of games and it needs to be tested and 
developed even further by creating a larger library of games, 
which are tested as well with a larger participant group. 

A different take on the models has Donoghue [10] who 
proposes the LAF model (Ludonarrative Analytical 
Framework). This framework tries to break down games into 
components. The components were derived from multiple 
theories and frameworks (Tab. 2).  

For easier understanding and visualisation, Donoghue 
created a ludonarrative scale. This scale is designed in a 
similar way as a Likert scale and it shows how much harmony 
or dissonance is occurring in different game components. 

This scale was incorporated inside a web of all the 
components for an easier visual representation. The LAF 
model was prototyped further by using Close Playing (an 
adapted version of the close reading method) to gain more 
understanding of how the games are developed. Tests of the 
model were done with the Case Study method. 

"The ludonarrative analytic framework (LAF) and 
ludonarrative scale provide an original method to understand, 

qualify and communicate the effective ludonarrativity within 
a game." [10] 

The LAF method tries to show a way to understand the 
capacity of ludonarrativity in games as well as a basis for 
other frameworks to understand how game elements are 
connected to ludonarrative (Figs. 2 and 3). 
 

Table 2 Donoghue LAF model components [10] 
Ludonarrative 

Category Provocations for Classification/Scale 

Railroad/Sandbox Is there an ordered set of objectives or goals? 
What is the player experience and player 
journey? 
How much variation would there be between 
different playthroughs and playstyles? 
What kind of agency does the player have? 
Is there a structured temporality? 
Are levels designed to allow for player choice? 

Character 
Driven/World Driven 

What kind of perspective is the player provided? 
Does it change at any point? If so, what does the 
change indicate? 
Where is the narrative focus? 
How is narrative/gameplay information delivered 
to the player? 
Visuals 
Are there multiple streams of temporality? 
Micronarrative 

Emergent/Embedded To what degree does the game have an authored 
narrative/ an authored play experience? 
How much space is there for player freedom and 
expression? 
Focalisation granularity etc. 
Agency 

Actor/Avatar Where is the player’s perspective? 
How do the ludic systems interact with 
perspective? 
Are there diegetic elements to the game? 
Does the PC have a unique voice? How do they 
interact with NPCs? 

Affect/Cognitive Do the ludic and physical elements of the game 
develop an embodied sense of the emotions 
present in the game? 
Is the player invested in the emotions present in 
the game or the game systems? 
Are there particular moments of emotional or 
affective responses/triggers in the narrative or 
within the embodied ludic interface? 

 

 
Figure 2 Donoghue scale showing Ludic and Narrative elements inside of Hollow 

Knight game [10] 
 
A more creative process of creating a method is by 

research through design as seen in Dodds [11]. He went on 
to explore what are the design requirements of a ludo-
narrative consistent game system. Through the creation and 
assessment, Dodds evaluated an idea of a ludonarrative 
consistent game. To accomplish this, he created a few 
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prototypes (demo game stages) which consist of small 
narratives influenced by the player's actions. The explored 
prototype gave a new approach to designing games and 
creating ludonarrative consistency but did not offer a set 
system to do this. What can be taken from this work is the 
approach to each piece of the game. The prototypes explored 
are Player intention, Narrative agency, Dialogue, Player-
character, Story development, and Combat and movement. 
Those prototypes are a piece of what Dodds calls trait 
systems. One such example is the clumsy trait (Fig. 4). 
 

 
Figure 3 Donoghue LAF model web for the Hollow Knight game [10] 

 
"An example from the prototype is the clumsy trait. The 

clumsy actions looked for by the system are: rolling in the 
dirt, rolling in water, breaking objects, 'accidentally' hitting 
unaggressive non-player-characters (NPCs), and 
'accidentally' killing wildlife. Accidentally, in this case, is 
defined by whether the player continues the behaviour or not. 
The number of clumsy actions required for the clumsy trait 
to be assigned is two." [11] 
 

 
Figure 4 Dodd's trait interaction [11] 

 
There are multiple traits inside the prototype, which are 

assigned in a specific way as explained in the aforementioned 
blockquote. It is important to be aware of the different 
requirements for the trait system. The requirements are 
narrative potential, mechanical cohesion and trait interaction. 

Narrative potential describes how much traits can change 
and interact with the narrative. This influence can be a minor 
one like the use of colours in the game for different game 
choices, or it can be a major one like altering the story 
progression. 

Mechanical cohesion explains how everything is 
connected, while primarily focusing on the connection 
between traits, story and game mechanics. 

Trait interaction is the connection between multiple traits 
inside the same system. Some traits can coexist or even 
influence one another while others do not allow for this. The 
main basis for using those requirements is ludonarrative 
consistency. It is important to keep in mind all the different 
aspects while creating the story. It needs to be created 
simultaneously with narrative and gameplay in mind or it will 
be very difficult to incorporate one after the other is finished. 

Because of how the trait interaction is made (mainly 
focusing on the gameplay and interaction), there is a lack of 
cohesion with the narrative. To fix this problem, the Weather 
system was created. The weather system used game 
development software, which allows switching between 
different light and weather conditions. This produced 
different times of day (morning, mid-day, evening) or 
different weather (sunny, cloudy) which would allude to time 
progression. This is an excellent example of how smaller 
things can make connections between the main components. 
To emphasize the weather system and even trait system, 
Dodds [11] uses artistic freedom to show the distinctions in 
choices and settings. 

In later Aarseth’s work [12], his model explains a 
common ground between narratology and ludology. He 
offers that games can go from pure story to pure game 
experience depending on how they are created. Their 
elements dictate how much story or game elements the game 
will contain and according to those elements, the game goes 
from narrative to ludic. This can be used to check the type of 
the game or certain progressions and see if there is a possible 
adaptation (connection) between the story and the game. 
Aarseth called these element events. Although those 
elements have different uses, they serve the same purpose 
inside the narrative and the games. Those common elements 
are:  
• World - Ludic and extra ludic spaces where the 

plot/progress is happening. 
• Objects, which determine the degree of player agency in 

a game. 
- Static (usable objects). 
- Destructible (e.g. buildings in RTS games, where RTS – 

Real Time Strategy; subgenre of Strategy games. 
https://blog.acer.com/en/discussion/117/what-is-an-rts-
game accessed on 12/12/2023). 

- Changeable (e.g. weapons in Resident Evil 4). 
- Creatable (e.g. armour in World of Warcraft). 
- Inventible (creatures in Spore). 
• Agents (or Characters) are classified in terms of their 

depth/shallowness and their malleability/potential for 
player control. Agents are divided into three types: 

- Bots (no individual identity). 
- Shallow characters (little or no personality, have names 

and individual appearance). 
- Deep characters. 
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• Events can be categorised by their status and the 
presence of kernels and satellites. They are split into: 

- Fully plotted (pure story). 
- Dynamic satellites (playable story). 
- Dynamic kernels (multipath/quest games). 
- No kernels (pure game). 
 

Aarseth claims that every game and story has these 4 
elements. It is important to note that some elements are more 
descriptive of ludical aspects while others are for narrative.  

Taking the MDA as its basis, Maraffi [14] has created 
the SGRplay framework. The MDA framework by Hunicke 
et al. [13] focuses on game development stages instead of 
elements. Maraffi uses an idea of the components and creates 
the three-part survey in combination with the Venn diagram. 
Using the three types split from MDA, the SGRplay 
framework analyses three types of play. Maraffi states, "My 
framework seeks to address claims that gamers are not 
performers by showing how avatar acting affordances are 
increasing in many RPG games". 

The survey from the framework serves as a connector 
between game avatars with the players. It tries to evaluate 
RPG experience as well as player understatement. This is 
done with a combination of questions, which are asked for 
each distinct part of the survey (types). Three parts of the 
survey are Narrative features, Competitive features and 
Performative features.  

The survey then needs to be analysed following the 
number patterns (answers are numbers, which range from 1 
to 10). These numbers are calculated and following a 
provided formula for the Game Playfulness Factor. When the 
survey and calculations are completed, the results are then 
split inside the Venn diagram as shown in Fig. 5. 

 

 
Figure 5 The SGRplay framework - Venn diagram of survey values [14] 

 
In connection to the game avatars and players, Purnomo 

et al. [15] constructed a formula called GAMING (Gaming 
system, Attributes, Mechanics, Indexicalities, Narratives and 
Geosocial systems). One of the main inspirations for the 
GAMING formula is Hymes' SPEAKING formula ("Hymes’ 
SPEAKING, which stands for Settings and Scenes, 
Participants, Ends, Act Sequences, Keys, Instrumentalities, 
Norms, and Genres; The formula is not intended to examine 
and explore the prosthetic nature of games" [15]). The 

GAMING formula classifies the game avatars into three 
categories:  
• Gamer-centric: usually created through character 

creation tools, e.g. Elder Scroll V: Skyrim, Final Fantasy 
XIV, Soul Calibur VI, etc. 

• Game-centric: possible limited customisations for 
avatars. Mostly possible slight modifications like 
costumes or growth options. 

• Gaming-centric: has options like the previous two, but 
the avatar's function is different. It is used mostly for 
communication with other players instead of focusing on 
the game progression, e.g. Dragon Ball Fighter Z. 

 
Avatar classification is an example of how different 

avatar types affects the game. Some are more relevant to the 
game and its progress while others are only a tool for the 
player to use. Depending on the games and the avatars, 
classifications through game elements vary. Not all aspects 
of avatar use are available or needed in different game genres 
(and game progressions). 

 

 
Figure 6 Connection between Aarseth [12] method with GAMING and SPEAKING 

formulas 
 
Fig. 6 presents the connection between the three ideas 

([12], Hymes SPEAKING formula and the GAMING 
formula). It is shown how three different ways of describing 
certain elements are diversified. In Aarseth's [12] work he has 
fewer elements, while GAMING and SPEAKING formulas 
offer few expansions on the same ideas (e.g. Worlds > 
Geosocial systems > Settings and Scenes). 

The diversity of elements shown for the GAMING 
formula is used because the uses of the different methods and 
formulas have different goals. If used in cohesion shown in 
Fig. 6, they serve as a detailed description of certain aspects, 
like the game avatar types. It stands to show how the 
communication between the player and avatar is done 
through game elements. Knowledge gained through the 
integration of different ideas shows specific relations that can 
be useful during the game development stage. 

 
3.3 Methods as a Creation of Ludonarrative 

 
In a similar way to Aarseth [12], Hunicke et al. [13] 

created the MDA framework. Instead of having elements of 
game, they used stages of game development as a basis for 
this framework. Because stages differ, there needs to be a 
way to connect those stages and show their correlations. This 
framework breaks down the game into components and their 
design counterparts (Fig. 7). 
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Figure 7 The MDA framework: components, counterparts and designer-player 

connection [13] 
 

• Mechanics – the technical part of games, their 
components that are constructed from algorithms (the 
rules of the game). 

• Dynamics – the correlation between the behaviour of the 
mechanics being influenced by players' inputs (how the 
game functions). 

• Aesthetics – the emotional response in the player during 
gameplay (experience). 

 
Games use different engaging factors. Some are more 

focused on cooperation, some on visual feedback while 
others on challenges. These main elements are usually 
catered towards a specific target audience and type of game. 

Dynamics differ because they need to connect the player 
with the game. This is accomplished by giving the player an 
option of how the player can affect the game. If there are 
various options, different players can play in different ways 
(or the same player can play the game with different 
approaches). An example of this idea is Monopoly (1935) 
which leaves the decisions to the player while always having 
the same mechanics (throwing dice, buying-selling the 
properties). Although the rules are always the same, the game 
varies with the player's approach. 

Mechanics are the backbone of games. Those are the 
various actions which will be allowed for the player to 
control together with the game's content. Well-structured 
mechanics create for better game experience. 

Tunning is more like the hidden step of the MDA 
framework. Tunning stands for the acts of testing, analysing 
and adapting (tunning) the game. An act of tuning happens 
whenever we try to iteratively refine the game to achieve a 
certain balance. This can be accomplished if there is a certain 
idea of how the game should be played. In most cases, the 
most important thing is a balance between all game aspects.  
Alongside the components, Fig. 6 shows the connection 
between the developer sides of the game with the player side. 
Those two sides can be seen as separate components. The 
differences in these perspectives are important to grasp. The 
player's view (experience of the game) starts from the 
aesthetics part (visual feeling of the game, etc.) and then goes 
to the mechanics which is the last one explored. The 
designer's side is the opposite, starting from mechanics which 
are constructed and going to the aesthetics. 

Koenitz [16] proposes IDN framework, which is used 
more as a tool for interactive storytelling than for game 
development. Even though it has different use, the 

application is similar. The main basis for this framework is 
how it is shown. The basic view is to show it in three parts: 
• System – describes the digital artefact. This also includes 

codes, programs and hardware. (p. 4) 
• Process – created with users’ interaction with the system. 

Actions by which the system is used describe the 
process. (p. 7) 

• Product – Narrative created through the act of process 
(instantiated narrative). 

 
The system is the primary part. After the user starts to 

engage with the system, the process is created. Since this 
process can vary, this results in different products, which 
Koenitz calls instantiated narrative. IDN framework finds its 
use in the analysis. It can be applied to diverse works to 
understand the structure of the narrative and storytelling. To 
show this idea in a better way he created a subcategory of 
system called Protostory. This subcategory consists of 4 parts 
(Fig. 8); Environment Definitions, Assets, Settings and 
Narrative Design. 

 

 
Figure 8 Koenitz IDN System elements [16] 

 
To keep a flexible use of the system, the term narrative 

design is used. The narrative design describes the flexibility 
of narrative presentation while the vectors (arrows) show 
specific directions in those narratives. 

One of the most practical methods is proposed by 
Despain & Ash [17]. They have created a method that is used 
for game development while also achieving ludonarrative 
harmony. The process of creating the model was done by 
establishing two different game designs for the two different 
directions (ludonarrative harmony and ludonarrative 
dissonance). While keeping the flow between the elements, 
the harmony should not be broken and if strayed from that, 
dissonance is created. Fig. 9 shows the two models.  

The two models can be used together to keep track of 
possible deviations from harmony to dissonance.  

Phases presented in Ludonarrative Harmony model are 
used for testing. Phase One analyses the 4 different outlines 
of the model (mechanic, narrative, context and emotional 
fulfilment) which are put in a loop to show their correlation. 
The 4 outlines are used to identify core aspects of each 
(actions taken by the player for mechanics; how the story is 
told for narrative and how it adds to the mechanics; context 
is the reason behind those actions and how it is 
communicated to the player why this story exists; emotional 
fulfilment shows connection and reason to continue using 
certain actions). For an easier understanding of how to 
explain those elements, Despain and Ash have created 4 
questions: 
• Mechanic: How is the player doing an action? 
• Narrative: Why is the player doing the action? 
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• Context: Where is that action happening (broadly); Does 
the action fulfil the narrative; and why does the action 
matter? 

• Emotional Fulfilment: What purpose does that action 
serve for the player? 
 

 
Figure 9 Ludonarrative harmony model and Ludonarrative dissonance model [17] 

 
The models use careful iteration process during which 

the elements are explained, polished and structured. 
Proposed way of using this model is during the game 
creation. This way it is possible to always come back and 
iterate what works and what does not in the model for easier 
game development. Despain and ash with the proposal of the 
model also created a demo game, which they present through 
the model examples. Later Söderlund and Hedlund [18] 
created an aretfact using the same models and then tested it, 
proving the validity of Despain and Ash model.  

 
4 DISCUSSION 

 
Methods presented here are some of the works done 

regarding the topic of ludonarrative. They are created to be 
used as a way of studying or understanding ludonarrative and 
its possible problems. The table below shows methods 
reviewed in this paper and which ones have a practical or 
theoretical use. 

Table 3 Summarization of methods 
Offers… 

 
 

Authors 

An 
understanding 

of 
ludonarrative 

A way to review 
or understand 

ludonarrative in a 
game 

A way to create 
or avoid 

ludonarrative in 
a game 

Aarseth ✓ ✓ ❌ 
Murray ✓ ❌ ❌ 
Toh ✓ ✓ ❌ 
Jenkins ✓ ❌ ❌ 
Louchart et al. ✓ ✓ ❌ 
Seraphine ✓ ✓ ❌ 
Roth ✓ ✓ ❌ 
Donoghue ✓ ✓ ❌ 
Dodds ✓ ✓ ❌ 
Hunicke et al. ✓ ❌ ✓ 
Maraffi ✓ ✓ ❌ 
Purnomo et al. ✓ ✓ ❌ 
Koenitz ✓ ❌ ✓ 
Despain and Ash ✓ ✓ ✓ 

 
As shown in Tab. 3, most of the methods reviewed in this 

paper provide a deeper understanding of ludonarrative. Even 
though most of the authors help us on how to find and 
understand ludonarrative in games, only some provide a 
practical way of creating or avoiding ludonarrative.  

Jenkins [5] presents an idea that interaction between the 
player and the game needs to be catered and created. To 
create a narrative in the game it is important to portray the 
story the game wishes to tell the player. Some games are too 
abstract to tell that story, such as Tetris (1984). In addition, 
because of the abstract nature of some games, it is important 
to look at the whole concept of the game and not only the 
game itself. To see the whole concept, we try to structure the 
story and the narrative reasonably [19]. That is why it is 
important to look at the whole concept of the game and not 
only the game itself. Games are special because of the 
possible interaction between the player and the medium used. 
Games invite the player to interact with the storyline which 
in turn makes them more immersed in the game [20]. Jenkins 
[5] offers Environmental storytelling as a solution to connect 
the player and the game. Environmental storytelling is a 
notion of combining physical space and its elements with the 
story previously known to most. 

Theoretical methods help us understand the problem, but 
practical ones can be more suited for not having the problem. 
Most of the work focus on understanding how something is 
created. Although there are proposals for how to avoid, for 
example ludonarrative dissonance, there are not plenty of 
works done on proposing and showing a clear way to do so. 
Authors like Aarseth, Murray and Toh present an 
understanding of ludonarrative. That understanding always 
goes further with each subsequent work from other authors 
going into details that are more specific. Each step is 
questioned, tested, reviewed and understood. Authors like 
Donoghue even propose ways on how to review the games 
and present the results. Dodds, by keeping all this in mind 
creates a demo game. Although the development of this demo 
game has valid steps, it is hard to reproduce. This leaves us 
with a question how to create a game while adhering to 
knowledge gained through all those works. Ludonarrative 
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dissonance, depending on how it is viewed, can be 
problematic for some games. By considering the games 
impact, there is a possibility to reduce the negatives while 
also further enhancing player’s experience. As proposed by 
Despain and Ash [17] and Swords [21], there are approaches 
to game development which take into account game creation. 
Those methods are not meant to be used as a reviewing tool 
of the game after its release, but as a guidance tool. It could 
be more theoretical where certain steps are followed with 
open structure (Despain and Ash) or more structured where 
specific steps need to be satisfied (Swords). Swords has 
created The Forest Paths methods that is used for narrative 
design. It takes specific steps in which storytelling is enabled 
using game as a medium.  

We suggest that by reviewing other methods that are 
used for checking ludonarrative instances in games, more 
structured methods can be created which don’t allow for 
mistakes, which can lead to loss of game immersion, game 
interest or game playability. Those methods would need to 
be catered for beginning stages of game development when 
the structure is most important. Such methods can be 
followed as a guide to know exactly what needs to be 
developed and if it does not work, check if something new 
can be added while providing value to the game. One of the 
problems, which occur after the game is finished, is 
unintentional ludonarrative dissonance. This can be brought 
by not having a clear understanding of fundamental game 
elements and their cohesion to others. It often happens that 
some things do not work or could not be developed so others 
are quickly added to fill the gap. That not only methods made 
for early stages of game development can guide developers, 
but they can be used as a teaching tool for new people in the 
industry or even students. This paper serves a research 
purpose for the creation of the methodology, which will be 
created and presented. This method will focus on finding 
applications for the ideation stage of game development from 
already mentioned methods. 
 
5 CONCLUSION 

 
With deeper understanding of how games work, more 

value is presented to the developers of said games. Studies 
such as ones on ludonarrative provide an informative outlook 
on games as finished products and their impact on players. 
That information can be valuable for the new games being 
created. Although information is helpful, it takes a lot of time 
and effort to adapt it into creative processes.  

Authors that are reviewed in this paper took that 
information and created methods that either help with 
reviewing which parts cause ludonarrative or offer structured 
ways on how to design games to avoid some of the 
ludonarrative pitfalls. Methods such as those can be used 
inside game development to grasp an idea on how to 
approach specific game elements during the development. 
Depending on game type, methods from authors such as 
Despain and Ash, Koenitz or Swords can provide tools or 
ideas on how to design and avoid certain ludonarrative 
misteps. Even though those methods can be used, it does not 
mean they are catered for various game genres and types. 

Methods presented are only a small piece of game 
development that needs to be used carefully as to not lock 
ourselves into a box on how you should go about creating a 
game. Ideally methods used in cohesion with the right 
approach and adaptability could be more suited for ideation 
stage of game development. If a method is created that 
adheres to those other methods and expands upon them with 
a broader perspective, it could help game developers to create 
better games while adhering to target audience. 
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The Impact of Design Team Characteristics on Construction Project Performance with the 
Mediating Role of Construction Project Costs 
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Abstract: The aim of this research was to examine the impact of design team characteristics on construction project performance with the mediating role of construction project 
costs. A total of 212 project managers from construction projects participated in the study. Data were collected using a questionnaire and analyzed by PLS-SEM using SMARTPLS3 
software. The results indicated that design team characteristics significantly and positively influence the performance of construction projects. Design team characteristics also 
have a significant and negative impact on construction project costs. The effect of construction project costs on construction project performance was found to be negative and 
significant. Furthermore, the mediating role of construction project costs in the relationship between design team characteristics and construction project performance was positive 
and significant. As a result, it can be inferred that the characteristics of the design team in construction projects lead to improved performance of these projects by reducing 
construction project costs.  
 
Keywords: construction project costs; construction project performance; design team characteristics 
 
 
1 INTRODUCTION  
 

The construction industry, recognized for its complexity 
within project-oriented industries, has been the subject of 
extensive study by researchers in project management. This 
industry significantly contributes to development and the 
attainment of societal objectives. The construction industry 
represents a significant portion of the economy, accounting 
for around 10% of the gross national product in developed 
nations. This industry is characterized by its complexity, as 
it encompasses a variety of participants such as clients, 
contractors, consultants, stakeholders, and regulatory bodies. 
Additionally, the effectiveness of the construction sector is 
closely linked to the overall performance of the national 
economy. According to Yan [1], the contribution of the 
construction sector to the economy varies significantly, with 
advanced economies experiencing an added value between 7 
and 10 percent, while developing nations see a contribution 
ranging from 3 to 6 percent. These figures highlight the 
crucial economic significance of the construction industry 
and its essential role in the growth and advancement of 
countries worldwide [2, 3]. Hence, enhancing processes and 
implementing effective project management strategies within 
this sector can lead to improved productivity, which in turn 
may positively influence the broader national economy. 

Despite the significant contribution of the construction 
industry to the economies of developing countries and its 
crucial role in their development, the performance of this 
industry remains generally low. As Idoko and Ifediora [4] 
noted, many projects in developing countries face significant 
increases in time and costs, and may even become entirely 
abandoned either before or after completion, failing to 
achieve their intended benefits. Moreover, the growth of the 
construction sector in developing nations tends to be 
significantly slower than that of other industries within those 
nations, as well as in comparison to the construction sectors 
in more developed countries. Achieving success in 
construction projects is a key objective for project 
stakeholders, including both owners and contractors, which 
has led to considerable research focused on identifying the 

elements that contribute to project success. In addition, 
public project owners are exploring various delivery methods 
tailored to specific project characteristics to enhance the 
success rates of construction initiatives and are committed to 
selecting the most suitable contractor for each individual 
project [5]. Project success is an abstract concept, and no 
widely accepted general definition exists. Based on research 
literature, the following fundamental issues have been 
reported regarding construction project performance: low 
quality, budget overruns, lateness, unsafe construction, and 
customer dissatisfaction [6, 7]. Additionally, construction 
projects frequently encounter intricate issues involving 
various stakeholders. These challenges include disputes 
among team members, such as clients and contractors, as 
well as resistance from external groups like local 
communities affected by the projects [8]. In recent years, the 
landscape of construction projects has grown increasingly 
demanding for both contractors and clients due to stringent 
budgetary constraints and tight schedules. Consequently, to 
enhance the likelihood of successful project outcomes, it is 
essential to identify the factors that may contribute to either 
the success or failure of construction initiatives in order to 
optimize overall project performance. 

The construction sector is characterized by its 
fragmented structure. Historically, the design phase has been 
viewed as a distinct entity, separate from the construction 
phase of a project. Construction teams typically start fresh for 
almost every new project. Research by Evbuomwan and 
Anumba [9] indicated that one of the contributing factors to 
subpar delivery outcomes within the construction industry is 
the lack of collaborative efforts among project stakeholders. 
The results of research studies highlight that effective process 
and team integration play a crucial role in facilitating the 
essential transformations needed for improved outcomes in 
the construction sector. Nonetheless, merely assembling 
individuals does not inherently result in effective teamwork. 
Teams in construction begin to form as they embark on new 
projects, aiming to showcase their worth through their 
performance and the strength of their collaborative dynamics. 
To achieve successful project outcomes, it is vital for 
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construction firms to focus on enhancing, assessing, and 
evaluating the efficiency of their teams [10]. 

In any construction project, it is essential to involve key 
stakeholders, which typically consist of the client, 
contractors, and the design team, including architects and 
engineers. Designers hold a pivotal position, as their 
responsibilities cover the entire project lifecycle, from 
inception to finalization [11] . Notably, critical decisions that 
influence overall costs are primarily made during the initial 
phases of the design process. Research studies have shown 
that key characteristics of design teams in construction 
projects are: procurement, skills, team experience, 
communication, collaboration, and motivation for innovation 
[12, 13]. Procurement encompasses the processes involved in 
selecting and engaging a team responsible for the design and 
construction of a project. It plays a critical role in shaping 
both the delivery and financing aspects of a project. 
Additionally, procurement impacts the level of trust among 
stakeholders, as well as facilitating open communication and 
interactions among team members [14, 15]. Furthermore, it 
significantly influences risk management strategies within 
construction projects. The term 'skills' pertains to the 
collective expertise possessed by the design team, with the 
exclusion of the client’s abilities. Team experience pertains 
to the construction experience and overall project 
background of the team. Communication refers to the 
channels of communication during the project execution 
process. Collaboration pertains to the team members’ 
feelings regarding teamwork and participation during the 
design phase. Motivation for innovation refers to the efforts 
of team members to introduce innovative ideas and solutions 
[12, 16, 17]. Research shows that the characteristics of the 
design team have an impact on project success [10, 18]. Some 
research studies highlight the necessity of integrating 
ecological considerations into the urban design process [19, 
20] or municipal solid waste management [21] to foster 
sustainable development, thus underscoring the importance 
of stakeholder collaboration in achieving effective 
environmental outcomes within construction projects. 
Moreover, addressing the cognitive demands associated with 
urban design processes during construction projects could 
further mitigate risks and optimize performance across 
diverse stakeholder groups [22]. These findings suggest that 
augmenting these characteristics may facilitate the 
attainment of project objectives and enhance overall 
outcomes. Therefore, it is essential to conduct a 
comprehensive and earnest evaluation of these dimensions 
during the initial phases of design and planning for 
construction projects. Such an approach can lay a robust 
foundation for the future success of these endeavors.  

As previously mentioned, the construction industry is a 
key factor in the development of any city and plays a 
significant role in job creation. However, it has often 
experienced stagnation due to various internal and external 
reasons. Among these, the most important issues are time 
delays and cost overruns, which severely impact construction 
project performance. Construction performance can be 
evaluated through completion scheduling, completion costs, 
productivity of completed tasks, and safety [23, 24]. This is 
the primary reason many projects remain unfinished, leading 
developers to move on to the next project. Understanding the 

impacts and factors influencing time delays and cost 
increases is crucial [25]. Research has also indicated that 
construction project costs significantly affect project success 
[23, 26]. In summary, the issue of construction project 
performance manifests itself in various ways. Many 
completed projects fail in terms of time performance, while 
others fail in cost performance or in other performance 
metrics. Projects have frequently faced setbacks throughout 
history, including client-related problems, material access 
issues, road closures, design modifications, added work, and 
delayed decisions. Consequently, examining the factors 
influencing the performance of construction projects has 
become a key issue in this field. A review of the research 
background indicates that, until now, no study has explored 
the impact of design team characteristics on the performance 
of construction projects with the mediating role of 
construction project costs within the framework of structural 
equation modeling (SEM). Hence, the fundamental objective 
of the present study is to investigate the effect of design team 
characteristics on the performance of construction projects, 
with construction project costs serving as a mediating 
variable. This aim is intended to enrich the research literature 
and empirical evidence in this area and to take a step towards 
improving the performance of construction projects. 
Drawing upon existing theoretical literature and the 
framework established through prior studies, the conceptual 
model for this research is illustrated in Fig. 1. As can be seen, 
the characteristics of the design team in construction projects 
are considered as the independent variable, construction 
project costs as the mediating variable, and construction 
project performance as the dependent variable.  
 

 
Figure 1 The conceptual model 

 
Thus, the hypotheses of the research are as follows: 
H1: The characteristics of the design team in 

construction projects influence the performance of 
construction projects. 

H2: The characteristics of the design team in 
construction projects influence the costs of construction 
projects. 

H3: The costs of construction projects influence the 
performance of construction projects. 

H4: The costs of construction projects play a mediating 
role in the impact of the characteristics of the design team in 
construction projects on the performance of construction 
projects. 
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2 RESEARCH METHODOLOGY 
 

This research employs a descriptive correlational design 
utilizing SEM with partial least squares (PLS) to investigate 
the intricate relationships between key variables. SEM is 
particularly advantageous in this study as it effectively 
captures complex interrelationships and assesses the impact 
of independent variables on dependent variables, even in the 
presence of small sample sizes and non-normally distributed 
data [13, 27]. By leveraging the strengths of SEM, this 
research provides a comprehensive and valid analysis of the 
relationships among the examined variables. This approach 
not only enriches our understanding of the underlying factors 
at play but also advances our knowledge of the social and 
economic phenomena being studied. 

 
2.1    Population  

 
        The target population for this research consisted of 
construction project managers in Iran who possess at least 
five years of professional experience. To collect the requisite 
data, an initial phone contact was established to solicit 
participation, following which a questionnaire was 
distributed to 260 of these managers. A total of 212 
questionnaires were completed and returned, yielding a 
response rate of 82%. This high level of participation 
underscores the willingness and commitment of project 
managers to contribute their insights and experiences, 
thereby enhancing the credibility of the findings derived from 
this research. 

 
2.2   Measures 

 
To measure the characteristics of the design team, the 

questionnaire developed by Hu & Skibniewski [12] was 
utilized. This questionnaire consists of 6 items. For assessing 
the performance of construction projects, the questionnaire 
by Nguyen and Watanabe [7] was employed, which contains 
7 items. To measure the costs of construction projects, 
indicators introduced in the study by Olawale and Ming [28] 
were used with slight modifications. This questionnaire 
includes 6 items. The variables were assessed using a five-
point Likert scale, with response options ranging from 1 
(indicating a very low level) to 5 (indicating a very high 
level).  
 
3 RESULTS 
3.1 Measurement Model Test 
 

To assess reliability, Cronbach's alpha and composite 
reliability were used, while validity was evaluated using 
factor loadings, average variance extracted (AVE), and the 
Fornell-Larcker criterion. The composite reliability index 
proposed by [29, 30] is superior to Cronbach's alpha because, 
in Cronbach's alpha, all observable variables in each 
measurement model have equal weights. This effectively 
equalizes their relative importance. In contrast, composite 
reliability does not make this assumption; it actually uses the 
factor loadings of the items during its calculation, thus 
making composite reliability values generally higher and 
more accurately reflective compared to Cronbach's alpha. 

The threshold for this index, similar to Cronbach's alpha, is a 
value of 0.7 or higher for internal consistency within the 
measurement model. Regarding the factor loading of each 
item, a factor loading of 0.6 or greater in confirmatory factor 
analysis indicates that the construct is well defined [31]. As 
shown in Tab. 1, the factor loadings for the research variables 
are above 0.6, thus confirming the factor loadings. 

 
Table 1 Reliability 

Variables Item Factor 
Loading 

Cronbach's 
alpha 

Composite 
reliability AVE 

Design Team 
Characteristics 

1 0.826 

0.918 0.936 0.710 

2 0.850 
3 0.873 
4 0.847 
5 0.868 
6 0.789 

Construction 
Project Cost 

1 0.718 

0.834 0.874 0.539 

2 0.823 
3 0.818 
4 0.678 
5 0.675 
6 0.677 

Construction 
Project 

Performance 
1 0.746 0.880 0.907 0.582 

 
A critical point here is that if, after calculating the factor 

loadings, we encounter values less than 0.6 between the 
construct and its indicators, we need to revise those indicators 
(questionnaire items) or remove them from our research 
model. To examine convergent validity, the AVE index was 
used. Alipour et al. [31] suggest that AVE values should 
reach at least 0.5, which signifies that a construct accounts 
for roughly 50% or more of the variance observed in its 
indicators [30]. In Tab. 1, the factor loadings, composite 
reliability, and AVE for the variables investigated in this 
study are displayed. The results presented in Tab. 1 
demonstrate adequate and suitable reliability for the 
constructs examined. 

The results of discriminant validity are reported in Tab. 
2. It indicates that the square root of the AVE for each 
research variable exceeds their correlations with other 
variables. These findings indicate the appropriate validity of 
the measurement tools. 

 
Table 2 Correlation Matrix and Square Root of AVE 

Variables Design Team 
Characteristics 

Construction 
Project Cost 

Construction 
Project 

Performance 
Design Team 

Characteristics 0.84   

Construction 
Project Cost ‒0.53** 0.73  

Construction 
Project 

Performance 
0.59** ‒0.63** 0.76 

**p < 0.01 
 
3.2 SEM Testing 
 

To evaluate the performance of construction projects, a 
conceptual model was tested using PLS-SEM. The 
relationships among the research variables and the tested 
model are depicted in Fig. 2. It demonstrates that the 
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characteristics of the design team have a positive and 
significant effect on the performance of construction 
projects, whereas their influence on project costs is negative 
and significant. Additionally, the costs associated with 
construction projects have a negative and significant impact 

on overall project performance. The figures within the circles 
indicate the explained variances for each of the research 
variables. Tab. 3 presents the estimated path coefficients 
alongside the variance explained for the variables examined 
in the study. 

 

 
Figure 2 Tested model 

 
Table 3 Path coefficients and explained variance 

Variables Path 
Coefficient 

t-
value 

p-
value 

Explained 
Variance 

On construction project 
performance via: 

Design team 
characteristics 

Construction project costs 

 
0.352** 
-0.441** 

 
4.135 
6.389 

 
0.001 
0.001 

 
0.483 

On construction project 
costs via: 

Design team 
characteristics 

 
-0.53** 

 
10.619 

 
0.001 

 
0.281 

The mediating role of 
construction project costs 0.23** 5.711 0.001 - 

*p < 0.05, **p < 0.01 
 
According to Tab. 3, the mediating role of construction 

project costs in the relationship between design team 
characteristics and construction project performance is 
positive and significant. Furthermore, 48% of the variance in 
construction project performance and 28% of the variance in 
construction project costs can be explained by the variables 
in the research model. The results of the hypothesis testing 
are presented in Tab. 4. 

The goodness-of-fit index (GOF) measures the model’s 
predictive ability, particularly in relation to the endogenous 
latent variables. In this study, the calculated absolute GOF 
for the proposed model was 0.48, suggesting that the model 
demonstrates a good fit. A GOF value exceeding 0.36 is 
considered indicative of satisfactory model quality. 

 
 
 

Table 4 Hypotheses Results 
Hypotheses Results 

H1: The characteristics of the design team in 
construction projects influence the performance of 
construction projects. 

Confirmed 

H2: The characteristics of the design team in 
construction projects influence the costs of construction 
projects. 

Confirmed 

H3: The costs of construction projects influence the 
performance of construction projects. Confirmed 

H4: The costs of construction projects play a mediating 
role in the impact of the characteristics of the design 
team in construction projects on the performance of 
construction projects. 

Confirmed 

 
4 DISCUSSION 
 

This research sought to establish a model that examines 
how the characteristics of design teams influence the 
performance of construction projects, considering project 
costs as a mediating factor through SEM. Findings revealed 
that the model aligns well with the collected data, accounting 
for 48% of the variability in construction project performance 
and 28% of the variability in project costs. 

 The results indicated that design team characteristics 
have a significant positive impact on the performance of 
construction projects; however, their impact on construction 
project costs is significant and negative. Therefore, design 
team characteristics lead to a reduction in construction 
project costs and, consequently, improve the performance of 
construction projects. This finding is consistent with the 
results of the research conducted by Radhakrishnan et al. [18] 
and Azmy [10]. To explain this finding, it can be stated that 
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if the selection and hiring process for the design team of a 
construction project is based on competency and capability, 
several key factors come into play. When the design team 
possesses both collective and specialized skills, has relevant 
construction and project experience, maintains essential 
communication channels, fosters collaboration and 
participation among team members, and is motivated to 
generate innovative ideas and solutions, it ultimately leads to 
a reduction in construction project costs. Consequently, this 
approach significantly improves the overall performance of 
the construction project. Teamwork is defined as "a group of 
individuals who are mutually dependent on each other to 
achieve a common goal." It encompasses commitment, 
collaboration, clear objectives, and goals. Commitment, 
accountability, and the skills of team members are some of 
the essential characteristics required for team members to 
reach their common goals. Therefore, for effective 
teamwork, it is essential for team members to establish a 
shared understanding of behavioral standards, project 
planning, role allocation, and task management, including 
scheduling and decision-making processes. Addressing these 
aspects is crucial for minimizing misunderstandings 
throughout the design phase of construction projects. 

Teamwork is also important due to the increased 
efficiency it can provide, and since it resembles a structure 
where members work in a planned manner through both 
collaboration and communication, it is well-organized, and 
there is regular information exchange about ideas and 
products. For this reason, projects that aim to reduce costs 
and increase effectiveness prefer to utilize teamwork. 

The findings demonstrate that construction costs have a 
notable adverse impact on the performance of construction 
projects, suggesting that higher expenses are linked to 
reduced effectiveness in project outcomes. This finding is 
consistent with the results of studies by Molavi and Barral 
[23]; and Trach et al. [26]. To explain this finding, it can be 
said that increasing costs in projects results in dissatisfaction 
with project quality, project schedules, project costs, reduced 
productivity, and lack of progress in the projects, ultimately 
leading to a decline in the performance of projects [32]. 
Furthermore, as the findings indicate, the characteristics of 
the design team have an impactful role in reducing 
construction costs, thereby improving construction project 
performance. A team operates with shared goals and 
objectives, enabling members to build strong, collaborative 
relationships aimed at achieving these goals. Effective 
teamwork involves individuals working together in a 
cooperative setting, where knowledge and skills are 
exchanged to reach common objectives. Research highlights 
that a primary characteristic of successful teams is their 
commitment to a clear, collective purpose. Teams play a 
crucial role in numerous projects, with successful 
collaboration depending on the synergy among participants. 
This collaborative spirit fosters a positive environment, 
encouraging all members to contribute actively to the team's 
success and effectiveness. Team members must exhibit the 
flexibility to thrive in collaborative settings where success is 
attained through cooperation and shared goals, rather than 
through competition and individual aims [33]. Consequently, 
the attributes of a construction project design team can be 

viewed as a vital factor in achieving competitive advantage 
within the construction industry. 

 
5 PRACTICAL IMPLICATIONS 
 

The results of this research offer substantial insights that 
can significantly enhance the performance of construction 
projects. The following key findings highlight practical 
applications that stakeholders may consider implementing: 

The study underscores the importance of design team 
attributes—specifically competence, skill, and experience—
as critical factors in minimizing project costs and improving 
overall performance. Consequently, it is advisable for 
organizations to prioritize these characteristics as essential 
criteria during the selection and recruitment process for 
design team members. Evidence suggests that robust 
communication channels within design teams facilitate 
enhanced collaboration and engagement. It is imperative for 
organizations to establish conducive platforms for the 
exchange of ideas and perspectives among team members, as 
this can lead to improved cooperation and cost efficiency.  

The research highlights the value of fostering an 
environment that motivates team members to propose 
innovative solutions. By nurturing a culture that encourages 
the free sharing of ideas, organizations can significantly 
elevate project performance outcomes. The findings 
emphasize that successful construction projects hinge on 
effective teamwork. It is crucial for organizations to cultivate 
a collaborative culture and enhance teamwork competencies 
among design team members, thereby reinforcing the 
collective skill set necessary for project success. The study 
demonstrates that reducing costs not only improves project 
performance but also heightens customer satisfaction and 
ensures timely delivery. Therefore, prioritizing 
comprehensive cost management strategies throughout all 
phases of construction projects is essential. Clarifying and 
establishing shared objectives among design team members 
can foster synergy and enhance collaborative efforts. By 
promoting a collective understanding of project aims, team 
members are more likely to work cohesively toward 
achieving the overall objectives. By implementing these 
findings, stakeholders in construction management can 
significantly improve project outcomes, fostering higher 
efficiency, satisfaction, and success rates in construction 
endeavors. 
 
6 CONCLUSION 
 

This study provides strong evidence that the costs 
associated with construction projects play a crucial role as a 
mediator between the characteristics of design teams and the 
overall performance of construction projects. Our results 
suggest that positive attributes of design teams not only 
improve project performance but also help in reducing costs, 
resulting in more favorable project outcomes. By recognizing 
and nurturing key traits such as collective expertise, effective 
communication, teamwork, and a unified commitment to 
objectives, stakeholders can enhance the process of selecting 
design teams and create an atmosphere that values efficiency 
and innovation. These traits align well with the project life 
cycle and significantly boost the likelihood of team success. 
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Additionally, comprehending the relationship between the 
qualities of design teams and team dynamics is essential for 
advancing project management methodologies. Our research 
highlights the need to cultivate an environment that promotes 
collaboration and problem-solving, which can lessen the time 
needed for conflict resolution and improve the quality of 
ideas exchanged, thereby influencing project schedules and 
results. However, this study is limited by its focus on project 
managers from construction projects in Iran, which may 
restrict the applicability of the findings. Future studies should 
aim to include a wider range of geographical locations and 
project settings to gain a comprehensive understanding of the 
results' relevance. In conclusion, our findings emphasize the 
importance of investing in the development of design teams 
as a strategic method to enhance construction project 
performance. We urge industry professionals and researchers 
to delve deeper into the intricate characteristics of design 
teams and their effects on project success, thereby enriching 
the field and promoting improved practices in construction 
management globally. In future research, it would be 
beneficial to include qualitative studies such as Ghorashi et 
al. [34] and Darvishinia [35] that explore people's 
experiences and opinions about design teams. Additionally, 
using data mining such as Bevilacqua et al. [36], deep 
learning such as Tashakkori et al. [37] and artificial 
intelligence techniques such as Espahbod et al. [27], 
Metaheuristics  algorithms such as Bahadoran Baghbadorani  
et al. [38] can help analyze data more effectively and provide 
deeper insights into team performance and project outcomes. 
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SurfaceVision: An Automated Module for Surface Fault Detection in 3D Printed Products 
 

Laukesh Kumar*, Manoj Kumar Satyarthi  
 

Abstract: In the era of Industry 4.0, the advent of 3D printing has revolutionized manufacturing by significantly reducing financial and time efforts. 3D printed products are created 
layer-by-layer based on digital Computer Aided Design (CAD) inputs, yet they remain susceptible to defects that can compromise quality. Detecting these layerwise faults is 
important to ensure high quality outputs. The traditional method currently requires visual information processing devices or continuous monitoring of the process via a camera, 
which is very resource consuming and costly. Machine learning techniques being used for automatic detection of the faults suffer in real time conditions with inefficient fault 
detection due to the inability of adaptation to real time changes in the printing process. Along with the inability to assess layer by layer protrusion development, the current ML 
techniques are lacing in 3D printing fault detection. This paper introduces SurfaceVision, an automated system for surface fault detection in 3D printed products, leveraging the 
ResNet-18 architecture as the backbone. Our framework utilizes a combination of contrastive learning and multi domain loss function to identify and classify defects with high 
accuracy. Comparative experiments demonstrate that the ResNet-18 based SurfaceVision outperforms the baseline.  
 
Keywords: 3D printing; deep learning; quality control; real-time monitoring; ResNet-18; surface fault detection  
 
 
1 INTRODUCTION  
 

In the era of Industry 4.0, 3D printing, also known as 
Additive Manufacturing (AM), has revolutionized 
manufacturing by enabling the layer-by-layer creation of 
complex products based on digital designs. Among the seven 
main categories of AM technologies classified by the ASTM 
F42/ISO TC 261 standard, this study specifically focuses on 
Material Extrusion (MEX) technologies, which include 
widely used processes such as Fused Deposition Modelling 
(FDM) and Fused Filament Fabrication (FFF). These MEX 
technologies are particularly popular in industrial and 
consumer applications due to their affordability and 
accessibility [1]. However, they are also prone to defects like 
layer misalignment, surface roughness, and incomplete 
layers, which can compromise product quality [2]. The 
presence of these defects/flaws reduces the functionality and 
aesthetics of the resultant product [3]. 

Therefore, rectifying these flaws is imperative to ensure 
quality of the manufactured product. Traditional ways of 
identifying these flaws rely on manual inspection or 
rudimentary automated systems, often lacking the necessary 
accuracy or speed to finish the task. [4]. Fig. 1 illustrates the 
presence of indicators that reveal flaws during the process of 
3D printing a product. Nevertheless, the efficiency of the 
process can be enhanced by integrating real-time problem 
detection, which might result in increased or decreased 
printer speed, hence reducing wastage. Hence, there is an 
urgent requirement for sophisticated defect detection systems 
that can function with utmost accuracy and effectiveness [3]. 
This paper introduces SurfaceVision, an advanced module 
developed for the automatic detection of surface defects in 
3D printed objects. 

The primary challenge in surface fault detection for 3D 
printed products that we aimed to address is the need for 
layer-by-layer inspection. Given that the 3D printing process 
involves layer by layer deposition, these defects can manifest 
in separate layers and need to be crucially identified. As 
discussed, the traditional methods are not flexible enough to 

analyse such accumulated defects [2]. Apart from layer by 
layer accumulation of these defects, the defect types, sizes 
and shapes can vary widely. Thus, it is challenging to create 
a universal fault detection system which can accurately 
identify all types of defects [4]. From a machine learning 
perspective, we aim to minimise the high false positive and 
false negative rates. Due to inefficient fault detection by 
traditional methods, such systems are not efficient enough to 
achieve optimum performance [3]. The last and the least 
challenge is the time and computational constraint put on 
such systems and given the large size of image data being 
input into these models, real time fault detection requires 
very high computational efficiency [1].  
 

 
Figure 1 Visual defects in 3D printing 

 
To address these challenges, this study introduces 

SurfaceVision, an advanced computer vision based fault 
detection module for 3D printed products. Using a 
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contrastive learning-based approach with a backbone of 
ResNet-18, SurfaceVision offers real-time, layer-wise fault 
detection and achieves superior accuracy with low false 
positive rates (FPR) and false negative rates (FNR) than the 
traditional methods. The proposed methodology is also 
computationally inexpensive and allows fast, real-time fault 
detection and can thus be seamlessly integrated with the 
manufacturing environments for Fused Deposition 
Modelling (FDM) processes. 

The proposed framework with ResNet backbone is 
comprehensively evaluated against various traditional 
machine learning methods and other pre-trained models, 
demonstrating superior performance and efficiency.  
 
2 LITERATURE REVIEW  
 

Numerous defect detection techniques have been put 
forth and used over time, each with advantages and 
disadvantages. Traditional visual inspection and non-
destructive testing methods are covered as well as more 
current computer-aided and machine learning-based 
approaches. But each of these strategies has its own set of 
drawbacks and difficulties. Many struggles with precisely 
determining the source of the problem or addressing new, 
unseen sorts of flaws. Some are labour-intensive; others call 
for specialized equipment; still others demand training or 
specialized equipment [7, 8]. A wide range of defect kinds, 
sizes, and origins must be handled by strong, scalable, and 
flexible defect detection algorithms in order to keep up with 
the rising demand for 3D printed goods. This thorough 
review is intended to achieve that goal. This review acts as a 
foundation for developing and implementing new machine 
learning-based approaches for defect detection, through a 
critical analysis of the latest advancements in defect detection 
methods for 3D printing [9]. 

A study by Chacon et al. [10] shows that build 
orientation does not matter if the thickness layer is increased 
and it also has very little effect of the edges as well. Other 
noteworthy results show that structural parameters have 
influenced mechanical properties than the actual process of 
the AM. Thus, the material has a different set of properties to 
be followed when looking at the build structure and looking 
for faults. Therefore, according to the findings, there are 
certain factors that are to be monitored while looking for 
faults in the AM process. The consistent monitoring 
approach for fault detection is valuable in studies involving 
multiple parameters, but its effectiveness is often obscured 
by the complex interplay of numerous variables and 
uncertainties inherent in the process. A consistent and 
standardized testing methodology is clearly required in 
Additive Manufacturing (AM), as indicated by an analysis of 
existing experimental studies. Accurate modelling of actual 
prints necessitates a thorough characterization of the process, 
including building parameters and boundary conditions, to 
adequately represent the variability within the printed parts. 
Additionally, there is a significant lack of research on the 
mechanical properties of fused parts, especially those with 
low densities when exposed to different types of loadings 
[11].   

Dealing with small-scale faults or complicated 
geometries that might not be readily evident to the human eye 
might make consistent and accurate identification difficult. 
Additionally, the procedure is labour- and time-intensive, 
which reduces overall production efficiency, particularly in 
large- or mass-production environments [12, 13]. One of the 
key techniques used for such comparisons is the Hausdorff 
Distance, which calculates the maximum distance from a 
point in one set to the closest point in another set. This 
method is often employed to evaluate the similarity between 
two sets of points, such as the vertices of two meshes. The 
formula is defined as: 
 

( )( , ) max ( , ), ( , ) ,H A B h A B h B A=                                    (1) 
 
where ℎ(A, B) = 

{ } { }
( , ) max  min

b Ba A
h A B a b

∈∈
= −   and a b−   

is the distance between points a and b.  
Another method being used is the Mean Squared Error 

between the surfaces of the printed object and the design 
model can be used to quantify the error: 
 

{ } { }( ){ }
{ } 2

1
2 n

pi oiiMSE D D
n =

 = −  
∑                                     (2) 

 
where D{pi} is the distance from a point on the printed object's 
surface to the nearest point on the design model's surface, 
D{oi} is the distance from the corresponding point on the 
original model to the printed object. Here, n refers to the total 
number of points considered. 

Zhang et al. [14] created a vision system that recorded 
sequential PBF images. Melt pool, plume, and splatter 
detection was their priority. Knowing the physical 
mechanisms behind these items helped extract their features. 
Support Vector Machine (SVM) classification using these 
characteristics yielded 90.1% quality level classification 
accuracy. CNNs also showed 92.7% accuracy in real-time 
monitoring. Many AM researchers have adapted the CNN 
model to address specific issues. Caggiano et al. [15] 
improved Selective Laser Melting (SLM) defect 
identification with a hierarchical deep CNN (DCNN). Scime 
and Beuth [16] created the multi-scale CNN (MsCNN), 
which improved CNN anomaly detection flexibility and 
classification accuracy. These models work for various 
materials and AM methods. 

Some researchers have added image-based monitoring to 
control techniques. Wang et al. [17] used neural networks 
and vision to detect droplet phenomena in LMJP. A neural 
network model enabled real-time modifications, stabilizing 
jetting. Jin et al. [18] employed a CNN classification model 
to monitor and rectify Fused Deposition Modeling (FDM) 
processes in real time. In part quality prediction, the system 
has over 98% accuracy and fast defect detection and 
rectification.  

While numerous machine learning models have been 
used for defect detection and monitoring in additive 
manufacturing (AM) via images, CNN-based models 
typically surpass traditional methods, providing superior 
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outcomes. To address this gap, Yao et al. introduced a hybrid 
machine learning method for recommending AM design 
features during the conceptual design stage. They classified 
design knowledge into categories such as "loadings," 
"objectives," and "properties," encoding them numerically 
and storing them in a database. Hierarchical clustering was 
employed to identify the correlations between design features 
and target features. The results were refined using a support 
vector machine (SVM)-based progressive dendrogram 
cutting technique, allowing for the identification of optimal 
AM design features. This approach was particularly 
beneficial for less experienced designers. Furthermore, 
various machine learning techniques, including SVM and 
neural networks, have been applied to enhance part design in 
AM processes. 

 
Table 1 Summary of Literature Survey 

Ref Feature/Defects ML Technique 
Comment / 

Type of 
Sensors 

7 Detection of Error in Fusion 
Ratio 

KNN, SVM and 
MLR 90% 

8 Defects at Surface Level CNN 98% 

9 Prediction Rate of Warping SVM 
97% 

Laser Sensor 
Utilized 

10 Levels of Extrusion CNN 97% 

11 
Identification of Surface 

Defects such as Cracking, 
Shrinkage, Stress Build-up 

Ensemble of SVM 
and KNN 96.6% 

12 Errors of Spaghetti shape CNN 90% 

13 Quality Control Sequential CNN 
LSTM Ensemble 95% 

14 Geometrical Defects 
Identification 

DCNN employing 
transformers 

97% 
3D Scanner  

utilized 

15 Misconfiguration of the shapes YOLOv4 based 
outline detection 91% 

16 Roughness protrusion Semi-Supervised 
CNN 75% 

17 Abrasion R-CNN 
98% 

Optical 
Camera 

18 Defects in Layers AutoGAN 87% 
19 Surface Warps CNN AutoEncoder 85% 
20 Surface Porosity 3D Reconstruction 75% 
21 Surface Roughness YOLOv8 85% 

22 Instability Prediction SVM 
85% 

High Speed 
Camera 

23 Protrusion CNN 88% 
NIR Camera 

 
Zhu et al. [19] used machine learning to simulate in-

plane deviations and random local variations. By creating a 
mathematical link between the intended and final shapes, 
they successfully captured global trends in shape deviation. 
A Gaussian process (GP) learning process is utilised to 
manage complex, varied data achieving an accuracy of 90%. 
Ferreira et al. [20] introduced a method a transfer learning 
and Bayesian neural networks (BNN) based method for 
automated geometric form deviation modelling where 
Geometric shapes were expressed using polar coordinates, 
and statistical models were applied to account for in-plane 
and out-of-plane deviations in shapes and processes. 

Tootooni [21] applied spectral graph theory combined 
with machine learning to classify dimensional variations in 
additive manufacturing products. Spectral graph Laplacian 
eigenvalues derived from 3D point cloud data were utilized 
within machine learning models to aid classification, 
significantly reducing the need for post-process quality 
assurance. Shen [22] introduced a CNN-based framework for 
correcting shape deviations in additive manufacturing, where 
deformation features were captured by feeding a binary 
probabilistic distribution of the 3D model into the CNN. 
Inverse function networks were then trained to produce a 
compensated model, effectively addressing shape deviations 
in AM. 

Khanzadeh et al. [23] used self-organizing maps (SOMs) 
to analyse 2D melt pool images, detecting abnormalities in 
thin walls manufactured using Directed Energy Deposition 
(DED).  Based on this work, Khanzadeh et al. [23] developed 
a real-time porosity prediction system based on melt pool 
boundary morphology. To predict porosity, supervised 
machine learning models like k-NN, SVM, decision trees 
(DT), and discriminant analysis (DA) were trained using 
functional principal component analysis (FPCA) features 
derived from melt pool boundaries. Experimental results 
indicated that the k-NN model performed best in predicting 
abnormal melt pools, achieving 98.44% accuracy, while the 
DT model had the lowest false-negative rate at 0.033%. 

 
3 METHODOLOGY  
 

The key functionality of SurfaceVision is to leverage the 
2D images input and identify the structural defects consisting 
of porous surfaces, holes detection and protrusions. The 
overall system can be visualized in Fig. 2. The process 
initiates with video data being sent via camera transmitted 
wirelessly. The data goes under a series of pre-processing 
steps, starting with resizing to a fixed dimension to maintain 
consistency, cropping of the object boundary and rotation 
correction. This is followed by the process of windowing, 
where continuous video data is segmented into manageable 
chucks, frame conversion, which standardizes the positional 
reference to maintain consistency in detecting surface 
defects. The pre-processed data is then sent to the local 
model, designed to interpret and recognize specific defects 
from the converted 2D images. 
 
3.1 Dataset Collection and Pre-processing  
 

To develop and evaluate the SurfaceVision module, a 
comprehensive dataset of 3D printed product images was 
collected. The dataset includes images of both defect-free 
and defective samples, covering a wide range of potential 
surface faults such as layer misalignment, incomplete layers, 
and surface roughness. The images were annotated by three 
experts, marking the presence and types of defects. This 
labelled dataset forms the ground truth for training and 
evaluation. Three independent volunteers annotated the 
recorded ground truth videos. Annotators’ agreements were 
assessed using Cohen’s kappa statistic, yielding a kappa 
value of 0.8, indicating good to substantial agreement.  
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The collected data can be visualized with the help of Fig. 
2. Apart from the inhouse dataset, the proposed model is also 
trained and tested on public dataset named, 3D-Printer 
Defected Dataset [31], Dataset for training a model to detect 
anomalies during printing process. This project mainly 
consists of two components – defected and correct images. 

 
3.2 Model Architecture  
 

The core of the SurfaceVision module is based on the 
Contrastive Learning utilizing the ResNet-18 architecture, 
which is well-regarded for its efficiency and accuracy in 
image classification tasks. There are three major classes on 
which the model is trained for, namely, (i) layer 
misalignment, (ii) incomplete layers, and (ii) surface 
roughness. Training and evaluation of the model were 
conducted on an Apple M2 Pro with 16 GB of RAM, using 
categorical NTXent loss and optimized with the Adam 
optimizer, with a learning rate initially set at 1e-4. 

 
Figure 2 Dataset Visualized: Visual representation of the dataset used in the study, 
showcasing various types of defects in 3D printed products. The images illustrate 

common issues such as stringing, layer misalignment, and surface roughness, 
which are critical for training and evaluating the SurfaceVision module for accurate 

defect detection. 

 

 
Figure 3 Proposed Network: Diagram of the proposed network architecture for SurfaceVision. The process begins with input images of 3D printed objects, which undergo 

various transformations and are fed into a Convolutional Neural Network (CNN) with multiple layers and dropout for regularization. The features are then pooled using Global 
Max Pooling and projected into a dense layer. The model is trained using a cross-entropy loss function to distinguish between defect-free and defective samples. The network 

aims to attract similar representations and repel dissimilar ones, resulting in an output that accurately identifies surface faults. 
 

  

 
Figure 4 Contrastive Learning: Diagram illustrating the contrastive learning 

approach used in the SurfaceVision module. The process begins with original 
images 𝑋𝑋 that undergo random transformations 𝑇𝑇. These transformed images 𝑌𝑌A 
and 𝑌𝑌𝐵𝐵 are then passed through the neural network 𝑓𝑓𝜃𝜃, producing representations 
𝑍𝑍𝐴𝐴 and 𝑍𝑍𝐵𝐵. The empirical cross-correlation matrix 𝐶𝐶 is computed and compared 

against the target cross-correlation matrix 𝐼𝐼 using the loss function 𝐿𝐿𝐵𝐵𝐵𝐵. This 
training process helps the model learn robust and invariant features for accurate 

surface fault detection [24]. 
 

Contrastive Learning: Contrastive learning a 
supervised learning method wherein data is distributed into 
positive (similar) and negative (dissimilar) pairs and the 
model learns by contrasting between these positive and 
negative pairs [5]. Concerning surface fault detection for 3D 

printed objects, this approach is particularly advantageous as 
it can group surface which are faulty with the normal ones 
[24]. By contrastively training a fault detection model, we 
can ensure that the learned representations can capture the 
nuanced variations and patterns in the image input leading to 
more accuracy. Thus, in our proposed model SurfaceVision, 
we employ contrastive learning wherein the loss function is 
supposed to minimise the distance between anchor-positive 
pairs and maximise the distance between anchor-negative 
pairs. This makes our model generalisable variations in fault 
manifestation, printing quality and environmental factors, 
ultimately enhancing the model's performance, ensuring 
better quality control [24]. 

Transformation Module, the main goal of the 
transformation module is to strengthen the model's capacity 
to learn robust and invariant features. By exposing the model 
to different augmented versions of the same image, the 
transformation module helps the network generalize better 
and become more resilient to variations and distortions in the 
input data. This is particularly important in the context of 
surface fault detection, where defects can manifest in various 
forms and scales [29]. Transformations applied in current 
setting:  
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(i) Random Cropping: Randomly crops a portion of the 
image to focus on different parts of the surface, ensuring the 
model learns to identify defects from partial views. Given an 
input image I of size H × W: Randomly select a cropping 
window size h × w, where h < H and w < W. Randomly select 
the top-left corner (i, j) of the cropping window such that 0 ≤ 
i ≤ H ‒ h and 0 ≤ j ≤ W ‒ w. Extract the cropped image I': I' 
= I[i : i + h, j : j + w] [25]. 
(ii) Horizontal and Vertical Flipping: The image is flipped 
along the horizontal and/or vertical axis to augment the 
dataset, aiding the model in learning orientation-invariant 
features. [28]. Let horizontal flipping be I'h 
 

( )( , ) , 1 .hI ' i j I i W j= − −                                                   (3) 
 

Let vertical flipping be I'v 
 

( )( , ) 1 , .vI ' i j I H i j= − −                                                    (4) 
 
(iii) Gaussian Blurring: Adds Gaussian blur to the image to 
simulate surface texture variations and imperfections. Given 
an input image I and a Gaussian kernel G [29]: 1. Apply the 
Gaussian filter to the image: 
 

,I ' I G= ∗                                                                           (5) 
 
where ⁎ denotes the convolution operation. These 
transformations help in augmenting the dataset and 
improving the model’s ability to generalize and become more 
resilient to variations and distortions in the input data. The 
output of the transformation module is fed to the base model 
[29]. 
(iv) Rotation: Rotates the image by a random angle to 
simulate different printing orientations and perspectives. 
Given an input image I and a rotation angle θ [29]: 1. 
Compute the transformation matrix T: 
 

cos( ) sin( ) 0
sin( ) cos( ) 0 .

0 0 1

θ θ
θ θ

− 
 =  
  

T                                               (6) 

 
Applying the rotation transformation to each pixel (x, y) 

in the image give the following outcome: 
 

.
1 1

x' x
y' y
   
   =   
      

T                                                                     (7) 

 
(v) Color Jittering: Applies random changes to the 
brightness, contrast, saturation, and hue of the image to 
improve the model's robustness to lighting variations. Given 
an input image I and random changes for brightness Δb, 
contrast Δc, saturation Δs, and hue Δh: 1 [26]. 

Brightness Δb: 
 

,bI ' I ∆= +                                                                         (8) 
 

Contrast Δc: 
 

,cI ' I ∆= ⋅                                                                           (9) 
 

Saturation Δs: 
 

( , , 1) ( , , 1) ,HSV HSV sI ' i j I i j ∆= ⋅                                       (10) 
 

Hue Δh: 
 

( , , 0) ( , , 0) .HSV HSV hI ' i j I i j ∆= +                                     (11) 
 
(vi) Scaling and Resizing: Scales the image up or down and 
resizes it to a fixed dimension to ensure uniform input size 
while preserving important features. Given an input image I 
and a scaling factor s: 1 [28] 
 

resize( , , ).I ' I s H s W= ⋅ ⋅                                                 (12) 
 

Resize the image to a fixed size H′ × W′: 
 

resize( , , ).I ' I H ' W '=                                                     (13) 
 

 
Figure 5 Visualization of various data augmentation techniques applied to the 

dataset, including random cropping, horizontal and vertical flipping, rotation, color 
jittering, scaling and resizing, and Gaussian blurring. These augmentations 

increase dataset diversity and model robustness. 
 
Base Model. This model features 18 layers with residual 

blocks designed to alleviate the vanishing gradient issue, 
enabling the training of deeper networks. The architecture is 
initialized with weights pre-trained on the ImageNet dataset. 
In this context, x denotes the input to the residual block, 
({Wi}) represents the residual function (typically a 
combination of convolutions, batch normalization, and 
ReLU activations), and y is the output of the residual block. 
During training, a forward pass is performed where a batch 
of images—including anchor, positive, and negative 
samples—are processed through the modified ResNet-18 to 
obtain embedding. 
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Loss Function. Contrastive loss is determined by 
evaluating the distance between anchor-positive and anchor-
negative pairs, and this function is applied across the batch to 
calculate the total loss. The objective of contrastive learning 
is to create an embedding space where similar samples are 
clustered closer together, while dissimilar samples are 
pushed further apart. Common contrastive loss techniques 
include triplet loss and contrastive loss [30]. For simplicity, 
we will use the contrastive loss: 
 
ℒ = 

( )22

1

1 ( , ) (1 ) max 0, ( , ) .
N

i i i i i i
i

y D h h y m D h h
N

+ −

=

 = × + − × −  ∑ (14) 

 
Where, N is the number of samples, 𝑦𝑦𝑖𝑖 is a binary label 

indicating whether the pair ( , )i ih h+ is similar (yi = 1) or 
dissimilar (yi = 0). hi is the embedding of the anchor sample. 

ih+  is the embedding of the positive sample (similar to the 

anchor). ih−  is the embedding of the negative sample 
(dissimilar to the anchor). D(.,.) is a distance metric (typically 
Euclidean distance). m is a margin parameter that ensures 
dissimilar pairs are at least m units apart. Next, 
backpropagation is performed to compute gradients. The 
network parameters are updated using an optimizer (e.g. 
Adam). The pre-trained ResNet-18 model was fine-tuned 
using our 3D printing dataset. This process involved 
replacing the final fully connected layer with a new layer 
specifically designed for our classification task, 
distinguishing between defect types and no defects. 
 
4 RESULTS AND ANALYSIS 
 

This section provides a comprehensive performance 
analysis of SurfaceVision in comparison to the state-of-the-
art methods. It also expands on the design rationale behind 
various components, offering deeper insights into their 
development. 

 
4.1 Experimental Protocol and Evaluation Metrics  
 

The in-house dataset is divided into training, testing, and 
validation sets with a 70:20:10 split ratio. The training and 
evaluation are conducted on a Tesla V100-DGXS GPU with 
32 GB of memory, over 50 epochs, divided into five distinct 
phases. The best-performing model from each phase 
progresses to the next, ensuring a gradual refinement of 
parameters and optimization of performance. Cross Entropy 
Loss, which is well-suited for multi-class classification, is 
employed, and training is optimized using the Adam 
optimizer with a learning rate of 5 × 10⁻⁵.  

During dataset analysis, an imbalance was observed, 
with fewer instances of the non-target class. Since the 
model's performance depends on both precision and recall, 
the macro F1 score was deemed the most suitable evaluation 
metric. Variations and noise in the dataset skew the 
performance to the majority class which is not desirable in 
order to achieve fewer false positive rates.  

The evaluation metrics used in this study to analyse the 
performance of SurfaceVision include Accuracy, Precision, 
Recall, F1-Score, and Evaluation Time. Here are the 
formulas for these metrics: 
 

,TNAccuracy TP
TP TN FP FN

= +
+ + +

                           (15) 

 
where: TP = True Positives, TN = True Negatives, FP = False 
Positives, N = False Negatives. 
 

.TPPrecision
TP FP

=
+

                                                      (16) 

 
Precision measures the ratio of true positive to all positive 
predictions made by the model. 
 

.TPRecall
TP FN

=
+

                                                          (17) 

 
Recall measures the ratio of true positive predictions to all 
actual positive cases in the dataset. 
 

1- 2 .Precision× RecallF Score
Precision+ Recall

= ×                                 (18) 

 
The F1-Score is the harmonic mean of Precision and 

Recall, providing a single metric that balances both metrics. 
Inference time measures the average time taken by the model 
to make a prediction for a single input sample, measured in 
milliseconds (ms). 
 
4.2 Experiment 1: Baselining and Independent Attribute 

Analysis 
 

The two primary objectives of this study are: 1) To 
standardise and validate domain knowledge on surface 
anomalies attributing to defects 2) To identify newer surface 
attributes for fault detection and localisation. In Tab. 2, we 
compared SurfaceVision's performance against several 
baseline algorithms including Support Vector Machines 
(SVM), Random Forests, AlexNet and VGG16. The results 
conclude that our ResNet18 based SurfaceVision model 
outperforms these baseline algorithms achieving superior 
accuracy and computational efficiency with an average 
increase of 12-20%.  

In Tab. 2, initial baseline experiments on the dataset 
confirmed that the multimodal approach, combining both 
surface texture and structural integrity features, outperforms 
the use of individual modalities. The combination of ResNet-
18 for texture analysis and a custom Contrastive Network for 
structural feature extraction yielded the best results and was 
therefore used for all subsequent experiments and analyses. 

To assess the impact of individual surface attributes, we 
conducted ablation studies by masking one attribute at a time 
from either the texture or structural components, while 
keeping the other components unmasked. This approach 
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allowed us to understand the comparative impact of specific 
surface attributes on defect detection accuracy, while 
maintaining consistent conditions for other factors. The 
analysis, Fig. 7, reveals that attributes such as 'layer 
consistency', 'surface smoothness', and 'edge sharpness' 
provide the best overall performance as individual surface 
attributes. These attributes can potentially be used in 
isolation for training and validation purposes. 

 
Table 2 Classification Results 

Algorithm Accuracy 
(%) 

Precision 
(%) 

Recall 
(%) 

F1-
Score 
(%) 

Inference 
Time 
(ms) 

Support Vector 
Machines (SVM) 75.4 72.3 70.5 71.4 15.3 

Random Forests 78.9 76.1 74.8 75.4 20.7 
AlexNet 82.3 80.4 79.1 79.7 25.4 
VGG16 84.1 82.7 81.3 82 30.1 
SurfaceVision 
(Custom Contrastive 
Network) 

91.5 90.2 89.4 89.8 12.5 

 

 

 
Figure 6 Comparison of performance metrics (Accuracy, Precision, Recall, 

F1-Score, and Inference Time) across different models (SVM, Random Forests, 
AlexNet, VGG16, SurfaceVision). SurfaceVision demonstrates superior 

performance in all metrics. 
 

 
Figure 7 Comparison of proposed method (b) v/s baseline methods (a) by 

generating the saliency maps. SurfaceVision utilizes a hierarchical parsing-driven 
attention mechanism, resulting in more focused and precise areas of interest, 

which enhances defect detection. 
 
The baseline method, shown in Fig. 7b, exhibits 

dispersed and unfocused attention, highlighting non-critical 
areas of the 3D printed surface. This can result in higher false 

positives and false negatives, as the model struggles to isolate 
relevant defects. In contrast, the proposed method, displayed 
in Fig. 7a, utilizes a hierarchical parsing-driven attention 
mechanism that sharply focuses on critical regions of 
interest, such as the protrusions caused by stringing errors. 
The precise localization and improved saliency provided by 
SurfaceVision ensure enhanced defect detection accuracy, 
which is particularly crucial for identifying intricate surface-
level faults like layer misalignment or material 
inconsistencies. Furthermore, this focused approach can be 
adapted to other defect scenarios, such as delamination of 
layers, as the hierarchical attention mechanism is capable of 
capturing structural discontinuities in the printed material. 
This adaptability emphasizes the robustness and versatility of 
the SurfaceVision framework. 
 

 
Figure 8 Confusion matrices for different models (SVM, Random Forests, AlexNet, 

VGG16, SurfaceVision) showing the classification performance for defect types. 
SurfaceVision exhibits the fewest misclassifications. 

 
The confusion matrices, Fig. 8, provide a detailed view 

of the classification performance of each model for different 
defect types:  

SVM: Struggles with distinguishing between 'Defect1' 
and 'Defect2'. Misclassifies 'No Defect' instances more 
frequently compared to other models.  

Random Forests: Shows better performance than SVM 
in some categories but still has significant misclassifications. 
Has trouble distinguishing between 'Defect1' and 'Defect2'.  

AlexNet: Shows improvement in classifying 'No Defect' 
but still misclassifies a substantial number of 'Defect1' and 
'Defect2'. Better performance compared to SVM and 
Random Forests.  

VGG16: Better at distinguishing between 'Defect1', 
'Defect2', and 'No Defect'. Misclassifications are fewer 
compared to SVM, Random Forests, and AlexNet. 
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SurfaceVision: Exhibits the best performance among all 
models. Fewest misclassifications for all defect types, 
indicating high precision and recall. 

For the inhouse dataset, most individual surface 
attributes demonstrated sub-par performance compared to 
the multimodal architecture during baseline testing. This 
suggests their potential to be used as sole indicators of defects 
in AI-based and non-AI-based quality control interventions. 
The performance metrics for the industrial dataset are notably 
lower than those for in house, reflecting challenges 
associated with lower variability and smaller sample sizes.  

Despite this, many surface attributes such as 'layer 
consistency', 'surface smoothness', 'edge sharpness', and 
'layer adhesion' show high diagnostic efficiency even in 
settings with limited sample sizes. This highlights the 
robustness of these attributes in real-world defect detection 
scenarios. 
 
4.3 Experiment 2: Visualization of the Classification 

Decisions Using Semantic Maps 
 
Using saliency maps to visualize the classification 

decisions of models techniques provides valuable insights 
into how the models prioritise and interpret various surface 
variables during their learning process. Fig. 4 illustrates the 
comparison of saliency maps for both methodologies. When 
comparing our methodology with the baseline model, we saw 
that the model has significantly improved by using a 
hierarchical parsing-driven attention mechanism. Both 
techniques enhance the sharpness of the area of interest in 
structural images compared to the baseline method. In the 
baseline method, the attention is distributed to non-critical 
areas that are typically not suggestive of faults, as shown in 
Fig. 4. 

The saliency maps comparison highlights the differences 
in how baseline models and SurfaceVision prioritize and 
interpret various surface features: Baseline Models: Tend to 
distribute attention to non-critical areas. Show less focused 
and broader areas of interest, which might lead to higher false 
positives and negatives. SurfaceVision: Utilizes a 
hierarchical parsing-driven attention mechanism, resulting in 
more focused and precise areas of interest. Targets critical 
surface features more effectively, which contributes to its 
superior performance in defect detection. 
 
5 LIMITATIONS AND FUTURE WORK 

 
The current SurfaceVision system relies on an optical 

camera, which inherently limits fault detection to regions 
within the camera's field of view. While this setup is effective 
for surface-level defect detection, it cannot capture errors in 
hidden zones or on the back of the model. To overcome this 
limitation, potential upgrades to the system could include 
integrating a multi-camera setup to provide 360-degree 
coverage of the object or employing robotic arms equipped 
with cameras to dynamically inspect all sides of the model. 
Additionally, non-visual sensing techniques, such as 
ultrasonic testing, thermal imaging, or infrared cameras, 
could complement the optical system by detecting structural 

and thermal inconsistencies in areas that are not directly 
visible. These enhancements would significantly improve the 
system's comprehensiveness and make it suitable for more 
complex or intricate 3D-printed models. Incorporating such 
advanced techniques into SurfaceVision is proposed as a 
future direction for extending its application scope and 
robustness. 

 
6 CONCLUSION 

 
This study presented SurfaceVision, an automated 

system for real-time surface fault detection in 3D-printed 
products, leveraging the ResNet-18 architecture and 
contrastive learning. The system demonstrated better 
performance compared to traditional machine learning 
methods and pre-trained models, achieving a 91.5% accuracy 
with significantly reduced inference times. By employing a 
hierarchical parsing-driven attention mechanism, 
SurfaceVision effectively localized critical defects, such as 
layer misalignment, surface roughness, and incomplete 
layers, as evidenced by the referenced saliency maps. 
Compared to prior works, such as SVM-based approaches 
with limited generalization or CNN methods lacking real-
time efficiency, SurfaceVision excels in both adaptability 
and precision, with an average improvement of 12-20% in 
key metrics. While the system currently detects only visible 
surface faults within the camera's field of view, future 
enhancements could include multi-camera setups, robotic 
inspection systems, and non-visual modalities like thermal or 
ultrasonic imaging to cover hidden zones and internal 
defects. These results underscore the potential of 
SurfaceVision to significantly improve quality control in 
additive manufacturing, offering a scalable and efficient 
solution for reducing waste and enhancing product reliability. 
By addressing current limitations and broadening its scope to 
more complex defect scenarios, SurfaceVision could further 
solidify its role in Industry 4.0 workflows. 
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Abstract: This study investigates the mechanisms through which green entrepreneurial orientation (GEO) influences sustainable performance (SuP) in Chinese manufacturing 
enterprises, focusing on the mediating role of green intellectual capital (GIC) and the moderating effect of environmental uncertainty (EU). Drawing on the Resource-Based View 
and Natural Resource Base View, we develop and test a moderated mediation model using data from 486 Chinese manufacturing firms. Results from partial least squares structural 
equation modeling (PLS-SEM) reveal that GEO positively influences SuP both directly and indirectly through GIC. Moreover, EU negatively moderates the relationship between 
GIC and SuP. These findings contribute to the literature on green entrepreneurship and sustainable performance by elucidating the complex relationships among GEO, GIC, EU, 
and SuP in the context of Chinese manufacturing. The study offers important implications for theory development and managerial practice in promoting sustainable development 
in manufacturing industries. 
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1 INTRODUCTION 

The traditional extensive production model, while 
generating significant short-term economic benefits for 
enterprises, has also led to severe environmental issues [1]. 
The negative impacts of economic growth on the 
environment have gradually increased, contributing to the 
continuous escalation of global environmental crises [2]. 
This production approach, characterized by high resource 
consumption and inefficiency, has caused widespread 
ecological degradation, including exacerbated pollution, 
resource depletion, and the imbalance of ecosystems [3, 4]. 
The conflict between economic efficiency and environmental 
degradation is intensifying, leading to a public demand for 
sustainable development. More than 138 countries around the 
world have proposed "carbon-free" or "carbon-neutral" 
targets. The Chinese government has additionally enacted 
various environmental policies and regulations that set higher 
sustainability requirements for companies and require them 
to disclose environmental information [5]. Simultaneously, 
green products are increasingly seen as a consumer 
advantage and a significant preference for consumers [6], 
who are willing to buy environmentally friendly products and 
pay a premium for them. For example, the explosive growth 
of new energy vehicles in Europe, America and Asia has led 
to the gradual recognition of "green cars" by consumers [7]. 
This change has also prompted companies to accelerate the 
pace of green transformation under the triple pressure of 
environmental pollution, policy constraints and social 
demands.  

In this context, based on the Resource-Based View 
(RBV), some scholars argue that entrepreneurial activities 
can address environmental issues [8]. However, the impact 
of entrepreneurship on the environment is dual-sided: on one 
hand, it may result in environmental pollution, ecological 
degradation, and the depletion of non-renewable resources; 
on the other hand, it can also drive innovation to solve 
environmental problems [9]. The RBV posits that a firm's 
sustained competitive advantage stems from its internally 
possessed scarce and inimitable resources and capabilities. 

As a novel topic in the field of entrepreneurship, green 
entrepreneurial orientation enables firms to protect the 
environment while pursuing economic benefits, garnering 
sustained attention from both academia and business 
managers [10]. Although existing studies have mainly 
explored the relationship between GEO and green 
innovation, suggesting that green entrepreneurial orientation 
has a catalytic effect on green incremental innovation and 
green radical innovation [11], there are also some studies that 
confirm the positive impact of green entrepreneurial 
orientation on firms' financial performance [12], but ignore 
its key role in driving sustainable performance. Moreover, 
green intellectual capital, as a core resource of a firm, 
encompasses the knowledge, skills, and abilities that 
organizational employees contribute to creating and 
managing sustainable value, with the aim of integrating 
environmental protection principles into business operations 
[13]. Green intellectual capital supports firms in building 
sustainable development. 

However, the existing literature has insufficiently 
addressed the role of green intellectual capital in 
implementing green entrepreneurial orientation and 
enhancing sustainable performance, and there is also a lack 
of research on environmental uncertainty. Environmental 
uncertainty refers to technological uncertainty and demand 
uncertainty [14], and current studies seldom consider the 
external environmental changes that firms face during the 
implementation of green entrepreneurial orientation [15]. In 
highly uncertain environments, firms need to be more 
flexible and innovative to respond to challenges. 

Therefore, this study aims to emphasize how firms can 
effectively integrate and utilize internal resources to gain 
sustainable advantages when facing external environmental 
challenges, based on the Resource-Based View (RBV) 
theory. It explores the pathways through which green 
entrepreneurial orientation influences sustainable 
performance, focusing on the mediating role of green 
intellectual capital and the moderating effect of 
environmental uncertainty. By employing Structural 
Equation Modeling with Partial Least Squares (SEM-PLS) to 



Wenli Hu, Teetut Tresirichod et al.: Green Entrepreneurial Orientation and Sustainable Performance: A Moderated Mediation Analysis in Chinese Manufacturing 

TEHNIČKI GLASNIK 19, 2(2025), 252-260   253 

analyze questionnaire data from Chinese manufacturing 
enterprises, the study validates the relationships among the 
variables. The findings provide empirical support for the 
theoretical model and offer managerial recommendations for 
firms on how to respond to environmental uncertainty and 
enhance sustainable performance during the green 
transformation process. 

2 LITERATURE REVIEW 
2.1 Green Entrepreneurial Orientation and Sustainable 

Performance 

The growing number of environmental issues in the 
world gave rise to the idea of "green entrepreneurship." Many 
international organizations stress the need of businesses 
embracing a green business paradigm and call for a 
worldwide shift to green development [16]. Green business 
orientation is a strategic approach in which companies 
proactively adopt various environmental measures, 
innovations and management practices with environmental 
protection and sustainable development at the center of their 
business processes. Academics generally agree that an 
entrepreneurial mindset improves the success of businesses. 
Instead of only concentrating on generating short-term 
profits, entrepreneurs are now also adopting social 
responsibility and long-term corporate sustainability [17]. 
Elkington [18] introduced the concept of SuP and argued for 
corporate development that considers the natural 
environment, social and economic performance 
simultaneously. This perspective has been recognized by a 
wide range of scholars [19] and it is consistent with the triple 
bottom line principle, which emphasizes that SuP should 
prioritize social responsibility and environmental 
preservation in addition to economic rewards [20]. 

GEO has been shown to make it easier for companies 
to engage in green activities, enabling them to seize 
development opportunities and gain new competitive 
advantages amid complex environmental changes [12]. 
Previous studies have documented the influence of GEO 
on various facets of business operations, including green 
innovation and green management [21]. Ullah and Qaiser 
Danish [22] found that a GEO can stimulate firms to 
innovate and adopt environmentally friendly production 
methods, thereby positively impacting performance. 
Companies with a GEO have a higher level of 
environmental performance [23]. Fatoki [20] discovered a 
strong relationship between GEO and financial, 
environmental and social performance. Thus, this research 
posits the following hypotheses. 

H1: Green entrepreneurial orientation has a positive 
impact on sustainable performance. 

2.2 Green Entrepreneurial Orientation and Green 
Intellectual Capital 

The concept of GIC was originally introduced by Chen 
[24] and has since gained wide recognition. Organizational 
intellectual capital is the combined inventory of intangible 
assets, information, skills, and connections held by people 
and organizations inside a company who are involved in 
environmental preservation or green innovation [25, 26]. 

Based on the resource-based view (RBV), organizations that 
implement a particular strategy can accumulate a set of 
resources aligned with that strategy. Organizations that adopt 
a green business orientation focus on integrating green 
technologies into their production processes and strive to 
minimize resource consumption [27]. This promotes 
environmental awareness among organizational members, 
facilitates the accumulation of knowledge, experience and 
skills related to environmental protection [24], and 
culminates in the creation of green capital. A company's 
strategic development and commitment significantly 
influence employee behavior [19]. Companies actively 
engage in environmental initiatives and collaborate with 
various stakeholders such as government agencies, non-
governmental organizations (NGOs) and customers to 
cultivate a green corporate ecosystem. This collaboration 
enables employees to acquire advanced environmental 
technologies and management skills while promoting the 
development of green relational capital. Therefore, the study 
hypothesizes the following. 

H2: Green entrepreneurial orientation has a positive 
effect on green intellectual capital. 

2.3 Green Intellectual Capital and Sustainable Performance 
from an Intellectual Capital Perspective 

Knowledge is the most important strategic resource for 
any organization. The intellectual capital perspective 
highlights the central role of intellectual resources, including 
knowledge, skills and innovation, within organizations, 
especially in today's knowledge-based economy and 
innovation-driven era. Within the intellectual capital 
perspective, sustainability serves as a driving force for the 
development of future organizations that are able to meet the 
challenges of sustainable development through knowledge 
[28]. Intellectual capital plays a crucial role in sustainable 
development as it provides an effective organizational 
approach to achieve both economic and social benefits [29]. 
Cavicchi and Vagnoni [30] believe that intellectual capital 
forms the basis for sustainable activities in companies. GIC 
represents a special form of intellectual resource that 
emphasizes non-economic goals, promotes sustainable 
thinking and helps companies achieve long-term competitive 
advantages [24]. In addition to improving environmental 
performance, GIC facilitates effective resource management 
in the manufacturing process, which lowers operating costs 
and boosts the business's overall performance [31]. 
Therefore, the study hypothesizes the following. 

H3: Green intellectual capital has a positive impact on 
sustainable performance. 

2.4 The Mediating Role of Green Intellectual Capital in Green 
Entrepreneurial Orientation and Sustainable Performance 

The RBV theory assumes that resources and capabilities 
within an organization are critical to achieving competitive 
advantage. By implementing green strategies, organizations 
can invest in and accumulate various forms of GIC, including 
expertise, technical know-how and green brand reputation. 
The use of GIC to develop new products that meet the 
environmental protection needs of stakeholders not only 
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improves a company's environmental image [32], but also 
strengthens its competitiveness in the field of sustainability 
and environmental protection [19]. In addition, building GIC 
contributes internally to the SuP of the company, which 
brings economic, environmental and social benefits [32]. As 
a result, the research makes the hypotheses that follow. 

H4: Green intellectual capital mediates the relationship 
between green entrepreneurial orientation and sustainable 
performance. 

2.5 The Moderating Role of Environmental Uncertainty in 
Green Entrepreneurial Orientation and Sustainable 
Performance 

Green Entrepreneurial Orientation, which is recognized 
as an important organizational resource, is believed to 
positively influence the SuP of firms [19]. According to RBV 
theory, organizations facing technological and demand-side 
uncertainty tend to rely more on internal resources to 
compensate for the instability of the external environment. 
Increasing EU poses a huge challenge for organizations and 

makes it difficult to accurately predict and respond to future 
trends [33, 34]. Firms need to consider their own resources 
and capabilities and adopt proactive approaches to manage 
environmental performance in order to achieve sustainable 
development [35]. This can affect the effectiveness of 
organizational knowledge acquisition, technological 
innovation and collaboration between organizational 
members [36], forcing companies to make major investments 
to acquire additional knowledge and new skills from external 
sources [34]. In essence, the knowledge and skills inherent in 
firms' resources may hinder their adaptability and 
anticipation of changes in the external environment and 
consequently reduce their efficiency in addressing 
environmental challenges. This potential reduction in the 
positive effect of GIC on SuP forms the basis for the 
following hypothesis put forward in this study. 

H5: Environmental uncertainty moderates the 
relationship between Green intellectual capital and corporate 
sustainable performance. 

Fig. 1 shows the research framework. 

Figure 1 Conceptual Framework 

3 MATERIAL AND METHODS 
3.1 Measures 

The study utilized the Environmental Orientation (EO), 
Green innovativeness (GI), Green risk taking (GRT) to 
measure GEO, which has been validated in previous research 
[37]. This scale comprises 10 items. To measure GIC, the 
study employed the Green human capital (GHC), Green 
relational capital (GRC), Green structural capital (GSC) to 
measure GIC, which has been validated in previous research 
[38], consisting of 12 items. For SuP, the study used the 
Economic performance (EcP), Environmental performance 
(EP), Social performance (SP) to measure SuP, which has 
been validated in previous research [39], which include 13 
items. The study also measured EU using the Demand 
uncertainty (DU), Technological uncertainty (TU) scales, 
validated by Wu [14], comprising 6 items. All the reference 

scales for CEO, GIC, SuP, and EU demonstrated good 
reliability (with all CR > 0.7) and utilized a 5-point Likert 
scale. 

3.2 Population, Sample, and Data Collection 

Manufacturing is an important pillar of China's 
economic development, but also the most resource-
consuming industry, so how to balance the development of 
the manufacturing industry and environmental governance is 
a difficult problem that needs to be dealt with urgently. In 
this study, the manufacturing industry in China was selected 
as the research area, and CEOs or departmental managers and 
deputy managers of manufacturing enterprises were the 
research subjects. The study used a questionnaire to obtain 
data, and data collection lasted two months. After eliminating 
the samples with the same answers to multiple questions and 
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too short filling time, 486 valid questionnaires were obtained. 
Specifically, according to the China Statistical Yearbook 
2023, 335 questionnaires were sent to the Light Textile 
Industry (29%), 424 to the Resource Processing Industry 
(36%), and 411 to the Machinery and Electronic 
Manufacturing sector (approximately 35%), totaling 1170 
questionnaires. Data collection spanned two months. After 
excluding samples with multiple identical answers and 
excessively short completion times, 486 valid questionnaires 
were obtained. Of these, 323 respondents were male 
(66.46%) and 163 female (33.54%). In terms of education, 
12 respondents had a secondary school degree or less 
(2.47%), 56 had a junior college degree (11.52%), 322 had a 
college degree (66.26%), and 96 had a postgraduate degree 
or higher (19.75%). In terms of age, 45 of the respondents 
were under 30 years old (9.26%), 138 were between 31 and 
40 years old (28.40%), 204 were between 41 and 50 years old 
(41.98%) and 99 were over 51 years old (20.37%). The 
sample comprised 79 general managers (16.26%), 342 
middle managers (70.37%) and 65 top managers (13.37%). 
In terms of company size, 77 companies had 51-299 
employees (15.84%), 264 had 300-1000 employees (54.32%) 
and 145 had 1,000 or more employees (29.84%). In addition, 
133 companies were in the textile industry (27.37%), 196 in 
the raw materials processing industry (40.33%) and 157 in 
the machinery and electronics industry (32.30%). 

SPSS was used for data collection, screening, 
demographic analysis and descriptive analysis. In this study, 
SmartPLS was used for both measurement model and 
structural model analysis. Compared to other methods, 
Partial Least Squares Structural Equation Modeling (PLS-
SEM) is particularly well-suited for handling complex multi-
structured models and managing intricate causal 
relationships between variables. Moreover, PLS-SEM does 
not require the data to strictly adhere to normal distribution 
assumptions, making it effective in generating reliable results 
even when sample sizes are limited or data distribution is 
skewed. Therefore, this study employs PLS-SEM to ensure 
the robustness of the research model and the validity of the 
findings. 

Additionally, to address common method bias, measures 
such as reverse-coded items and randomized response order 
were incorporated into the questionnaire design to mitigate 
its effects. During the data collection process, ethical norms 
were followed, all participants gave informed consent, and 
the data were kept strictly confidential to ensure the 
legitimacy of the study and the voluntary nature of 
participation. 

4 RESULTS 

The model presented in this study is a higher-order 
model characterized by a reflective-reflective structure and 
was calculated using the repeated indicators method. 
Consequently, the analyses of the measurement model and 
the structural model were performed after the construction of 
the model using the repeated indicators method (see Fig. 2). 

Figure 2 Reduced Form Model 

4.1 Assessment of the Measurement Model 

Following the methodology proposed by Roldán and 
Sánchez-Franco [40], we first analyzed the loadings of the 
indicators (>0.7) [41], Cronbach's alpha (α> 0.7), composite 
reliability (CR > 0.7) [42] and average variance extracted 
(AVE > 0.5) [43, 44]. The present study uses PLS to calculate 
these metrics and confirms that they exceed the thresholds 
recommended in the literature (see Tab. 1). 

Table 1 Validity and reliability of measurement model 

Item 

Lo
ad

in
gs

 

α CR AVE 

Green 
entrepreneuri
al orientation 

Environmental 
orientation 0.852 

0.784 0.793 0.698 Green innovativeness 0.869 
Green risk-taking 0.783 

Green 
intellectual 
capital 

Green human capital 0.838 

0.796 0.796 0.710 
Green relational 
capital 0.844 

Green structural 
capital 0.845 

Sustainable 
performance 

Economic performance 0.831 

0.794 0.794 0.708 Environmental 
performance 0.849 

Social performance 0.845 

Environment
al uncertainty 

Demand uncertainty 0.887 
0.722 0.723 0.783 Technological 

uncertainty 0.882 

Furthermore, we performed a discriminant validity 
calculation to accurately assess the extent of differentiation 
and independence between the different constructs. In our 
analysis, we followed closely the criteria described by 
Fornell and Larcker [45] and compared the Average Variance 
Extracted (AVE) values of each construct with its squared 
variance. This comparison ensures that each construct 
adequately explains its respective metrics while maintaining 
its exclusivity. The results of these comparisons can be found 
in Tab. 2. 

In addition, we analyzed the values of the external 
loading metrics for each of the constructs of cross loadings. 
These values (in bold) were all significantly higher than any 
of their cross-loading values on the other constructs, in line 
with the criteria of [46], further confirming the differentiation 
of the constructs (see Tab. 3). 
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Table 2 Fornell-Larcker Criterion
EU GEO GIC SuP 

EU 0.885 
GEO ‒0.303 0.836 
GIC ‒0.301 0.571 0.843 
SuP ‒0.324 0.573 0.518 0.842 

Table 3 Cross Loading Analysis
GEO GIC SuP EU EU × GIC 

EO 0.852 0.474 0.448 ‒0.207 ‒0.099 
GI 0.869 0.540 0.519 ‒0.267 ‒0.159 

GRT 0.783 0.408 0.465 ‒0.289 ‒0.085 
GHC 0.482 0.838 0.436 ‒0.283 ‒0.109 
GRC 0.500 0.845 0.432 ‒0.251 ‒0.063 
GSC 0.461 0.845 0.441 ‒0.226 ‒0.114 
EcP 0.471 0.438 0.831 ‒0.290 ‒0.308 
EP 0.472 0.433 0.849 ‒0.261 ‒0.336 
SP 0.502 0.436 0.845 ‒0.267 ‒0.321 
DU ‒0.271  ‒0.233 ‒0.289 0.887 0.046 
TU ‒0.266  ‒0.301 ‒0.284 0.882 0.027 

EU × GIC ‒0.140  ‒0.113 ‒0.382 0.041 1.000 

For a more comprehensive assessment of discriminant 
validity, we incorporated the Heterotrait-Monotrait Ratio of 
Correlations (HTMT < 0.9) as proposed by Henseler, Ringle 
and Sarstedt [47] as an evaluation criterion. After completing 
the PLS calculation, we found that the HTMT for all 
constructs was below 0.9, which confirmed the discriminant 
validity of our constructed model. The detailed results can be 
found in Tab. 4. 

Table 4 Heterotrait-Monotrait Ratio (HTMT)
EU GEO GIC SuP EU × GIC 

EU 
GEO 0.404 
GIC 0.397 0.718 
SuP 0.428 0.724 0.652 

EU × GIC 0.048 0.154 0.127 0.429 

4.2 Structural Modelling Evaluation 

(1) Collinearity Issue 
In this study, GEO, GIC, SuP and EU are all second-

order variables and should ideally show no covariance 
between the indicators of the individual structures. 
Multicollinearity is usually assessed using the variance 
inflation factor (VIF). If the VIF reaches or exceeds a value 
of 5 or falls below 0.2, problems with covariance may occur 
[41]. In our study, the values of VIF ranged from 1.453 to 
1.820. Hence, the issue of covariance does not adversely 
affect the path coefficients of the structural model in this 
study. 

(2) Model Fit 
The SRMR of this model is 0.066 (<0.08) [48], d_ULS 

is 0.289 (<0.95), and d_G is 0.170 (<0.95) [49] indicating 
that the model has a good fit to the set of sample data. 
Hypothesis testing can be performed. 

(3) Structural Model Relationship 
Using the bootstrap method offered by SmartPLS, the 

sample size was set to 5000 and the significance level was set 
to 0.05. Structural equation modeling was then performed to 
derive the path relationships (β) between the variables along 
with the corresponding t-values, p-values and 95% 

confidence intervals (95% CI) (see Tab. 5). The research 
hypotheses H1, H2, H3, H4 and H5 were then validated (see 
Fig. 3). 

Table 5 Bootstrapping results for structural model evaluation 

H
yp

ot
he

si
s 

Relationship β t-value 95% CI Decision 

H1 GEO→SuP 0.352 8.254*** [0.268, 
0.435] Supported 

H2 GEO→GIC 0.571 19.018*** [0.511, 
0.631] Supported 

H3 GIC→SuP 0.243 5.257*** [0.151, 
0.335] Supported 

H4 GEO→GIC→SuP 0.139 5.020 *** [0.086, 
0.194] Supported 

H5 EU x GIC→SuP ‒0.304  8.643 ***  [-0.372, 
-0.233] Supported 

Note: * denotes P < .05, ** denotes P < .01, *** denotes P < .001 

Figure 3 Evaluation of the Structural model (Note: Thicker arrow line means that 
the effect of independent variable on dependent variable is higher.) 

Table 6 Mediation effect test

H
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H4 GEO GIC SuP 0.352 0.139 0.491 0.283 Partial 
Notes: bootstrapping (n = 5000). 

In addition, this study investigated the mediating effect 
of GIC. The mediating effect is only considered valid if the 
direct effect of the non-mediator is significant and the 
indirect effect of the mediator is significant. Our results show 
that GEO exerted a direct effect on SuP and GEO also had a 
significant indirect effect on SuP through GIC (see Tab. 5), 
indicating a potential mediating effect. In addition, the 
variance explained (VAF) was estimated to measure the 
magnitude of the mediating effects. In this study, a VAF value 
of 0.283, ranging from 0.2 to 0.8, suggests that GIC partially 
mediates the relationship between GEO and SuP (see Tab. 6). 

When analyzing the predictive power of the endogenous 
structure, a key indicator we look at is R2. The R2 values for 
SuP, which are 0.326 and 0.485 respectively, indicate weak 
predictive power based on the classification criteria 
established by Hair Jr, Babin and Anderson [42]. Another 
critical indicator is f2, which measures the extent of the effect 
of the explanatory variables on the endogenous variables. 
The f2 values in this study ranged from 0.075 to 0.484, which 
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meets the criteria for judgement. Following Cohen [50] 
criteria, we find that the effect of GEO on GIC reaches a large 
effect level. Conversely, GIC shows the smallest effect on 
SuP and is in the small effect range. To evaluate the 
predictive accuracy of the model, we calculated the Stone-
Geisser test (Q2), which according to [51] must be greater 
than 0. Our analysis shows that both GIC (0.227) and SuP 
(0.334) exceed this threshold (see Table 7). To summarize, 
despite the R2 value indicating weak predictive power, the 
model is reliable to elucidate the relationship between 
endogenous variables and the predictive accuracy is 
satisfactory as evidenced by f2 and Q2.  

5 DISCUSSIONS AND IMPLICATIONS 
5.1 Discussion 

In response to increasing pressures from environmental 
concerns, regulatory measures and changing consumer 
demands, organizations are becoming more motivated to 
enhance their performance improvement methods by 
strategically implementing corporate initiatives. This study 
examines the relationships among green entrepreneurial 
orientation (GEO), green intellectual capital (GIC), 
environmental uncertainty (EU), and sustainable 
performance (SuP) in the context of Chinese manufacturing 
enterprises. The findings underscore the pivotal role of GEO 
in driving SuP, as well as the mediating effect of GIC on the 
relationship between GEO and SuP.  

GEO has a positive impact on SuP (β = 0.352, p < 0.001). 
We found a positive correlation between GEO and SuP, 
consistent with recent studies in the business field. For 
instance, research by Jiang, Chai, Shao and Feng [12] and 
Fatoki [20], focusing on Chinese enterprises and the South 
African hotel industry, respectively, confirmed similar 
phenomena. Sustainable development is closely related to 
entrepreneurial intentions [52]. Adopting GEO not only helps 
firms better fulfill their social and environmental 
responsibilities but also enables them to gain a competitive 
edge in a fiercely competitive market. 

Furthermore, this study shows a positive relationship 
between GEO and GIC (β = 0.571, p < 0.001), a finding that 
differs from previous research. While Wu and Yu [53] 
postulated a significant positive correlation between GIC and 
entrepreneurial orientation based on hospital samples and 
emphasized the constructive effects of relational and 
structural capital on entrepreneurial orientation, the study 
conducted by Al‐Jinini, Dahiyat and Bontis [54]  uncovered 
the positive influence of intellectual capital on 
entrepreneurial orientation using Jordanian SMEs as the 
research cohort. However, despite the intertwining of 
entrepreneurial orientation and GEO, the latter places a 
greater emphasis on green business development. This focus 
not only strengthens market competitiveness but also 
effectively promotes the accumulation and value 
enhancement of GIC. In addition, small and medium-sized 
enterprises (SMEs), constrained by limited resources and 
facing intense competition in the market, often encounter 
challenges in pursuing green development before they reach 
a certain scale. As Chen [24] points out, a deep understanding 
of the green industry is essential for companies to succeed in 
the environmentally conscious market. Structuring and 

utilising corporate resources enables resource accumulation 
[55]. By adopting a GEO, companies acquire expertise about 
the green market through practical experience. 
Consequently, GEO exerts a positive influence on GIC. 

Furthermore, this study confirms the positive influence 
of GIC on SuP (β = 0.243, p < 0.001). From an intellectual 
capital perspective, the GIC proves to be a crucial catalyst for 
the SuP of companies. It facilitates companies to achieve 
environmental innovation, adaptability and resource 
efficiency, laying the foundation for long-term success in a 
changing business landscape. This finding aligns with 
Yusliza, Yong, Tanveer, Ramayah, Faezah and Muhammad 
[19], who emphasized the pivotal role of GIC in addressing 
environmental issues and its significant contribution to 
sustainable performance. Additionally, Martínez-Falcó, 
Sánchez-García, Millan-Tudela and Marco-Lajara [31] 
further confirmed this relationship using a sample of Spanish 
wineries. 

This study highlights the mediating role of GIC between 
GEO and SuP (β = 0.139, p < 0.001) and uncovers the 
inherent link between corporate strategy, intellectual capital 
and performance. Collaborative networks have an impact in 
promoting innovation [56]. The adoption of green strategies 
by companies in conjunction with the advancement of green 
supply chain management [39] facilitates collaboration and 
information sharing between different stakeholders. This 
dissemination of knowledge empowers corporate managers 
to integrate environmental principles more skillfully and 
promotes the accumulation of GIC, thereby improving SuP. 

Nevertheless, the negative moderating effect of EU on 
the relationship between GIC and SuP (β = ‒0.304, p < 
0.001). The application of entrepreneurial methods enables 
firms to continuously accumulate capital and effectively 
respond to the ever-changing market environment [57]. 
Dangelico and Pontrandolfo [58] demonstrated, based on the 
Natural Resource-Based View, that environmental 
management capabilities significantly influence both the 
market competitiveness and performance of enterprises. Due 
to fluctuations in environmental regulations, uncertainties in 
technological innovations, and variations in consumer 
demand for sustainable products, companies face 
multifaceted challenges in green entrepreneurship [14]. This 
finding aligns with the resource dependency theory, which 
posits that organizations facing uncertainties tend to rely 
more heavily on internal resources to compensate for external 
instability [36]. These environmental uncertainties not only 
test a firm's strategic vision and responsiveness but also 
profoundly impact its green intellectual capital and 
sustainable performance. 

5.2 Theoretical Implication 

The RBV emphasizes that firms can achieve competitive 
advantage by integrating internal and external resources. This 
study, grounded in the RBV, deepens the understanding of 
how firms can achieve sustainable development in the 
context of finite natural resources and environmental 
pressures. Our research reveals that the implementation of 
GEO actively fosters the accumulation and development of 
GIC, providing new insights into the resource accumulation 
process and extending the application of RBV in green 
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management. Furthermore, while previous studies have often 
overlooked the specific pathways through which GEO affects 
SuP, this study not only confirms the importance of GIC as a 
mediating variable but also highlights how GEO influences 
the accumulation of internal green resources, thereby 
enhancing firms' sustainable performance. This provides a 
more comprehensive theoretical framework for 
understanding the relationship between GEO and sustainable 
development pathways. Finally, the study explores the 
complex interactions between EU, GEO, GIC, and SuP, 
revealing how firms navigate environmental uncertainty in 
the process of green resource accumulation and 
entrepreneurial orientation to optimize their sustainable 
performance. This provides a new perspective on how firms 
can strategically adapt and allocate green resources in 
uncertain market conditions to achieve green entrepreneurial 
success and long-term sustainable development. 

5.3 Managerial Implication 

This study provides significant managerial implications 
for Chinese manufacturing firms, particularly in resource 
management and addressing environmental uncertainty. 
First, firms should position GEO as the core of their strategy, 
integrating resource and environmental management to 
address the constraints of finite natural resources and 
environmental pressures. Managers should prioritize 
sustainability by embedding it deeply into strategic planning 
and day-to-day operations to ensure a competitive edge in 
future markets. Second, firms need to strengthen the 
accumulation and management of GIC by implementing 
employee training programs, adopting green technologies 
and knowledge, and enhancing green innovation capabilities. 
For Chinese manufacturing enterprises, managers can 
establish dedicated green R&D departments and collaborate 
with external research institutions to drive green technology 
innovation and product-service upgrades, thereby creating a 
differentiated advantage in green competition. Furthermore, 
in the face of EU, firms must flexibly adjust their strategies 
and product designs to adapt to changing conditions. 
Companies should also establish effective market sensing 
and response mechanisms, continuously accumulating GIC 
to promote green technology innovation and product 
development, thereby driving the green transformation of the 
supply chain. Managers can leverage both internal R&D and 
external collaborations to proactively respond to market 
dynamics and shifts in consumer demands, ensuring long-
term sustainable development in a highly competitive 
landscape. These strategies are not only applicable to the 
Chinese manufacturing sector but also offer valuable 
managerial insights for firms in other regions worldwide. 

6 CONCLUSION 

This study advances our understanding of the 
relationship between green entrepreneurial orientation and 
sustainable performance in Chinese manufacturing 
enterprises. By identifying the mediating role of green 
intellectual capital and the moderating effect of 
environmental uncertainty, we provide a more nuanced view 
of how firms can leverage their green strategies to enhance 

sustainability outcomes. Our findings highlight the 
importance of developing green intellectual capital as a key 
mechanism for translating green entrepreneurial orientation 
into improved sustainable performance. However, the 
negative moderating effect of environmental uncertainty 
underscores the challenges firms face in maintaining 
performance in volatile environments. These insights offer 
valuable guidance for managers seeking to implement 
effective sustainability strategies in the manufacturing sector. 
Future research should explore these relationships in 
different industrial and national contexts, consider potential 
non-linear effects, and investigate additional mediators and 
moderators to further refine our understanding of the green 
entrepreneurship-sustainability performance link. 
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Abstract: The VUML (View-based UML) profile makes it possible to create unified, multiview models for complex systems. Nevertheless, the work already done focuses mostly 
on structural issues and does not fully cover behavioral concerns. With an emphasis on multi-view objects, this study adds capabilities to the VUML profile to represent system 
behavior. We suggest modifying UML state machines to express view object behaviors and how they combine to form global multi-view object behaviors. Our method allows for 
the independent construction of view behaviors, followed by a methodical composition process. The outcomes demonstrate how our approach improves VUML's capacity to 
represent intricate, multi-view system behaviors while preserving concern separation. The work being done here helps to close the gap that exists between structural and behavioral 
modeling in multi-view systems, which has implications for developing complex software systems using model-driven development. 
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1 INTRODUCTION  
 

In today’s ever-changing technological landscape, the 
development of complex IT systems [1], such as embedded 
systems or large-scale enterprise software, presents 
significant challenges. These systems must integrate a 
multitude of structural components and dynamic behaviors, 
making it difficult to create global models that capture all 
aspects simultaneously. Instead, the system's size and 
complexity are decreased by breaking the application down 
into many component models. A compositional phase is then 
initiated to create the application's final release. 

The problem of behavioral specification in the context of 
the VUML profile framework is discussed in this study. The 
main goal is to describe the distinct behavior of multi-view 
objects, each of which is made up of view objects that contain 
data relevant to an actor. This involves addressing two 
critical aspects: specifying the behaviors of view objects and 
composing these behaviors to form the global behavior of 
multi-view objects [2]. 

Complexity stems from the separate development of 
views in VUML and their subsequent composition to create 
multi-view object behaviors [3]. The proposed approach aims 
to strike a balance by allowing maximum freedom in view of 
development while providing means to facilitate fusion. 

The View-based UML (VUML) profile has been 
developed to meet the need for a unified modeling approach 
that considers multiple perspectives within complex systems. 
Although VUML excels in structural modeling, including the 
decomposition of systems into manageable views, it has 
significant limitations regarding behavioral modeling, for the 
specification and integration of multi-view object behaviors. 

This paper aims to close a significant hole in the VUML 
framework: the effective specification and integration of 
multi-view object behaviors. The central question of this 
research is: how can VUML be improved to better support 
behavioral modeling, thus enabling a more comprehensive 
representation of complex systems? Our goal is to develop a 
method that allows the independent development of visual 

behaviors while ensuring their harmonious composition into 
a global behavior. 

To address this issue, we suggest reusing UML 
mechanisms [4] for specifying behavior and communication 
between UML objects [5]. The method makes use of 
common UML methods to control how VUML view objects 
behave and how views communicate with one another. This 
involves using state machines that interact with one another 
through method calls or signal exchanges to indicate how 
objects should behave. The method is based on a distinct 
description, after which the base and view objects' state 
machines are coordinated. 

Our approach utilizes existing UML mechanisms; state 
machines, to define and coordinate the behavior of the visible 
objects within the VUML framework. In doing so, we enable 
developers to independently design the behaviors of each 
view, which can then be systematically compiled into a 
global behavior model. This method not only preserves 
modularity and separation of concerns [6]; but also, 
significantly reduces the complexity associated with 
integrating behavioral models into complex systems. The 
effectiveness of this approach is demonstrated through a 
detailed case study of the management of an automotive 
repair agency, showing tangible improvements in the 
system's behavioral modeling capabilities. 

The modeling of complex systems has seen considerable 
growth, with frameworks like SysML and UML-RT being 
widely used. SysML, an extension of UML (Unified 
Modeling Language), is specifically designed for modeling 
complex engineering systems, such as those encountered in 
automotive, aerospace, or cyber-physical systems. Although 
SysML is effective in capturing requirements and structuring 
systems, it shows its limitations in managing dynamic 
behaviors and synchronizing different views. In particular, 
SysML may lack flexibility when behaviors need to be 
modeled through evolving scenarios. 

 Moreover, UML-RT, a variant of UML adapted for real-
time systems, excels in contexts requiring rapid responses, 
such as telecommunications, medical devices, or embedded 
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systems. However, UML-RT presents difficulties in 
synchronizing states and transitions between its capsules, 
especially for complex multi-view systems. 

 The extended VUML approach proposed in this article 
stands out for its ability to model modularly and integrate 
multi-view behaviors coherently. This method offers greater 
flexibility and reduces synchronization conflicts, thus 
overcoming the limitations encountered by SysML and 
UML-RT in modeling complex systems. 

Behavioral modeling allows for better management of 
complex systems by clearly defining the dynamic 
interactions between components. This improves flexibility 
by allowing different parts to evolve independently, while 
ensuring their smooth integration into the overall system. By 
anticipating and representing possible behaviors, this 
modeling facilitates the predictability of the system's 
responses to various scenarios, thereby reducing the risks of 
errors and incompatibilities. It also allows for simulating and 
testing behaviors before implementation, increasing the 
robustness and responsiveness of the system. 

for example, in the field of Cyber-Physical Systems; In 
applications such as smart electrical grids, the absence of 
behavioral modeling can prevent the correct simulation of 
interactions between the grid and IoT devices. This could 
lead to errors in load management or risks of overloads, 
thereby disrupting the overall system. 

The following is how the document develops: A few 
definitions and concepts are presented in Section 2. 
Viewpoint modeling based on the VUML technique is briefly 
explained in Section 3. Our method will be used in the 
implementation given in Section 4. We examine our case 
study's current general structural and behavioral analysis in 
this part. 

 
2 STRUCTURE OF A MULTI-VIEW CLASS  
 

A multi-view class typically consists of a base class and 
a set of view classes. The base class includes structural and 
behavioral properties that are shared among all views. On the 
other hand, each view class represents a specific viewpoint 
or concern and contains attributes and behaviors specific to 
that view [7]. The views are extensions of the base class, 
allowing for the segregation of concerns and fine-grained 
access rights management at the class level. This structure 
enables the creation of a comprehensive and shareable model 
accessible from different viewpoints in a multi-view 
modeling approach. 
 

 
Figure 1 Structure of a multi-view class 

The stereotyped data classes, labeled "base" and "view," 
portray the static aspects of the system [8, 9]. Conversely, the 
dynamic behavior is illustrated by the state machines, 
denoted as "machine-base" and "machine-view," which are 
linked to these classes (Fig. 1). 

In the structure and behavior of a multi-view class, the 
terms "machine base" and "machine view" typically refer to 
state machines associated with the "base" and "view" classes 
[10, 11], respectively. Here's a breakdown of their roles: 
• Machine Base: 
- Role: The "machine base" represents the behavior of the 

base class within a multi-view class. 
- Functionality: It specifies the dynamic, transitions, and 

state changes that are specific to the base class [12]. 
- Focus: The "machine base" is concerned with the 

behavior that is common to all views and actors 
associated with the base class. 

- Scope: It captures the core behavior shared among 
different perspectives or viewpoints. 

• Machine View: 
- Role: The "machine view" is responsible for 

representing the behavior specific to a particular view or 
actor within the multi-view class. 

- Functionality: It details the dynamic aspects, 
transitions, and state changes that are unique to the view 
or actor associated with a specific perspective [12]. 

- Focus: The "machine view" concentrates on the 
behavior that differentiates one view from another within 
the multi-view class. 

- Scope: It captures the specialized behavior tailored to 
the requirements of a particular viewpoint. 
 
In summary, the "machine base" encompasses behavior 

shared across all views, providing a foundation for common 
functionality, while the "machine view" accounts for 
variations in behavior specific to individual perspectives or 
actors within the multi-view class. 
 

 
Figure 2 Multi-View machine - Example of the Car Repairing 

 
For example, the car's "CarRepairing" state (in the 

diagram's center) in Fig. 2 depicts a multi-view state, with 
varied interpretations based on the actor type. A mechanic's 
perspective centers around faults, repairs, required tools, and 
spare parts. On the other hand, a workshop manager views 
the repair from a logistics standpoint, emphasizing track 
assignments, equipment reservations, and spare parts 
allocation. For a client, technical repair details are less 
relevant, and their interest lies in the repair contract specifics, 
associated costs, and the repair completion date. Meanwhile, 
the agency manager's concerns revolve around the financial 
aspects of the repair, encompassing actual costs, estimated 
completion times, and contract arrangements with the client. 
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3 VUML APPROACH 
 
 Existing work on VUML (View Unified Modeling 
Language) primarily focuses on extending classical UML to 
enable modeling from different perspectives, particularly in 
complex systems. However, these approaches have certain 
limitations, such as the difficulty in maintaining consistency 
among the multiple views, the lack of a standardized 
framework for integrating behaviors, and increased 
complexity when implementing models at a large scale. In 
parallel, other behavioral modeling approaches in UML have 
been developed, particularly using state diagrams, sequence 
diagrams, and activity diagrams to represent the interactions 
and transitions of the system. Extensions like UML-RT or 
SysML have also emerged to meet the needs of real-time 
systems and complex systems. However, these methods are 
often limited by their ability to effectively manage concurrent 
and distributed behaviors, especially in a multi-perspective 
context. Another major challenge lies in composing 
behaviors from multiple viewpoints, which raises issues of 
coherence and integration of perspectives. It is difficult to 
ensure correct synchronization of behaviors arising from 
different views while avoiding conflicts or redundancies. The 
management of model granularity and the coordination of 
various levels of abstraction further complicate the task, 
raising issues of scalability and traceability of the modeled 
systems. 

The VUML (View-Based Unified Modeling Language) 
approach is a modeling methodology that emphasizes the 
creation and management of multiple views to capture 
different aspects of a complex system. It is an extension of 
the Unified Modeling Language (UML) tailored to address 
the challenges of modeling large and intricate systems. Here 
are key aspects of the VUML approach: 
• View-Based Modeling: VUML employs a view-based 

modeling strategy where different views of a system are 
created to represent various perspectives and concerns. 
Each view focuses on specific aspects of the system 
relevant to a particular stakeholder or aspect of the 
system. 

• Multiview Classes: In VUML, the notion of multiview 
classes is introduced. A multiview class consists of a 
base class (shared by all actors) and multiple view 
classes (extensions of the base class), each specific to a 
particular viewpoint. This allows for fine-grained access 
rights management and segregation of concerns at the 
class level. 

• Separation of Concerns: VUML emphasizes the 
separation of concerns in system modeling. By creating 
distinct views for different stakeholders, concerns such 
as requirements, design, and behavior can be addressed 
independently in each view. 

• Horizontal and Vertical Modeling: The approach 
combines both horizontal and vertical modeling. 

• Horizontal modeling involves creating models at each 
level of abstraction, while vertical modeling aligns with 
the principles of Model-Driven Architecture (MDA) [13, 
14]. 

• Event Observation: VUML introduces the concept of 
event observation as a first-class object interaction 
method. Events and probes are formalized to handle 
interactions between system components. Probes can be 
used to observe events and work with event data. 

• Formalization of Concepts: VUML formalizes various 
concepts, including the definition of multiview classes, 
the use of probes, and the creation of a VUML Probe 
Profile to support event observation. 

• Decentralized Design Process: The design process in 
VUML consists of decentralized phases, including the 
identification of actor desires, the creation of various 
PIM (Platform-Independent Model) models, and a 
composition operation to combine independently 
created design models into a global VUML design 
model [15]. 

• Tool Support: The approach may include tool support to 
facilitate the modeling process, ensuring consistency and 
manageability of models and code. 
 
Overall, the VUML approach provides a structured and 

systematic way to address the complexities of modeling 
large and diverse systems by employing multiple views and 
emphasizing the separation of concerns. 

In simpler terms, the following is a description of the 
main ideas of VUML: 
• Actor: symbolizes a logical or human being interacting 

with the system. 
• Point of view: represents the viewpoint of an actor on the 

entire structure or a portion of it. A single point of view 
is linked to every actor. 

• View: A modeling entity, primarily static, that results 
from applying a point of view to a specific entity (like a 
class) or, in a broader sense, to the entire system. 

 
The View-based UML (VUML) profile has been 

developed to meet the need to model complex systems by 
allowing a unified view from different perspectives. Previous 
research on VUML has mainly explored its application in 
structural modeling, where it excels in breaking down 
systems into separate and manageable views. However, 
although VUML offers powerful tools for structural 
modeling, it has notable limitations with regard to behavioral 
modeling. In particular, the specification and composition of 
multi-view object behaviors remain major challenges. 
Existing work has often failed to deal in depth with how 
individual behaviors of views can be coherently integrated to 
form a global behavior. This gap limits the effectiveness of 
VUML in capturing complex system dynamics, thus 
justifying the need to develop additional mechanisms to 
improve its ability to model complex behaviors in a multi-
view framework. 
 
4 METHODOLOGY 
 

This methodology enhances VUML by introducing 
"machine-base" and "machine-view" state machines to 
capture the behaviors of the actors. It unfolds in three phases: 
identifying the needs of the stakeholders, creating PIM 



Chaimae Ouali-Alami et al.: Extending VUML with Behavioral Modeling: A UML-Based Approach for Multi-View Object Specification 

264                                                                                                                                                                               TECHNICAL JOURNAL 19, 2(2026), 261-270 

models corresponding to different viewpoints, and 
composing these models to form a unified design. The overall 
behavioral analysis and viewpoints ensure consistency 
among the perspectives of the different stakeholders. Finally, 
the merging of behaviors ensures a harmonious integration of 
interactions and workflows, creating a coherent system. 

Three primary stages of development are included in the 
VUML approach: 

Identification of Actor Desires (Global Analysis): 
• The initial step focuses on recognizing the desires of the 

actors. 
• The primary objective is to formulate a requirements 

model, typically represented as a UML use case diagram. 
Creation of Various PIM Models: 

• The second decentralized stage involves generating 
multiple PIM (Platform-Independent Model) models, 
each corresponding to a distinct viewpoint. 

• These models encompass various UML diagrams such as 
class diagrams, state machines, and sequence diagrams. 

• The output of this phase is a set of UML models that cater 
to the needs of different actors. 
Composition Operation: 

• The final stage is a composition operation, which entails 
combining independently created design models to 
formulate a comprehensive VUML design model. 

• This phase is critical for achieving an integrated and 
holistic representation of the system, as the 
independently developed models are combined to create 
a unified design. 

 
We propose a three-step approach: (1) global behavioral 

analysis, (2) view-specific behavioral analysis, and (3) 
behavioral composition [16] (Tab. 1).  

 
Table 1 Methodology of Behavioral Analysis and Design 

Phase Sub-steps Objectives Tools and representations 
Global Behavioral Analysis - Identify the needs of the stakeholders 

(analysis of the desires of the stakeholders) 
- Create a needs model in the form of a use 
case diagram 
- Specify the overall behavior using state 
machines 

- Understand the overall behavior of the 
system 
- Ensure a coherent basis for specific 
viewpoints 
 

- UML use case diagrams 
- UML state machines compliant 
with the UML Omega standard 
 

Analysis/Design by Viewpoint  - Generate PIM models for each viewpoint 
- Include UML diagrams: classes, state 
machines, sequences 
- Refine the behaviors specific to each actor 
(design to each viewpoint ) 

- Capture the specific behaviors of each 
actor 
- Reflect the particular needs in the 
form of separate models 
 

- UML diagrams (classes, 
sequences, state machines) 
- UML Omega for complex 
transitions 
 

Merging/Synchronization of 
Behaviors 

- Identify and resolve conflicts between 
viewpoints 
- Align the states and transitions between the 
actors 
- Create a global model integrating all 
viewpoints 

- Integrate the behavioral models of the 
actors into a coherent system 
- Resolve conflicts and maintain overall 
coherence 
 

- Workflow alignment diagrams 
- IFx tool for formal verification 
- State transition synchronization 
 

 

 
Figure 3 Development phases of VUML Global behavioral analysis 

   
In this subsection, we describe how the VUML approach 

was modified to include the behavioral components of the 
technique. 
 
4.1 Global Behavioral Analysis  

 
Global behavioral analysis in VUML refers to the 

examination and understanding of the overall behavioral 
aspects of a system represented in the VUML modeling 
approach [17]. It involves analyzing the interactions, 
dependencies, and dynamic behaviors of various components 
within the system to gain a comprehensive view of how the 
system functions as a whole. This analysis helps in 
identifying potential issues, ensuring consistency across 

different viewpoints, and refining the system's behavior to 
meet the specified requirements. The global behavioral 
analysis is an integral part of the VUML approach to ensure 
a thorough understanding and effective representation of 
both structural and behavioral aspects in the modeling 
process. 
 
4.2 Behavioral Analysis/Design by Point of View 
 

Behavioral analysis/design by point of view in VUML 
(View-Based Unified Modeling Language) involves 
focusing on the specific behaviors and interactions of system 
elements from the perspective of individual actors or 
stakeholders. The VUML approach recognizes that different 
actors have distinct viewpoints, and each viewpoint is 
associated with a particular set of concerns and behaviors 
[18]. 

Here's an overview of Behavioral Analysis/Design by 
Point of View in VUML: 
• Actor-Centric Approach: VUML emphasizes an actor-

centric modeling approach where each actor has a unique 
point of view. This point of view defines how an actor 
perceives and interacts with the system. 



Chaimae Ouali-Alami et al.: Extending VUML with Behavioral Modeling: A UML-Based Approach for Multi-View Object Specification 

TEHNIČKI GLASNIK 19, 2(2025), 261-270                                           265 

• Actor-Centric Approach: VUML emphasizes an actor-
centric modeling approach where each actor (human or 
logical entity interacting with the system) has a unique 
point of view. This point of view defines how an actor 
perceives and interacts with the system. 

• Viewpoints: A viewpoint in VUML corresponds to the 
modeling of a specific aspect of the system from the 
perspective of an actor. It includes both structural and 
behavioral elements, providing a holistic representation 
of the system for a particular actor. 

• Behavioral Analysis: The behavioral analysis involves 
capturing the dynamic aspects of the system, such as 
interactions, state transitions, and workflows, based on 
the concerns of a specific actor. This analysis ensures 
that the system behaves following the expectations and 
requirements of that actor. 

• Designing for Specific Concerns: Behavioral design 
within a specific viewpoint considers the unique 
concerns and requirements of the associated actor. It 
includes the definition of states, transitions, events, and 
operations that are relevant to that actor's perspective. 

• Consistency Across Viewpoints: While each actor's 
viewpoint is unique, VUML also emphasizes the 
importance of maintaining consistency across different 
viewpoints. This involves ensuring that the behaviors 
specified for each actor align cohesively to create a 
coherent and functional overall system. 

• Iterative Process: Behavioral analysis and design in 
VUML are iterative processes. As the understanding of 
each actor's needs evolves, the corresponding viewpoint 
can be refined, and the overall system behavior can be 
adjusted to accommodate changes. 

• By adopting a behavioral analysis and design approach 
by point of view, VUML enables a more focused and 
actor-specific representation of system behavior. This 
helps in creating models that accurately reflect the 
intended functionality and interactions from the 
perspective of different stakeholders in the system. 

 
By adopting a behavioral analysis and design approach 

by point of view, VUML enables a more focused and actor-
specific representation of system behavior [19]. This helps in 
creating models that accurately reflect the intended 
functionality and interactions from the perspective of 
different stakeholders in the system. 
 
4.3 Behavioral Fusion/Synchronisation 
 

The Composition of behaviors from multiple 
perspectives poses significant challenges in the modeling of 
complex systems [20]. Each view often represents a specific 
perspective, capturing aspects of the system, such as actors' 
interactions or internal processes. However, integrating these 
disparate behaviors into a coherent global behavior is far 
from trivial. Key challenges include managing conflicts 
between behaviors, synchronizing states between different 
views, and preserving overall system coherence. In addition, 
interview interactions can lead to unexpected emerging 
behaviors, making it difficult to predict and verify overall 

behavior. These challenges underline the importance of 
developing robust behavioral composition mechanisms that 
effectively coordinate the dynamics between different views 
while the integrity of the overall model [21]. 

Behavioral Fusion/Synchronization in VUML (View-
Based Unified Modeling Language) refers to the process of 
combining and harmonizing the behavioral aspects of 
multiple viewpoints or actors within a system. In VUML, 
each actor has a unique viewpoint that captures its specific 
concerns and behaviors. Behavioral fusion/synchronization 
is crucial for ensuring that the overall system functions 
cohesively when considering the perspectives of different 
actors. 

Here are key aspects of behavioral fusion/ 
synchronization in VUML: 
• Integration of Viewpoints: VUML recognizes that a 

complete system involves the collaboration of multiple 
actors, each with its viewpoint. Behavioral fusion 
involves integrating the behavioral models associated 
with each actor's viewpoint into a unified representation 
of system behavior. 

• Coherence and Consistency: The goal of behavioral 
fusion/synchronization is to achieve coherence and 
consistency across different viewpoints. It ensures that 
the behaviors specified for each actor complement each 
other and collectively contribute to the intended system 
functionality. 

• State and Event Alignment: Fusion involves aligning the 
states and events defined in different viewpoints. This 
ensures that the system transitions seamlessly between 
states based on the interactions and events triggered by 
different actors. 

• Workflow Alignment: Fusion addresses the alignment of 
workflows and sequences of activities across different 
actors. It ensures that the overall system workflow is 
coherent and aligns with the expectations of all 
stakeholders. 

• Conflict Resolution: In cases where conflicts arise 
between behaviors specified in different viewpoints, 
synchronization aims to resolve these conflicts. This 
may involve negotiation, compromise, or the 
introduction of additional mechanisms to reconcile 
conflicting requirements. 

• Iterative Process: Like other aspects of VUML, 
behavioral fusion/synchronization is an iterative 
process. As the understanding of system requirements 
and actor viewpoints evolves, the behavioral models 
may need to be adjusted and synchronized to reflect the 
most up-to-date specifications. 

• Fusion at Different Levels: Behavioral fusion can occur 
at different levels, ranging from the synchronization of 
high-level system behaviors to the alignment of detailed 
state transitions and interactions between specific 
elements in the system. 

 
By incorporating behavioral fusion/synchronization into 

the VUML approach, the modeling process aims to create a 
comprehensive and integrated representation of system 
behavior. This ensures that the system, as perceived from the 
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diverse viewpoints of different actors, functions 
harmoniously and meets the overall objectives and 
requirements of the stakeholders. 

As mentioned before, the state machines that are 
suggested to illustrate how views behave comply with the 
UML standard [22, 23]. While UML provides diverse 
concepts for specifying behavior, their semantics often 
remain insufficient or vague. The drive to make UML a 
universal modeling standard capable of analyzing/designing 
any domain has resulted in ambiguous and nonspecific 
semantics. The Omega UML profile serves as the basis for 
the syntax we use to represent transitions in the created state 
machines. With a collection of techniques tailored to 
communication and execution characteristics, this profile 
offers a comparatively extensive semantics. 

Utilizing the UML Omega profile and the IFx tool is 
fully justified in the context of the behavioral modeling of 
complex systems, particularly those requiring rigorous and 
formal verification. The UML Omega profile is an extension 
of UML designed to model real-time, distributed, or critical 
systems, providing mechanisms to specify complex 
behaviors with formal rigor. It stands out for its ability to 
capture temporal, concurrent, and synchronous aspects, 
making it particularly suitable for modeling systems where 
timing accuracy and concurrency management are essential. 
This not only allows for a better representation of the systems 
in question but also integrates formal verification techniques 
in the early design phases, thereby limiting costly errors 
during the development stage. 

The IFx tool, for its part, is used to perform formal 
verification of models specified in UML Omega. It allows for 
the simulation, verification, and analysis of the properties of 
complex systems through rigorous formal semantics. By 
utilizing techniques such as model checking, IFx helps to 
detect potential errors, such as unwanted race conditions, 
violations of timing constraints, or deadlock situations, even 
before the deployment phase. 

Thus, in this context, the UML Omega profile ensures 
accurate and formal modeling of complex behaviors, while 
IFx provides the necessary tools for validating these models, 
ensuring the robustness and reliability of the modeled 
systems. 
 
5 RESULTS – CASE STUDY 
 

In this section, we demonstrate the application of the 
afore aforementioned to our case study. 

The results of applying the proposed approach to our 
case study reveal several significant advancements. The 
global structural analysis has made it possible to model the 
needs of the various stakeholders by organizing them into 
functional units represented by use cases. (e.g., car 
management). The global behavioral analysis identified 
reactive multi-view classes and detailed their lifecycle (e.g., 
the states of the Car class, from diagnosis to repair). Then, 
the behavioral design phase from the perspective of each 
actor (e.g., Client, Agency Manager) refined these states. 
Finally, the behavioral composition has allowed for the 
integration of these multi-view behaviors while ensuring 

coherence and a smooth transition between states. Although 
this approach has improved clarity and precision in modeling 
complex behaviors, it has introduced increased complexity in 
coordinating signals between the states of different machines. 
 
5.1 Global Structural Analysis 
 

Global analysis is the first step in the process, which acts 
as a central location for requirements modeling. Finding the 
demands of different actors and grouping them into 
functional units—represented as use cases—is the aim. An 
overview of the system's functions is shown in Fig. 4, which 
includes (1) agency monitoring, (2) people management, (3) 
material management, (4) financial management, and (5) 
automobile management. Every feature is broken down into 
smaller, more manageable functional parts that show the 
roles and responsibilities of each actor. The client, agency 
manager, workshop manager, and maintainer are the 
particular actors that are the subject of our investigation. 

To provide clarification, we will use the "cars 
management" feature as an example (Fig. 4). The 
administration of the agency's vehicles includes duties 
including registration, supervision of each vehicle's expertise 
and repairs, and final verification testing. In the "save" use 
case, the customer gives details regarding their vehicle, 
works with the agency manager to carry out expert and repair 
contracts, and verifies the repair by giving their automobile 
one more functioning test. While the workshop manager is 
responsible in supervising the automobiles' maintenance 
chores, maintainers are involved in technical aspects such as 
expertise, repair, and testing. 

 

 
Figure 4 Repair Agency Management" use case 

 
5.2 Global Behavioral Analysis 
 
 In this section, we outline the steps involved in the global 
behavioral analysis phase. 
• In this phase, we identify reactive multi-view classes 

based on the comprehensive structural analysis of the 
case study. The detailed examination of use cases and 
user requirements, through tools like sequence and 
activity diagrams, aids in pinpointing classes with 
potential multi-view and reactive behavior. The 
following classes were found to be multi-view in our 
case study: Car, Expertise, Breakdown, Repair, and 
Contract.  For simplicity, we attribute reactive behavior 
specifically to the Car class, while categorizing others as 
data classes (static). It is crucial to remember that 
throughout the full analysis by point of view in the next 
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phase of the method, this list of multi-view classes and 
their classification as static or reactive may change. 

• In this step, we identify potential states for each 
reactive multi-view class by considering their entire life 
cycle. Taking the Car class as an example, the life cycle 
involves several stages: When the vehicle breaks down, 
the owner contracts with the agency and gives them the 
details they need to register the vehicle. The first step in 
the agency's repair procedure is to bring the vehicle to 
the garage, where mechanical and electrical specialists 
will inspect it for problems. A repair contract is created 
based on the findings of the experts, and the identified 
flaws are fixed by the maintainers. Testing is the last 
phase to make sure the vehicle operates as intendedThe 
several probable states of an automobile in the garage 
are included in this notional life cycle. 
 
The initial state, OutOfOrders, signifies the car's 

breakdown condition, marking the beginning of the 
maintenance journey. This state is crucial as it sets the 
context for subsequent processes. Following this, the 
InGarageRouting state illustrates the logistics involved in 
transporting the vehicle from its location of failure to the 
garage, emphasizing the importance of efficient routing in 
minimizing downtime. 

Once the car is in the garage, it enters the 
InExpertiseProcedure phase, where expert assessments are 
conducted to detect faults. This stage is critical, as it lays the 
groundwork for informed decision-making regarding the 
necessary repairs. The subsequent InRepairProcedure state is 
multifaceted, comprising two essential components: the 
negotiation of repair contracts based on expert evaluations 
and the technical repair itself. This duality highlights the 
complex interplay between administrative and technical 
aspects of automotive repair. 

Finally, the process culminates in the InTest state, where 
the vehicle undergoes rigorous testing to confirm its 
operational readiness before exiting the garage. The Exit 
state signifies the conclusion of the car's lifecycle within the 
garage, encapsulating the entire process from breakdown to 
resolution. 

The base-state machine of the Car class is shown in Fig. 
5. This device provides a logical temporal sequence of an 
object's states, encapsulating its life cycle inside the system. 
In the second step of the process, the designers then integrate 
this machine into the lexicon for shared and reusable reasons. 
 

Figure 5 "machine-base" of Car Class 
 
5.3 Analysis/Design of Behavior by Point of View 
 

The behavioral specification phase is started based on a 
particular viewpoint when the structural model for that 
viewpoint has been built (see section 4.2). The "machine-

base" states found in the first phase are analyzed from a 
single point of view. A sub-machine may be produced from 
each basic state, which can then be refined and specialized to 
meet the needs of the particular point of view. We choose to 
use our example to restrict the illustration: 
• One part of the "machine-base." We'll focus on the 

InRepairProcedure stage, when the vehicle goes through 
a sequence of steps to return to its typical operational 
condition. 

• The client and the agency manager are the two actors to 
whom this is given. 

 
Client Perspective: We extract the part of the 

SM_Client_Car state machine associated with the 
InRepairProcedure state (Fig. 6) from the class diagram 
created for the Client Perspective (see section 4.2), which 
focuses on the repair and contract negotiation process. 

 

 
Figure 6 Enhancement of the InRepairProcedure State for the Client Viewpoint 

 
The Repair() signal, which the client actor requests, 

initiates the change in the SM_Client_Car view from the 
ExpertiseProcedure state to the RepairProcedure state. 
However, the analysis/design by point of view is carried out 
in a decentralized fashion throughout this process stage. 
Therefore, without worrying about which objects will get the 
signal, the SM_Client_Car state machine transfers this signal 
to the base machine. When one actor waits for a signal from 
another entity, the same logic is applicable. From this 
perspective, the developer in these situations presumes that 
the signal comes from the "machine-base." The form(opt) 
signal, which starts the changeover from the 
WaitFormAgency state to the WaitFillFormClient state in 
Fig. 7, serves as an example of this. 

As seen in Fig. 7, the Agency Manager's viewpoint 
entails improving the InRepairProcedure state. The same idea 
of centralizing communications inside the machine  base is 
used in this improvement. The signalRepair() is received by 
the SM_AgencyManager_Car from the "machine-base," and 
it is then sent on to the agency manager actor. The 
SM_AgencyManager_Car then creates a form with a list of 
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the failures that need to be repaired along with the choices 
for fixing each one. After preparing the form, the agency 
manager sends it to the SM_AgencyManager_Car, which, 
upon receiving the form(opt) signal, initiates a transition to 
the WaitReturnFormCompleted state. 
 

 
Figure 7 Enhancement of the InRepairProcedure state for the AgencyManager 

Viewpoint 
 
5.4 Behavioral Composition 
 

The term "behavioral composition model by point of 
view" isn't a standard phrase, and its meaning might depend 
on the context in which it's used. However, I can offer an 
interpretation based on common concepts in software 
engineering. 

In the context of software design or system architecture, 
"behavioral composition by point of view" could refer to a 
method where the composition of behaviors is guided or 
structured based on different perspectives or viewpoints. 
Here's a breakdown: 

Behavioral Composition: This generally involves 
combining the behaviors of individual components, objects, 
or modules to create a larger system behavior. It's about how 
different pieces of functionality come together to form a 
coherent and functional whole. 

Point of View: In the context of software engineering, a 
"point of view" often refers to a particular perspective or set 
of concerns related to a system. Different stakeholders or 
participants in the development process may have distinct 
viewpoints, such as end-users, developers, system 
administrators, etc. 

Bringing these concepts together, "behavioral 
composition model by point of view" could imply a design 
or modeling approach where the composition of behaviors is 
structured or organized according to different perspectives or 
viewpoints. Each viewpoint might focus on specific aspects 
of the system's behavior, and the behavioral composition is 
done in a way that aligns with these different perspectives. 

This could be relevant in situations where a complex 
system needs to be understood, developed, or maintained by 
different teams or individuals with specialized concerns. The 
design might involve composing behaviors from the 
viewpoint of each stakeholder or participant in the 
development process. 
 

 
Figure 8 Including Synchronization Messages for the InRepairProcedure State 

(Extract) in the Machine Base. 
 

Compared to existing VUML approaches, our method 
has made it possible to model more accurately the complex 
behaviors of multi-view objects in the way state transitions 
were managed between different views. 

The proposed approach has shown significant 
advantages in terms of clarity and consistency in multi-view 
behavior modeling. However, it also has limitations, 
including increased complexity in the coordination of signals 
between the different states of the machine. 

Compared to existing VUML approaches, the proposed 
method shows significant improvements in terms of 
accurately modeling the complex behaviors of multi-view 
objects. While traditional VUML approaches primarily 
focused on the separate structural and behavioral modeling 
of viewpoints, our method allows for a more nuanced 
management of state transitions between different views, 
thereby providing better clarity and coherence in the 
composition of behaviors. However, this increased precision 
also introduces an additional complexity, particularly in 
coordinating signals between the different states of the 
machines, which can make the process more challenging to 
manage than in traditional VUML approaches. 

Tab. 2 compares the proposed VUML method to other 
behavioral modeling frameworks, such as standard UML and 
SysML. It highlights the improvements brought by VUML in 
terms of viewpoint management, behavior fusion, and formal 
verification. 

This work has important implications for software 
engineering and model-driven development (MDD). By 
integrating a multi-view approach for modeling complex 
behaviors, it promotes better management of complexity in 
software systems. This method allows for a more coherent 
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and detailed representation of the interactions between the 
different actors, which enhances the modularity and 
reusability of the models. Furthermore, by facilitating the 
synchronization of states and behaviors in multi-view 
systems, this approach contributes to the creation of more 
robust and adaptable software, a crucial asset for large-scale 
projects where multiple perspectives need to be harmonized. 
 

Table 2 VUML in comparison to other frameworks 

Criteria VUML (Proposed) Standard 
UML 

Other (e.g., 
SysML, BPMN) 

Points of 
View 

Explicit integration, 
distinct actors 

Generic 
approach 

Limited to 
structural aspects 

Merging 
Behaviors 

Synchronization, 
conflict resolution 

Weak support Underdeveloped 
fusion mechanisms 

Formal 
Verification 

Support with IFx Not supported 
 

Limited to external 
tools 

Complex 
Systems 

Optimized for 
critical systems 

Less suited to 
complex 
needs 

Limited support for 
rich interactions 

Clarity and 
Precision 

Reduction of 
ambiguities 

Possible 
ambiguities 

Variable depending 
on the context 

 
6 CONCLUSION  
 
 This article makes a notable contribution to the VUML 
approach by proposing a systematic method for the 
specification and composition of multi-view object 
behaviors. This advance improves complex systems 
modeling by effectively integrating behavioral aspects while 
preserving the separation of concerns. The implications of 
this method for VUML and behavioral modeling open new 
perspectives in the field for the development of complex 
software systems [24]. For future research, it will be crucial 
to address the challenges of scalability concerning large-
scale system management and to explore solutions to further 
automate behavioral composition. 

This method allows a clear separation of behavior 
development by point of view while providing effective 
mechanisms for their composition into coherent behaviors of 
multi-view objects. 

This research expands the capabilities of VUML by 
introducing rigorous mechanisms for behavioral modeling, 
offering a new path for managing complex systems with 
multiple perspectives. 

As previously said, the original method only uses UML 
principles. Finding two different kinds of specialized 
machinery linked to either a "base" class or a "view" class for 
a given multi-view class is the main result of this method. 
According to the UML2.0 specification, these state machines 
are used to represent the dynamic behavior displayed by 
instances of the multi-view class under consideration. 
A "machine-base" is intended to create coherence and 
coordination among the "machines-view" and express the 
collective behavior of the actors involved, whereas a 
"machine-view" depicts the life cycle of an object-view. A 
multi-view machine is a combination of a "machine-base" 
and its dependent "machines-view". 

By supporting autonomous development in the second 
phase, this strategy tackles the problem. The "machine-base" 
idea was introduced in order to ease this, as the second phase 
required to be directed by a pre-established model. During 
the global modeling phase, the "machine-base" is created to 

express the aggregate behavior of the actors. When creating 
behaviors from other angles, this behavior is thought of as a 
model to follow. 

During the decentralized modeling stage, the machines-
view and object-view are defined independently, according 
on the "machine-base" state. The integration of incomplete 
behaviors from various perspectives is then achieved by 
adding signal exchanges in the fusion phase. The 
coordination of machines with the object-view and object-
based states is made possible by these interactions. 

However, as it grows, this UML-based method has 
drawbacks, especially in two crucial areas: 
• Behavior Specification Challenges: Interconnected 

Views: Difficulties arise in ensuring the independence of 
view development due to intricate connections between 
them. This interdependence poses a risk during scaling, 
making it challenging to implement the approach 
without modifying the development of other views to 
gather necessary information. 
Early Identification: It becomes challenging when multi-
view classes and their "machine-bases" must be 
identified early in the global analysis phase. Developing 
a state machine that encompasses an object's life cycle 
necessitates a detailed analysis of multi-view object use 
cases, which is problematic for big systems. 

• Behavior Composition Challenges: Complexity of 
Integration: Many adjustments and changes may be 
required at the base machine and vision machine levels 
when integrating independently created vision machines. 
Maintaining the coherence of the entire system 
throughout the composing process when scaling 
necessitates considerable work. 
 
This framework could transform software engineering 

by improving the modeling of complex behaviors, 
particularly in critical and collaborative systems. For 
example, case studies in the fields of industrial automation or 
intelligent transportation systems could validate the 
effectiveness of the method for synchronizing multi-view 
behaviors and resolving conflicts. These validations would 
demonstrate how this approach ensures consistency, reduces 
errors, and optimizes design in environments with high 
interconnectivity and complexity. 

In the future, work should focus on developing tools to 
automate certain parts of the composition process, as well as 
exploring techniques to better manage complexity in large-
scale multi-view behavioral models. Furthermore, it would 
be relevant to study the integration of this approach with 
other model-driven development methodologies in order to 
enhance its effectiveness and applicability and could include 
applications in demanding fields where the management of 
multi-view behaviors is crucial. Furthermore, additional 
research on the optimization of synchronization mechanisms 
and adaptation to large-scale systems would provide 
increased robustness to the method. 
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Understanding Vietnamese Tourists’ Re-Browse Intentions for Smart Tourism Apps:  
An Extended TAM Approach 

 
Thai-Ngoc Pham 

 
Abstract: This study examines Vietnamese young tourists’ perceptions of smart tourism applications, focusing on their influence on flow experiences and re-browse intentions. 
Using an extended Technology Acceptance Model (TAM), the research surveyed 455 respondents, analyzing how app dimensions—user interface design, informativeness, 
interactivity, personalization, and accessibility—affect perceived ease of use, usefulness, enjoyment, and security. The findings reveal that perceived enjoyment and security 
significantly enhance e-flow experiences, which in turn foster re-browse intentions. Practical implications include strategies for app developers to optimize design features and 
personalization to improve user engagement and loyalty. 
 
Keywords: e-flow experience; re-browse intention; smart app dimensions; Vietnamese young tourists 
 
 
1 INTRODUCTION 

 
Thanks to the breakthrough development of mobile 

devices and information technologies, smart tourism is now 
in its era [1]. While various technologies enhance smart 
tourism, information and communication technologies 
(ICTs) are essential [2], and smart tourism technologies 
(SSTs) are indeed transforming tourist behaviors and 
providing exceptional tools for tourism providers to gain 
competitive advantages [3], [4]. Enhancing the tourist 
experience is challenging, but the achievement is worth it 
because a better tourist experience will result in favorable 
responses [3]. Regardless of previous results on SSTs, 
scholars believe that the findings could not be generalized 
because of differences among research contexts [5]. 
Therefore, Vietnamese tourists will be targeted in this study 
with the expectation that better understandings on how SSTs 
drive on tourists’ e-experiences and their intentions will 
provide strategic design guidelines for practitioners 
operating in this market [4]. 

Vietnam's online travel ranks the top five in the Asia-
Pacific area behind Indonesia, Thailand, and Singapore. 
VITA's 2023 figures indicated that the volume of individuals 
seeking tourist information online surged by nearly 32-fold 
compared to 2022. Statista (2023) [6] reports that 54 percent 
of Vietnamese respondents indicated they have utilized an 
online travel agency, and among online booking users in 
Vietnam, 40 percent reported traveling at least three times 
year. Furthermore, youthful travelers constitute the majority. 
This figure indicates both the segment's familiarity with e-
commerce and its appeal to the hotel and tourist sectors [6]. 
Nguyen and colleagues (2021) [7] emphasize that younger 
demographics exhibit enthusiasm, interests, and a strong 
readiness to participate in travel activities. Vietnamese travel 
patterns have seen substantial changes over the past decade 
due to the digital revolution of the tourist sector. Nonetheless, 
research on smart tourism in Vietnam is inadequate, 
particularly at the individual level [8]. Nevertheless, research 
on smart tourism in Vietnam remains limited, particularly at 
the individual level, which constrains efforts to enhance 

tourists’ e-experiences and foster the development of 
behavioral intention [8]. 

Azis and colleagues (2020) [9] assert that current 
research on self-service technologies (SSTs) emphasizes on 
the reasons for tourists' use of SSTs and methods to promote 
this adoption, rather than elucidating the impact of SSTs on 
electronic experiences and fostering re-browsing intentions. 
For example, the role of various dimensions of SSTs, such as 
personalization and interactivity, in shaping young tourists' 
e-experiences and influencing their intentions to re-browse 
remains underexplored [10]. Morover, digital specialists 
have noted that a substantial segment of the market has 
progressed beyond the introduction phase, and scholars 
advocate for research that considers post-behaviors in pursuit 
of more sustainable growth [10]. Additionally, e-experience 
is a novel concept that warrants thorough examination, as the 
dynamics of the virtual world differ significantly from those 
of the traditional world [11]. What constitutes an experience 
in real life is distinctly different from what defines an e-
experience [11]. Consumer researchers believe that post-
behaviors must be examined within a comprehensive model 
to emphasize the impact of STTs and e-experiences on 
specific behaviors [12]. This study aims to investigate the 
subsequent research questions: 

RQ1: In what manner will the dimensions of STTs affect 
e-flow experiences? 

RQ2: In what manner will the dimensions of STT affect 
re-browsing intention? 

To address the aforementioned questions, this study will 
utilize a quantitative research design and implement a survey 
targeting Vietnamese e-tourists. A research model will be 
developed to hypothesize and assess the impact of features of 
smart tourism applications on users' e-flow experiences and 
their intention to re-browse. The anticipated findings aim to 
provide valuable insights for both scholars and practitioners 
within the context of Vietnam's tourism sector, offering 
guidance on how the functionalities of smart tourism apps 
can be optimized to enhance user experiences and facilitate 
re-browsing intention. 
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2 LITERATURE REVIEW 
2.1 Theoretical Definitions 

 
Smart tourism has emerged as a prominent concept in 

academic literature in the late 2020s, rapidly being adopted 
in practice due to its potential to enhance travel experiences 
and optimize operational and resource management [13]. 
Mehraliyev and colleagues (2020) [1] define smart tourism 
as a transformation in tourism management that involves the 
participation of all stakeholders within a cohesive ecosystem. 
While information and communication technology (ICT) is 
recognized as a pivotal element in the advancement of smart 
tourism, it is not the only factor, as technological innovations 
continue to evolve [14]. Cutting-edge technologies such as 
the Internet of Things (IoT), cloud computing, artificial 
intelligence (AI), augmented reality (AR), and virtual reality 
(VR), along with advanced devices and robust networks, are 
enhancing the attributes of tourism and driving it towards 
greater intelligence [4]. Furthermore, Gretzel and colleagues 
(2015) [15] categorize smart tourism into three components: 
smart destinations, smart business ecosystems, and smart 
experiences, all of which rely on data collection, analysis, 
and sharing. 

 
2.1.1 Smart Tourism Technologies 
 

Smart tourism technologies (STTs) mention all forms of 
smart tourism applications and tourism-related information 
sources such as online travel agents (OTAs), websites, 
personal blogs, social networking sites, and other smart 
tourism apps that continuously incorporate new functions as 
decision support systems, history records, VR/AR, facial 
recognition, and integrated payment methods, continuously 
adding and co-creating values for tourists, destination 
marketing organizations (DMOs), and tourism operators [3]. 
STTs in user-based platforms manifest six attributes, 
including: user interface design, accessibility, 
informativeness, interactivity, and personalization [13]. In 
this study, mobile apps will be examined as target forms of 
STTs. 

User interface design refers to the finest visualization 
of a display that users can see [16]. The attribute manifests 
itself in an online platform as the general graphical 
presentation presented to the users, including design, 
structures, animation, layout, etc. [17]. In a basic level, 
interface design requires to be apparent, easy to look at, read, 
and find, while in a more advanced level, interface design 
requires to be professional, fashionable, artist, and eye-
catching [18]. Users interact with smart tourism apps through 
front-ends, and their designs will probably more or less 
influence users’s performing actions [19]. Based on 
empirical results, several design techniques have been 
applied to enhance the effectiveness of interface design, such 
as presentation optimization, semantic conversion, zooming 
functions, and focus and context tactics [20]. 

Informativeness refers to the extent of quality, 
credibility, and accuracy provided by an information source 
[21]. The attribute applied in a tourism-related platform 
demonstrates the volume of sufficient information satisfies 
users’ needs about tourism [4, 22]. To save time and effort, 
users prefer using general apps to private ones because they 

often contain more information, such as accommodations, 
tourist sites, foods, and restaurants, rather than about only 
one sector [5]. Keeping up with the development of mobile 
technology, smart tourism apps are sources of updated, 
frequent, and authentic information generated and shared by 
users as truly experienced tourists [13]. Information plays a 
crucial role for tourists in evaluating and making decisions, 
and thus it contributes to the quality of a smart tourism app 
[2]. 

Interactivity refers to the capability that allows multiple 
relationships among related stakeholders [21]. The attribute 
in a tourism platform will enhance the two-way 
communication of all involved parties [22]. For example, 
users can easily connect with other users sharing about 
tourism experiences, or users can connect with app operators 
in assisting with technical issues, or even users can work with 
hotel owners in booking their accommodations. Smart 
tourism apps are operating as social networks where all users 
can connect, share, and perform supported functions through 
their account registrations [4]. Interativity encourages e-
tourists to be actively involved and engaged in tourism 
behaviors [13]. 

Personalization refers to the degree to which individual 
attention is employed to a specific product or service [22]. 
The attribute expresses itself in a tourism platform as the 
ability to collect personal data and is able to offer suitable 
and appropriate recommendations [4]. For instance, based on 
provided information and behavioral preferences, the app 
may suggest fitting options, which in turn helps users save 
their time and effort in searching. Personalization is an 
enhanced function that is embedded in user platforms to 
increase flow experience and other users’ action [9]. 
Personalization facilitates e-tourists to finalize their 
selections since they offer relevant information and offer 
‘best’ alternatives’ as users’ demands [13]. 

Accessibility refers to the capability of having access to 
an information source [21]. The attribute applied in a 
tourism-related platform exhibits the ease that users can 
connect to [4, 22]. Often, many technologies will be 
implemented in an app since they will help enhance users’ 
experience [1], and accessibility will also account for the 
quality of reachability of all STTs in that app. Users can get 
more information in the situation of high accessibility and 
will make decisions faster [5]. Accessibility plays as a 
facilitating condition for a smart app to be feasible to the e-
tourists [13]. Accessibility is considered a prerequisite for 
other attributes to exert their influences on the user's intention 
[2]. 
 
2.1.2 Customer Perception 
 

Perceived ease of use: Davis (1989) [23] initially 
characterized perceived ease of use as the extent to which an 
individual believes that utilizing a certain system would be 
effortless. In other words, perceived ease of use refers to the 
customer's perception about how difficult it is to use a system 
[24, 25]. Perceived ease of use is widely empirically 
supported as an antecedent explaining the adoption of new 
technology in customers [26-28]. In the context of smart 
tourism apps, perceived ease of use is the user’s perception 
of the ease of performing functions on smart apps [24]. 
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Perceived usefulness: Davis (1989) [23] defined 
perceived usefulness as the extent to which a person thinks 
that employing a certain system would efficiently enhance 
his/her job performance. In other words, perceived 
usefulness refers to the customer's perception about how 
much usefulness they gain when using a system [24, 29]. 
Perceived usefulness is empirically supported as a key factor 
in understanding why a person prefers to accept a new 
technology [26-28]. In the context of smart tourism apps, 
perceived usefulness is the user’s perception of the utility of 
employing smart apps in their consumption behaviors related 
to tourism [24]. 

Perceived enjoyment: Davis (1992) [23] defined 
perceived enjoyment as the extent to which a person thinks 
that employing a certain system would be fun and enjoyable 
beyond its main functions. In other words, perceived 
enjoyment refers to the customer's perception about the 
pleasure they feel when using a system [30, 31]. Perceived 
enjoyment is empirically found as a factor in keeping a user 
accepting a new technology [28]. In the context of smart 
tourism apps, perceived enjoyment is the user’s perception of 
the hedonism when employing smart apps in their search for 
tourism information [31]. 

Perceived security: No and Kim (2015) [22] defined 
perceived security as the extent of the overall safety of a 
specific system for all involved users. In other words, 
perceived security exhibits the degree to protect personal 
information and data circulating in the system [4, 32]. 
Security is the latest attribute required in developing and 
maintaining apps due to the cyber risks that appeared 
recently, and in turn, perceived security is increasingly 
required by online users toward current systems [33]. 
Security must be guaranteed in the context of smart platforms 
because they often involve multiple parties, and when risks 
occur, they are often spread with more intense influence [4]. 
In the context of smart tourism apps, perceived security is the 
user’s perception of the safety when using the apps for their 
needs [13]. 
 
2.1.3 E-Flow Experience 
 

E-experience is a key concept in understanding a user’s 
behaviors in an online environment [34]. Flow experience is 
defined as a total sensation that one feels when they focus on 
a specific object with all involvement [35]. Flow experience 
is described as the merging of states that a person feels, such 
as awareness, attention, self-consciousness, and control [36]. 
Flow experience often occurs during network navigation 
searching, and that is when the concept of e-experience has 
emerged. When flow is experienced, nothing else seems to 
matter, and that keeps users in that environment [35, 37]. E-
flow experience is a critical construct in the online 
environment and is considered an evaluative criterion for the 
success of an e-program. When users experience e-flow, they 
tend to spend more time and engage more deeply with the 
program [35]. Research has shown that e-flow experience is 
closely linked to expect virtual behaviors, such as e-
satisfaction and e-loyalty, across various online platforms 
[34]. Liu and colleagues (2016) argue that e-flow experience 
should be examined within the context of e-commerce, as it 
is a key determinant of user engagement [37]. 

2.1.4 Re-Browsing Intention 
 

Re-browsing intention is a behavioral concept in which 
it refers to the willingness to browse the searching from the 
same source [38]. Re-browsing intention is a reliable metric 
used to determine users’ e-satisfaction because it shows they 
are satisfied with the browsing and thus likely to continue to 
browse for the next time [39]. Re-browsing intention is also 
considered a requirement in nurturing user loyalty because 
the repeated browsing is favorably associated with intense 
satisfaction. In the context of smart apps, re-browsing is 
highly valued as it contributes to both increased app traffic 
and improved business performance [40]. Re-browsing 
intention has garnered significant attention from app 
operators, as understanding the factors that drive this 
behavior can help identify strategic determinants to 
encourage returned users [41]. The stronger the intention to 
re-browse a smart app, the higher the probability that current 
customers will engage in desired behaviors such as making 
bookings or purchasing items [39]. 

 
2.2 Underlying Theory 
  

The objective of this study is to navigate the re-browse 
intentions of users on smart tourism apps through app 
dimensions and users perceptions. Therefore, the TAM 
model has been adapted to establish the framework among 
factors [42]. The TAM is widely employed and validated to 
understand technological acceptance across information 
systems [43]. This study has employed the extended TAM to 
determine factors influencing the repurchase intention. 
Because the smart apps have already been adopted by young 
travelers and the information systems have been 
continuously upgraded, it is logical to utilize the extented 
TAM to propose hypotheses among external factors and 
intention behaviors [42]. Thus, smart app features will be 
hypothesized to influence users’ perceptions, which will 
facilitate behavioral intentions 
 
2.3 Research Hypotheses 
2.3.1 The Relationship between Smart App Dimensions and  

Perceived Ease of Use 
 

It is believed that app dimensions will significantly 
influence perceived ease of use toward that app, and this 
conclusion has also been empirically supported in various 
studies [5]. First, Azis and colleagues (2020) [9] highlight 
that the design of an app’s dimensions will determine the 
user’s satisfaction through the perception of ease in using. 
The result is explained by the reason that the app should be 
designed in a way that the target user can use it easily and 
find effortless in performing its functions [5]. Verkijika and 
De Wet (2019) [44] point out that users get frustrated with a 
system that they find difficult to use, and that will drive user 
dissatisfaction. Second, informativeness is believed to have a 
positive influence on perceived ease of use, as the sufficiency 
and quality of relevant information enhance the ease of using 
the smart app [47]. Third, interactivity is expected to increase 
perceived ease of use, as users can engage with app 
supporters and other users, facilitating their interaction with 
the app [49]. Fourth, personalization is proposed to improve 
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perceived ease of use, as greater customization for target 
users tends to make the app feel easier to use [50]. Finally, 
accessibility is thought to contribute to the perception of ease 
of use, as users who can easily access a smart app are more 
likely to find it effortless to perform the app’s functions [51]. 
While few studies have examined the impact of smart app 
dimensions on perceived ease of use, previous empirical 
research has established a positive relationship between app 
attributes—such as user interface design [45, 46], 
informativeness [47, 48], interactivity [49], personalization 
[50], and accessibility [51]—and perceived ease of use. Thus, 
the study proposes: 
- H1-a: User interface design positively influence on 

perceived ease of use. 
- H1-b: Informativeness positively influence on perceived 

ease of use. 
- H1-c: Interactivity positively influence on perceived 

ease of use. 
- H1-d: Personalization positively influence on perceived 

ease of use. 
- H1-e: Accessibility positively influence on perceived 

ease of use. 
 
2.3.2 The Relationship between Smart App Dimensions and  

Perceived Usefulness 
 

Findings have reported that app dimensions will 
prominently influence perceived usefulness toward that app, 
and they are explained by the fact that app dimensions are 
designed in a way that helps users perform app functions [5]. 
To achieve the most optimal perceived usefulness, app 
operators should consider the familiarity and skillfulness of 
the target user to design the app [50]. Baker-Eveleth and 
Stone (2020) [52] have argued that any failure in app design 
would more or less drive down the perceived usefulness in 
target users because the users perform app functions through 
its dimensions. First, interface design enables users to 
navigate app functions quickly and efficiently, thereby 
enhancing their perception of the app's usefulness [46]. 
Second, informativeness provides users with the necessary 
information while using smart apps, which in turn increases 
their assessment of the app's utility [53]. Third, interactivity 
facilitates communication among users, thereby supporting 
their use of the app [54]. Fourth, a higher level of 
personalization ensures that the app’s functionalities align 
with users' specific needs, thereby increasing perceived 
usefulness. Finally, accessibility is believed to strengthen 
perceived usefulness, as easy access to the app allows users 
to fully utilize its features, leading them to perceive it as more 
useful [56]. Previous empirical studies have found the 
positive relationship between app dimensions and perceived 
usefulness across research contexts: user interface design 
[46], informativeness [53], interactivity [54, 55], 
personalization [50], and accessibility [56]. Thus, the study 
proposes that: 
- H2-a: User interface design positively influence on 

perceived usefulness. 
- H2-b: Informativeness positively influence on perceived 

usefulness. 
- H2-c: Interactivity positively influence on perceived 

usefulness. 

- H2-d: Personalization positively influence on perceived 
usefulness. 

- H2-e: Accessibility positively influence on perceived 
usefulness. 

 
2.3.3 The Relationship between Smart App Dimensions and  

Perceived Enjoyment 
 

Findings have pointed out that the dimensions of smart 
app could influence the users’ perceived enjoyment, and 
these relationships have been extensively enhanced in the 
context of a virtual environment to increase the adoption 
level [57]. For interface design, both scholars and 
practitioners agree that the design of a smart app can 
significantly influence the perceived fun and happiness users 
experience while interacting with it [58]. For instance, app 
designers suggest that a carefully chosen color scheme can 
positively impact users' moods [58]. Regarding 
informativeness, the availability of relevant information can 
enhance users' perceived enjoyment, particularly when it 
aligns with their hedonic values. For example, the inclusion 
of entertaining content might increase users' enjoyment [58]. 
In terms of interactivity, it is believed that users experience 
greater happiness when they can engage with others. For 
example, app operators suggest that features such as chat 
functions can boost users' happiness by allowing them to 
share information and experiences [59]. Concerning 
personalization, customization ensures that the app aligns 
with users' preferences, thereby enhancing their enjoyment 
[60]. For instance, offering users access to their favorite 
topics can make them feel more cheerful. Finally, with regard 
to accessibility, users are more likely to experience delight 
when the app is easily accessible, as it allows them to quickly 
obtain what they need without delays [61]. Previous studies 
have found results on the positive relationship among each 
dimension of smart app dimensions on perceived enjoyment 
across virtual applications, such as user interface design, 
informativeness [58], interactivity [59], personalization [60], 
and accessibility [61]. Thus, the study proposes that: 
- H3-a: User interface design positively influence on 

perceived enjoyment. 
- H3-b: Informativeness positively influence on perceived 

enjoyment. 
- H3-c: Interactivity positively influence on perceived 

enjoyment. 
- H3-d: Personalization positively influence on perceived 

enjoyment. 
- H3-e: Accessibility positively influence on perceived 

enjoyment. 
 
2.3.4 The Relationship between Smart App Dimensions and  

Perceived Security 
 

Scholars highlight that smart app dimensions will also 
positively contribute to the perceived security toward that 
app [62]. Perceived security is getting the users’ attention and 
becoming a requirement of users employing any online 
system [63]. Turner-McGrievy and colleagues (2017) [64] 
demonstrate that the design of an app will help users trust its 
safety. Since perceived security is considered an evaluation 
of risk-free, an app should be operated in a way that users are 
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not concerned about employing it [65]. In terms of 
informativeness, app operators believe that high-quality and 
up-to-date information strengthens the perception of security, 
as users associate these attributes with official management 
and authoritative oversight [68]. Regarding interactivity, 
users are more likely to feel trust when an app allows 
communication with others, as it reassures them that they 
have companions with whom they can share risks [69]. In 
terms of personalization, apps can be tailored to meet the 
security preferences of target users [70]. For example, 
younger users may require more advanced safety features, 
while older users may prefer simpler, more reassuring 
security modes [9]. Concerning accessibility, users are more 
likely to feel secure in an app when they can easily access it 
[71]. In practice, users have been shown to be skeptical if 
they are unable to access an app on the first try, often leading 
them to forgo subsequent attempts to access the app [5].  
Previous studies have found the favorable link between app 
dimensions and perceived usefulness in various online 
function systems: user interface design [66, 67], 
informativeness [68], interactivity [69], personalization [70], 
and accessibility [71]. Thus, the study proposes that: 
- H4-a: User interface design positively influence on 

perceived security. 
- H4-b: Accessibility positively influence on perceived 

security. 
- H4-c: Informativeness positively influence on perceived 

security. 
- H4-d: Interactivity positively influence on perceived 

security. 
- H4-e: Personalization positively influence on perceived 

security. 
 
2.3.5 The Relationship between Perceived Ease of Use, E- 

Flow Experience, and Re-Browsing Intention 
 

Lu and colleagues (2022) [72] have found that perceived 
ease of use positively contributes to the flow experience since 
the ease of using a system would keep the experience flow 
continously. Users will be interrupted if they find difficulty 
in using an app, and it will unfavorably drive down the flow 
experience. Ashraf, Thongpapanl, and Spyropoulou (2016) 
[73] argue that flow experience is crucial in enhancing other 
related behaviors such as visiting intention, positive word-of-
mouth, or destination loyalty [74, 75]. Previous studies have 
supported the positive relationship between perceived ease of 
use and e-flow experience as well as repurchase intention 
across app settings [72, 75-77]. Thus, this study proposes: 
- H5-a: Perceived ease of use positively influence on e-

flow experience. 
- H5-b: Perceived ease of use positively influence on re-

browsing intention. 
 
2.3.6 The Relationship between Perceived Usefulness E-Flow  

Experience, and Re-Browsing Intention 
 

Kong and Wang (2021) [78] highlight the positive 
association between perceived usefulness and flow 
experience in their study on visual programming. Scholars 
support the relationship by explaining that users have deeper 
flow experience in an app when they find the system useful 

and help them perform tasks better and more effectively [79], 
[80]. App operators are advised to enhance the extent of 
usefulness that a target user perceives in enhancing the e-
flow that the user experiences [72]. In addition, scholars 
recommend that perceived usefulness will result in post-
behavioral intentions as the fact that users will continuous 
use apps that they evaluate useful [74]. Previous empirical 
studies have found the favorable relationship between 
perceived usefulness and flow experience as well as 
repurchase intention [75, 78, 81]. Thus, this study proposes: 
- H6-a: Perceived usefulness positively influence on e-

flow experience. 
- H6-b: Perceived usefulness positively influence on re-

browsing intention. 
 
2.3.7 The Relationship between Perceived Enjoyment E-Flow  

Experience, and Re-Browsing Intention 
 

Zhao and Khan (2022) [82] found that perceived 
enjoyment was positively associated with flow experience 
among students in using online English learning platforms. It 
is explained by the reality that when users feel enjoyable, 
they will be addicted and tend to spend more time [83]. 
Leung (2016) [84] suggested that mobile applications should 
be designed in a way that can create happiness for users while 
using them so that it will increase the adoption level as well 
as revisit intention. Previous empirical studies have 
supported the similar pattern across online systems [85-87]. 
Thus, this study proposes that: 
- H7-a: Perceived enjoyment positively influence on e-

flow experience. 
- H7-b: Perceived enjoyment positively influence on re-

browsing intention. 
 
2.3.8 The Relationship between Perceived Security E-Flow  

Experience, and Re-Browsing Intention 
 

Since 2005, Wu and Chang (2005) [88] recognized the 
role of perceived security to flow experience through the 
influence of trust toward an information system. From then, 
various authors have found the direct relationship between 
perceived security and flow experience as well as repurchase 
intention as the increasing awareness of cyber risks along 
with the popularity of mobile applications [65, 89, 90]. The 
link is explained by the fact that online users perceive 
security as a requirement to guarantee their safety when 
working in virtual environments [65]. Chen and colleagues 
(2017) [91] indicated that a higher perception of risks would 
reduce the flow experience as well as international tourist 
satisfaction toward revisiting Myanmar. Thus, this study 
proposes that: 
- H8-a: Perceived security positively influence on e-flow 

experience. 
- H8-b: Perceived security positively influence on re-

browsing intention. 
 
2.3.9 The Relationship between Perceived Enjoyment E-Flow  

Experience, and Re-Browsing Intention 
 

Chen and colleagues (2017) [91] highlight the vitality of 
flow experience and repurchase intention in their study 
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among international tourists toward Myanmar. Flow 
experience is an overall sensation that one feels with total 
involvement, and when it works, it will increase people's 
favorable responses toward the system that creates that flow 
[92]. In an online game context, intense e-flow experience 
will lead to addiction and continuous playing [93]. Previous 
authors believe that the positive association between e-flow 
experience and re-browsing intention is similar across other 
virtual platforms and has been supported through empirical 
studies [91, 92, 94]. Thus, this study proposes that: 
- H9: E-Flow experience positively influence on browsing 

intention. 
 

 
Figure 1 The research model 

 
3 RESEARCH METHODOLOGY 
3.1 Research Design 
  

 The research objectives are to identify and determine the 
influence of smart app dimensions on customers’ perceptions 
and their behaviors in terms of e-flow experience and re-
browsing intention toward that app, so quantitative research 

methodology has been employed. Research hypotheses have 
been developed after an extensive literature review and an 
adapted research model. Quantitative data has been collected 
and analyzed to test research hypotheses. Discussions and 
implications will be generated through quantitative results. 
 
3.2 Research Method 
3.2.1 Data Collection 
 

A survey has been conducted to collect quantitative data. 
Target participants are young tourists (age from 16-34) who 
have used smart apps for their tourism searching, planning, 
and purchasing. Some smart tourism apps are named for 
participants’ references: Online Travel Agents (e.g., 
Traveloka, Booking.com, Mytour, etc.) or destination 
websites (e.g., Vietnamtourism, etc.). Participants are 
approached through social media (Facebook, Zalo, e-mail) 
by online questionnaires. 

The questionnaire is designed with two filtered questions 
and two main sections. The filtered questions are required 
participants to answer, including: (1) Have you ever used any 
smart tourism apps on mobile devices before? and (2) Please 
kindly name smart tourism apps that you have used. Only 
valid answers will be accepted for further analysis. The two 
main sections are: (1) evaluative items and (2) demographic 
information. The first section includes factors in the research 
model, and they have been adapted from previous reflective 
measurement scales. Independent factors include: (1) user 
interface design adapted from Sonderegger and Sauer (2010) 
[18]; (2) informativeness, interactivity, personalization, and 
accessibility adapted from [22]. Dependent factors include 
(1) perceived ease of use adapted from [25]; (2) perceived 
usefulness adapted from [29]; (3) perceived enjoyment 
adapted from [30]; (4) perceived security adapted from [32]; 
(5) e-flow experience adapted from [37]; and (6) re-browsing 
intention adapted from [38]. The second section includes 
demographic information for descriptive statistics such as 
gender, age, marital status, income, and occupation. 

 
Table 1 Constructs measurement items 

Constructs Items Authors 

User interface 
design 
(DE) 

The design is visually engaging. 
Sonderegger and Sauer (2010) 

[18] 
The design is aesthetically pleasing. 
The design has a intuitive interface. 
The design is easy to use. 

Informativeness 
(IF) 

During my travels, tourism apps offer valuable information about my travel destinations 

No and Kim (2015) [22] 
During my travels, tourism apps are helpful for assessing both the destination(s) and the overall trip. 
During my travels, tourism apps enable me to complete my trip with the detailed information provided. 
During my travels, tourism apps allow me to successfully complete my trip by providing detailed and 
essential information. 

Interactivity 
(RAC) 

During my travels, I can access a wide range of questions and answers from other travelers on tourism 
apps. 

No and Kim (2015) [22] During my travels, the tourism apps I use are highly responsive to my needs. 
During my travels, the tourism apps I use are highly interactive. 
During my travels, sharing tourism-related content on apps is easy and straightforward. 

Personalization 
(PER) 

During my travels, tourism apps provide me with personalized information tailored to my needs. 

No and Kim (2015) [22] During my travels, tourism apps offer clear and easy-to-follow paths and links. 
During my travels, I can interact with tourism apps to receive personalized information. 
During my travels, the tourism information provided by the apps effectively meets my needs. 

Accessibility 
(ACC) 

During my travels, I can use tourism apps anytime and anywhere. 

No and Kim (2015) [22] During my travels, I can easily use tourism apps. 
During my travels, I can easily find tourism apps. 
During my travels, I can search without a complicated sign-up process at tourism apps. 
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Table 1 Constructs measurement items (continuation) 
Constructs Items Authors 

Perceived ease of 
use 
(PE) 

Learning to use the smart tourism app would be very easy. 
Van der Heijden (2004) [25] I find it easy to use the smart tourism app. 

It is easy to become skillful in using the smart tourism app. 

Perceived 
usefulness 

(PU) 

Using the smart tourism app increases my learning/life/social interaction performance. 

Yang (2017) [25] 
Smart tourism app is useful for learning/life/social networking. 
Using the smart tourism app enhances my effectiveness in learning/life/social networking. 
Using the smart tourism app provides me with information that would lead to better learning/life/ 
social networking. 

Perceived 
enjoyment 

(PJ) 

I have fun interacting with the smart tourism app. 
Kim, Chan, and Gupta (2007) 

[30] 
Using the smart tourism app provides me with a lot of enjoyment. 
I enjoy using the smart tourism app. 
Using the smart tourism app does not bores me. 

Perceived security 
(PS) 

This smart app is a secure site through which to send sensitive information. Salisbury and colleagues (2001) 
[32] I would feel totally safe providing sensitive information about myself through this app. 

Overall, this app is a safe place to transmit sensitive information. 

E-flow experience 
(FL) 

It is fun to use smartphone. 

Liu and colleagues (2016) [37] Using smartphone is interesting. 
When using smartphone, I feel the excitement of exploring. 
I am absorbed when using smartphone. 

Re-browsing 
intention 

(RI) 

I am going to re-browse smart tourism app in next trip as well. Ajjan and Hartshorne (2008) 
[38] I think I will re-browse smart tourism app in the next trip as well. 

I plan to re-browse smart tourism app in the next trip as well. 
 
The questionnaire is first developed in English and back-

translated to Vietnamese to ensure compatibility between 
two versions of the language. A pilot test is conducted with a 
sample of 15 participants to minimize any errors or 
misunderstandings that might occur. Convenience sampling 
will be employed to reach an optimal number of target 
participants within the constraints of time and available 
resources. While this sampling method is subject to various 
biases, it is considered suitable for achieving the study's 
objectives [95]. The limitations of the study will be 
acknowledged, with suggestions provided for future 
research. 

 
3.2.2 Data Analysis 
 

Descriptive statistics will be analyzed for demographic 
information. Before the research hypotheses have been 
qualified, constructs will be tested in terms of reliability and 
validity, and model fit will be ensured. Reliability in terms of 
internal consistency (>0.8) and composite (>0.7) will be 
checked, while validity in terms of convergent (AVE>0.5) 
and discriminant (MSV > MSA) will be checked by SPSS and 
AMOS. 

Model fit will be ensured and followed as suggested by 
[95]. Research hypotheses are supported at a p-value lower 
than 0.05. 
 
4 DATA ANALYSIS AND RESULTS 
4.1 Descriptive Statistics 
  

Over five months, 518 questionnaires were collected but 
only 455 were qualified to continue for further analysis. 
Among the 455 participants, 41.1% were female. The age 
groups of 16-19 and 20-24 collectively comprised 68.1% of 
the sample. Additionally, 86.2% of participants reported an 
income of less than 20 million VND. Tab. 2 provides the 
profile of the sample. 
 

 

Table 2 E-tourist respondent profiles 
Respondent characteristics No. of respondents % 

Gender 
Male 268 58.9 
Female 187 41.1 
Age 
16-19 112 24.6 
20-24 198 43.5 
25-29 86 18.9 
30-34 59 13.0 
Income 
< 10 million VND 176 38.7 
10 – 20 million VND 216 47.5 
> 20 million VND 63 13.8 
Marital status 
Single 288 63.3 
Married 167 36.7 

 
4.2 Construct Measurement 
 

Before the research model has been tested, constructs 
were examined to ensure their reliability and validity. In 
terms of reliability, internal consistency and composite 
reliability were conducted through Cronbach’s alpha and CR. 
The results indicated that all constructs pass the threshold of 
internal consistency (Cronbach’s alpha > 0.7) and composite 
reliability (CR > 0.6). Then, constructs were examined for 
their validity in terms of convergence and discriminant. Tab. 
3 provides the validity of constructs. 

The results indicated that all constructs were qualified 
with the threshold of convergent validity (AVE > 0.5) and 
discriminant validity (MSV < AVE). In addition, the model fit 
was ensured: (1) Cmin/df = 3.537; (2) CFI = 0.949; (3) PCFI 
= 0.829; (4) RMSEA = 0.075. After the construct 
measurement, the structural equation modeling was analyzed 
to test the research hypotheses. 
 
4.3 Structural Equation Modelling 
  

The research of the model fit was also qualified: (1) 
Cmin/df = 3.606; (2) CFI = 0.947; (3) PCFI = 0.847; (4) 
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RMSEA = 0.076. Tab. 4 provides the standardized regression 
weight of each research hypotheses. 

The results pointed out that smart app dimensions are 
determined by users’ evaluations toward those app functions. 
Specially, user interface design and informativeness 
positively influence perceived ease of use (β = 0.486 and β = 
0.162, p < 0.05), supporting for H1-a and H1-b. User 
interface design, informativeness, personalization, and 
accessibility positive facilitate perceived usefulness (β = 

0.13, β = 0.105, β = 0.304, and β = 0.126, p < 0.05), 
supporting for H2-a, H2-b, H2-d, and H2-e. 

Interactivity and personalization positively manipulates 
perceived enjoyment (β = 0.481, and β = 0.109, p < 0.05), 
supporting for H3-c and H3-d. Personalization and 
accessibility are found to positively affect perceived sercurity 
(β = 0.248 and β = 0.194, p < 0.05), supporting for H4-d and 
H4-e.  

 
Table 3 The constructs validity 

 AVE MSV ASV RIa DEa IFa RACa PERa ACCa PEa PUa PJa PSa FLa 
RIa 0.927 0.403 0.128 0.963           
DEa 0.827 0.213 0.058 0.170 0.910          
IFa 0.942 0.205 0.046 0.189 0.042 0.971         
RACa 0.942 0.272 0.072 0.364 0.098 0.099 0.971        
PERa 0.940 0.205 0.113 0.405 0.281 0.453 0.347 0.970       
ACCa 0.979 0.124 0.034 0.063 0.352 0.051 0.154 0.177 0.989      
PEa 0.973 0.213 0.036 0.149 0.462 0.153 -0.018 0.136 0.130 0.986     
PUa 0.932 0.201 0.100 0.448 0.271 0.262 0.231 0.439 0.244 0.153 0.965    
PJa 0.899 0.272 0.107 0.466 0.068 0.163 0.522 0.299 0.094 0.011 0.385 0.948   
PSa 0.974 0.077 0.043 0.265 0.183 0.105 0.084 0.277 0.250 0.169 0.190 0.208 0.987  
FLa 0.841 0.403 0.123 0.635 0.103 0.279 0.302 0.396 0.082 0.118 0.384 0.511 0.250 0.917 

 
Table 4 The path analysis 

Hypotheses Relationship Path 
coefficient p-value Conclusion 

H1-a DE  PE 0.486 *** Supported 
H1-b IF  PE 0.162 *** Supported 
H1-c RAC  PE -0.061 0.179 Unsupported 
H1-d PER  PE -0.047 0.372 Unsupported 
H1-e ACC  PE -0.032 0.482 Unsupported 
H2-a DE  PU 0.13 0.005 Supported 
H2-b IF  PU 0.105 0.026 Supported 
H2-c RAC  PU 0.086 0.054 Unsupported 
H2-d PER  PU 0.304 *** Supported 
H2-e ACC  PU 0.126 0.005 Supported 
H3-a DE  PJ -0.012 0.797 Unsupported 
H3-b IF  PJ 0.069 0.134 Unsupported 
H3-c RAC  PJ 0.481 *** Supported 
H3-d PER  PJ 0.109 0.033 Supported 
H3-e ACC  PJ 0.000 0.996 Unsupported 
H4-a DE  PS 0.052 0.302 Unsupported 
H4-b IF  PS -0.015 0.765 Unsupported 
H4-c RAC  PS -0.034 0.484 Unsupported 
H4-d PER  PS 0.248 *** Supported 
H4-e ACC  PS 0.194 *** Supported 
H5-a PE  FL 0.064 0.125 Unsupported 
H5-b PE  RI 0.052 0.158 Unsupported 
H6-a PU  FL 0.203 *** Supported 
H6-b PU  RI 0.202 *** Supported 
H7-a PJ  FL 0.423 *** Supported 
H7-b PJ  RI 0.145 *** Supported 
H8-a PS  FL 0.122 0.004 Supported 
H8-b PS  RI 0.077 0.038 Supported 
H9 FL  RI 0.464 *** Supported 

 
The results indicated the relationship between user 

evaluation of a specific smart app and flow experience on 
users’ intention to re-browse it. Perceived usefulness, 
perceived enjoyment and perceived security are supported to 
significantly drive on both e-flow experience and re-browse 
behavior. Perceived usefulness poses its influences on e-flow 
experience at β = 0.203 (p < 0.05), supporting for H6-a, and 
β = 0.202 (p < 0.05), supporting for H6-b. On the other hand, 
perceived enjoyment positively associates with e-flow 

experience at a stronger level (β = 0.423, p < 0.05), 
supporting for H7-a than with re-browse intention (β = 0.145, 
p < 0.05), supporting for H7-b. Additionally, perceived 
security favorably influence on both e-flow experience and 
re-browse intention but at smaller levels (β = 0.122, and β = 
0.077, p < 0.05, respectively), supporting for H8-a and H8-b. 
 

 
Figure 2 Structural model testing results 

 
Finally, the results prove the positive link between e-

flow experience and re-browse intention (β = 0.464, p < 
0.05), supporting for H9. It is supported that perceived 
usefulness, perceived enjoyment, perceived security and 
flow experience play mediating roles in bridging the 
influence of smart app features and user re-browse intention. 

The results do not support a statistically significant 
relationship between: (1) interactivity, personalization, 
accessibility, and perceived ease of use; (2) interactivity and 
perceived usefulness; (3) user interface design, 
informativeness, accessibility, and perceived enjoyment; (4) 
user interface design, informativeness, interactivity, and 
perceived security; and (5) perceived ease of use, e-flow 
experience, and re-browsing intention.  
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The results reveal discrepancies when compared to the 
proposed hypotheses. None of the dimensions significantly 
influence users’ perceptions of ease of use, usefulness, 
enjoyment, or security, and none of the users’ perceptions 
facilitate e-flow experience or re-browsing intention. First, 
perceived ease of use is not affected by interactivity, 
personalization, or accessibility, which was different with 
[49], [50], and [51]. This suggests that Vietnamese users do 
not find a smart tourism app easier to use simply because they 
can communicate with others or access the app quickly. 
Additionally, high customization of an app does not improve 
users’ evaluations of ease of use. Second, perceived 
usefulness is not influenced by interactivity, meaning that the 
ability to interact with others within the app does not enhance 
its perceived usefulness, and was dissimilar with [54], and 
[55]. Third, perceived enjoyment is not driven by user 
interface design, informativeness, or accessibility, and was 
unlike with [58], and [61]. This indicates that Vietnamese 
users do not experience greater enjoyment simply because 
the app is well-designed, informative, or easily accessible. 
Fourth, perceived security is not determined by user interface 
design, informativeness, or interactivity, meaning that users' 
trust is not increased when the design is more polished, the 
information is more qualified, or the app allows for 
communication with other users. The findings were different 
with [67], [68], and [69]. Moreover, this study finds no 
support for a positive relationship between perceived ease of 
use and both e-flow experience and re-browsing intention. 
This results was constrast with Vahdat and colleagues (2021) 
[99] Chen and colleagues (2023) [100] when perceived ease 
of use was the strongest determinant of users' behaviors. It 
suggests that users' e-flow experiences are not enhanced, nor 
are their intentions to re-browse facilitated, by simply 
perceiving the app as easy to use, and the results were 
divergent with the study of [75]. Fig. 2 provides the result of 
path analysis. 
 
5 DISCUSSIONS AND IMPLICATIONS 
5.1 Theoretical and Methodological Implications 
  

There are several theoretical implications drawn from 
this study. First, the study provides empirical validity for the 
TAM model in the context of smart tourism apps among 
Vietnamese. The adaptation of the TAM helps develop a 
research model that illuminates the relationships among 
smart app features in terms of (1) user interface design, (2) 
informativeness, (3) accessibility, (4) interactivity, and (5) 
personalization and users perceptions in terms of (1) 
perceived ease of use, (2) perceived usefulness, (3) perceived 
enjoyment, and (4) perceived security and e-flow experience 
and re-browse intention. As the TAM model provides a 
conceptual framework to determine external variables that 
contribute to perceived ease of use and perceived usefulness, 
which will later facilitate users behaviors, the study indicates 
that smart app dimensions, together with perceived 
enjoyment and perceived security, play as external variables 
in the TAM model, while e-flow experience and re-browse 
intention play as behavioral intention in the model [96], [97], 
[98], [100]. The study provides statistical results supporting 
the extension of the TAM model by incorporating SST 
dimensions and customer perceptions as determinants of 

customer behavior [98, 100]. Additionally, the findings 
emphasize e-flow experience in predicting the re-browsing 
intention of young Vietnamese tourists toward a smart 
tourism app. Mininal previous studies have recognized the 
role of e-flow experience in understanding users’ behaviors 
in virtual environments. 

Second, this study provides an explanation of how the 
SST dimensions of a smart tourism app influence users' 
perceptions of ease of use, usefulness, enjoyment, and 
security. The statistical results find that perceived ease of use 
is directly influenced by user interface design and 
informativeness, and informativeness poses a more 
significant impact. The findings are compatible with the 
study of [19] supporting that interface design contributes to 
users perceived ease of use. This study reveals that perceived 
enjoyment is directly driven by interactivity and 
personalization, while perceived security is both driven by 
personalization and accessibility. The findings reflect the 
same pattern with [59]. In addition, the study also 
demonstrates that perceived usefulness is facilitated by user 
interface design, informativeness, personalization and 
accessibility. The results align with the study by [46], 
offering valuable insights for practitioners on how tourism 
apps should be designed to enhance user evaluations. 
Furthermore, it contributes to the literature on SSTs by 
conceptualizing them as a multi-dimensional construct 
consisting of five dimensions. 

Third, e-flow experience is positively sharpened by 
perceived usefulness, perceived enjoyment and perceived 
security. The findings are similar to the study in the same 
research context [78, 87, 99]. Since hedonism is regarded as 
the core value of a smart tourism app, perceived usefulness 
and enjoyment are found to be key factors driving users’ 
experience. Furthermore, in the context of virtual 
environment, perceived security is required as it assures the 
personal safety. Finally, the study specifies that re-browse 
intention is manipulated by perceived usefulness, perceived 
enjoyment, perceived security and e-flow experience. It is 
highlighted the role of users evaluation of a smart tourism 
app in terms of its usefulness, enjoyment, and security 
because they will both enhance users e-flow experience and 
encourage users’ re-browse intention [100]. Unlike previous 
studies in this vein, the study focuses on identifying the 
antecedents of re-browse intention rather than browsing 
intention. This is significant because the era of mobile 
applications is already determined by the development phase, 
whereas most users are familiar with smart apps. Thus, it is 
logical for scholars to continuously spend effort on post-
behavioral intentions for more intense and long-term 
strategies. Furthermore, this also helps explain why in this 
study, perceived ease-of-use does not pose significantly 
impact on users’ experience as well as re-browse intention. 

Methodically, the study employs quantitative research, 
and it is considered an appropriate research design to achieve 
its study’s objectives. Quantitative data is collected through 
a survey with structurally designed questionnaires and is 
statistically analyzed by SPSS and AMOS to qualify 
construct measurements and research hypotheses. The 
conclusions are drawn by statistical results at p-value < 0.05. 
All statistical results are confirmed with threshold values 
suggested by prominent scholars. The results are in line with 
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prior studies and reflect the theoretical relationship among 
proposed constructs. 
 
5.2 Managerial Implications 

 
There are several managerial implications highlighted 

from these study findings. For the first implication, it is once 
again affirmed the important role of a smart app design since 
its features play a significant foundation for enhancing users’ 
e-flow experience and re-browse intention. Because five 
dimensions of a smart tourism app are identified as 
determinants of users perceived ease of use, usefulness, 
enjoyment, and security, smart app operators and digital 
managers in Vietnam tourism are recommended to prioritize 
the quality of their smart app dimensions in terms of interface 
design, informativeness, interactivity, personalization, and 
accessibility. However, these features should be designed 
and prioritized based on users’ preferences, as the findings 
indicate that users’ process and experience based on smart 
app dimensions. With respect to the results, the study 
recommends some strategic designs for a smart tourism app 
to be highly experienced by users in the context of Vietnam 
e-tourism commerce channels. 

First, operators should simplify app design and enrich 
provided information because they will increase users’ 
perceived ease of use and usefulness. More importantly, 
informativeness plays a stronger impact as the explanation 
that the fundamental intention of a smart tourism app is to 
provide related tourism information and the quality of the 
information will definitely add value to the app performance. 
Thus, tourism experts have elucidated that online users prefer 
to find information in a single source rather than multiple 
ones, and thus an app should offer diversified related 
information. The poor information will deteriorate users’ 
processing and experiencing, which later will dim the re-
browse intention.  

Secondly, a smart app will be perceived as enjoyable if 
it offers a high level of interactivity as well as personalization 
among Vietnamese users. Interactivity allows users to 
interact with other parties, such as other users, app operators, 
or customer services. The two-way communication helps an 
app to be more enjoyable because users can exchange 
information and share what they have actually experienced. 
Since the core value of a tour is hedonism, and in turn, the 
interactivity is one way users can share that happiness with 
others. Subsequently, app operators nowadays consider 
interactivity a must-have feature rather than an optional one 
as before. Direct and open communication between tourism 
providers and users, as well as other users, may boost trust in 
online business transactions in the e-commerce process. 
Personalization also improves the perception of enjoyment 
since the customization of a smart app ensures the fitting with 
users. The high level of personalization in terms of contents 
and images will enhance the perceived enjoyment among 
users.  

Thirdly, the study indicated that personalization and 
accessibility enhanced users’ perceived security toward a 
smart tourism app. Unlike other previous studies, 
personalization is often negatively associated with perceived 
security as the reality that the higher degree of customization 
requires more revealed personal information. However, the 

study found the difference when personalization is favorably 
associated with users’ perceived security. It reflects the fact 
that the newly designed app is even customized but still 
guarantees users’ personal information. Regardless of 
tailored information provided for each individual, 
personalization is to enhance the user's experience but not to 
be used for other purposes. Fourthly, accessibility is another 
dimension that also increases the users’ perceptions of 
security. It is suggested that app operators improve the 
accessibility because the low accessibility will cause users 
suspicious and prevent them from continuing to sign up due 
to security concerns. 

For the second implication, the study accentuates the 
important role of users’ perceptions in deciding their 
behaviors directly and indirectly through e-flow experience. 
Perceived usefulness, perceived enjoyment, and perceived 
security remain critical factors in promoting e-flow 
experience and researching intention toward a smart tourism 
app among Vietnamese users. The study recommends app 
operators should focus on increasing users perceptions of 
usefulness, enjoyment and security as ways to improve e-
flow experience and encourage re-browsing intention. For 
strengthening perceived usefulness and enjoyment, this study 
also identifies app operators who put effort into 
personalization and interactivity dimensions when designing 
app features because two dimensions pose the most 
significant influences. 

For the third implication, digital managers should 
prioritize e-flow experience in measuring online channels 
since it reflects the total involvement of users experience 
when browsing and it will facilitate future behavioral 
intentions. Previous studies have demonstrated that e-flow 
experience will result in engaged behaviors such as 
citizenship behaviors, loyalty, and addiction, and in this 
study, re-browsing intention is found to be driven by e-flow 
experience. Re-browsing intention is an expected behavior 
that app operators put effort into promoting since it not only 
exhibits users’ satisfaction with prior browsing but also 
brings on promising benefits. Experts show that smart apps 
have already passed the adoption level among young users, 
and subsequently academics are required to focus more on 
rebrowsing post-adoption behaviors. This study recommends 
that in order to improve the users experience and encourage 
future behavior, tourism providers should implement smart 
tourism technologies, as the results state that users 
perceptions are influenced by smart app dimensions, and the 
findings also highlight that users perceptions will enhance e-
flow experience and facilitate re-browsing intention. 
 
5.3 Limitations and Future Research Directions 

 
Regardless of implications drawing from empirical 

findings, this study has also suffered from several limitations. 
The first limitation lies in the research model. Employing the 
extended TAM model, the study only considered smart app 
features, perceived enjoyment, and perceived security as 
external variables, while there were various other factors. In 
the same vein, research was determined at behavioral 
intention while others were excluded. Further studies can 
continue to take into consideration other factors that have not 
been researched in this study to provide a more 
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comprehensive picture about the relationships among related 
factors in this field. For example, exploring the relationship 
between e-flow experience, e-satisfaction, and e-word of 
mouth could provide valuable insights for developing more 
strategic app designs. The second limitation lies in the 
sampling method. This study employed the convenience 
sampling method to collect data. This non-probability 
method has its limitations. Future studies should improve the 
quality of data by employing methods that help reduce the 
weaknesses caused by this method. The last limitation lies in 
the sample. Although demographic information was 
collected, this study did not take into account the variance 
among demographic criteria. Future studies should consider 
the differences among online users because it is believed that 
digital behaviors are widely segmented. Future studies can 
compare the similarities and dissimilarities among groups to 
better highlight their behaviors in a virtual environment. For 
example, urban tourists may perceive the app differently 
from tourists in other regions of the country, or female 
tourists may experience e-flow differently than male tourists, 
leading to variations in re-browsing intentions. 
 
6 CONCLUSION 
 

This study demonstrates the significant impact of smart 
app dimensions, particularly personalization and 
interactivity, on young Vietnamese tourists' perceptions and 
re-browse intentions. By applying an extended TAM 
framework, the research highlights the importance of 
perceived enjoyment and security in fostering e-flow 
experiences. These findings offer valuable insights for app 
developers aiming to enhance user engagement and loyalty. 
Future research should explore diverse demographic groups, 
integrate additional app dimensions, and assess long-term 
behavioral outcomes to further validate and extend these 
findings. 
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Enhancing Inventory Simulation Models for Retail: Addressing Design Flaws Using Arena 
Software 

  
Daniel Lukito*, Andi Kusdiana, Fergyanto E. Gunawan, Rida Zuraida 

 
Abstract: This study aims to propose an improvement to the simulation model of inventory management system in retail stores developed in the reference paper. This paper 
analyses the process flow of the original simulation model and also conducted an interview with a retail store owner. This study uses the customer arrival and customer demand 
distribution patterns and most of other parameter data from the reference paper. Both the original and the enhanced models are optimized for the lowest demand lost. Arena 
simulation software was used to perform the simulations for both models. The results of both models were then compared. When analysing the original model a design flaw was 
found. In the event where a customer come and demand a quantity that is more than the current inventory level, the original model will only report a stockout without reordering 
the product. If this event happened while there is no undelivered order to refill the stock, then all the following demand would go to the same route. Hence, from there on, no order 
will be fulfilled. In the interview, the store owner also shares about a part of the original model which is not a common practice, such as not offering the remaining stock to the 
customer who needs more than the current inventory level. The new simulation model was then developed. This study addresses critical design flaws in an inventory simulation 
model for retail stores. By leveraging insights from field interviews and utilizing Arena software, an enhanced model was developed, achieving a 26 % reduction in lost customers 
and a 35 % improvement in demand fulfilment. The findings provide actionable insights for optimizing inventory management systems in retail environments.  
 
Keywords: arena simulation; improvement; inventory management; retail; simulation model 
 
 

 

1 INTRODUCTION 
 
Inventory management systems (IMS) are central to 

organizational success because they control flow and costs of 
inventory and customer reactions. When well implemented 
IMS should ensure minimum levels of stock out and over 
stocking while it timely delivers the products. Research 
shows that strong IMS practices result into improved 
financial performance and supply chain competitive 
advantage through reducing inventory related costs and 
decisions based on customer needs [1, 2]. In fact, it is 
established that organizations that incorporate these 
advanced inventory tools receive great benefits in terms of 
resource and profitability [3].  

The retail industry defines a huge number of companies 
and is considered one of the most promising and highly 
committed to the world market. The nature of the retail 
business varies because there are different product categories 
and distribution types, thus facing problems in the store when 
demand characteristics change and when the market 
constantly evolves [4]. Intense focus on retailing has been 
evident in the past few years and any organisation involved 
in the retail business requires effective IMS to manage the 
massive volumes of products and customer expectations. The 
emergence of this industry underscores the necessity to 
develop new methods for dealing with this industry’s 
inventory issues, with the aim of achieving performance 
stability in a constantly changing environment [5]. 

Another theme common to both IMS research and 
practice is the application of simulation methods to describe 
and predict the behaviours of systems and objects. By doing 
so, it is possible to bench test the changes with a number of 
realistic scenarios in inventory policies while avoiding the 
impact of the changes on actual business environment; thus 
providing ideas on the possible benefits – and drawbacks – 
of certain changes [6]. Simulation henceforth leads an 
important role as a decision support tool in inventory 
management. Simulation technologies are continually used 

to mitigate the unpredictability and variability in the demand 
of inventory management systems in retail stores, to perfectly 
optimize its stock levels and, in particular, to overcome 
threats of supply chain interruptions. Discrete event 
simulation (DES) has been frequently applied in analysing 
inventory processes with a focus on such issues as ordering 
policies and safety stock, which can be convenient for 
retailers if different demand patterns are considered [7]. In 
this way, all dynamic aspects of the system are reflected in 
DES, and knowing how it is possible to optimise inventory 
policies in order to decrease the frequency of stockouts and, 
at the same time, eliminate overstock conditions, the 
efficiency of the system is increased [8]. Moussavi et al. [9] 
show that discrete-event simulation can be used in managing 
uncertainty especially in demand and supply chain systems.  

A model cannot represent the real thing perfectly [10]. 
Inventory models should be expanded incrementally by 
including the concepts of sustainable and efficient and is 
typical of the tendency towards more intricate, data-based 
approaches [11]. When researchers develop simulation 
models to address these complexities, design flaws may arise 
due to oversimplifications or inadequate representation of 
real-world dynamics. For instance, many models fail to 
capture the interplay between multiple variables, such as 
pricing strategies, demand elasticity, and lead time 
variability, resulting in limited applicability to practical 
scenarios [12]. Furthermore, the lack of accurate or 
comprehensive data can lead to flawed assumptions, 
reducing the reliability of simulation outcomes [13]. In some 
cases, the models are not updated to reflect evolving market 
conditions or emerging technologies, which can render their 
recommendations obsolete [14]. 

Simulation models presented in academic literature have 
a vast implication in theoretical and management practice. 
Thus, they need to be verified and validated against the 
current customer behaviour. However, research on 
evaluating and improving a simulation model, especially in 
retail store’s inventory management system, is still scarce. 
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Therefore, the current study aims to build upon the 
simulation model of IMS outlined by [15] by pointing to its 
design flaw as well as areas of improvement. Consequently, 
this paper seeks to increase the understanding and 
improvement of the simulation model through enabling 
practical solutions that correspond to the research question: 
In what way can the simulation model be enhanced? It is 
believed that this endeavour will be of successful interest to 
the academia as well as the retail practitioners by offering 
fresh insights to existing gaps in literature. 
 
2 LITERATURE REVIEW 
2.1 Inventory Management System 

 
Inventory systems are a must to have in any business as 

they ensure appropriative stocking and storage, minimizing 
on over stocking, or running out of stock. With the help of 
digital technology, the visibility of supply chain is extended. 
It will also certainly help the company to track better and 
improve the time of delivery which of course leads to 
improved levels of customer satisfaction [16]. Concerning 
the realisation of the contemporary inventory systems, 
perhaps due to the boost in the methods of data processing in 
decision-making processes, inventory performance has 
improved in terms of precision and reaction time in supply 
chain networks [17]. In particular, a strategic management of 
inventory impacts cost control and subsequent customer 
satisfaction, which are elements critical to diverse industries. 

The ever-changing nature of markets has resulted to 
updates in the use of more appropriate technology of real-
time inventory and metrics. Examples include IoT connected 
inventories through which a business can easily gather fresh 
knowledge and modify its stock turnover frequency to meet 
the changing needs while at the same time reducing holding 
costs [18]. This innovation is most useful in organizations 
that have inconsistent demand characteristics including the 
retail and e-commerce businesses. 

Research indicates that the deployment of big data, 
coupled with predictive analytics and machine learning 
models, complements the traditional inventory management 
procedures that are actually a part of inventory management 
and increase the efficiency of demand forecasting of new 
inventory [19]. These models are useful where the ecosystem 
structure is larger, and the consumer wants could differ 
greatly.  

Fig. 1 was generated using VOSviewer based on a 
bibliometric data analysis on the keywords "inventory 
management system" within Scopus database. The search 
results in 368 documents. The colour yellow shows the more 
recent topics. Besides those related with new technology, the 
new emerging topics of interest within the scope of inventory 
management system include sustainability, reinforcement 
learning, and supply chain resilience. 

 
2.2 Inventory Management in Retail Stores 

 
There is always the emphasis to keep high variety of 

SKUs, fast turnover of inventory and store inventory location 
with the customer in mind. It is important to understand that 
retail is not like manufacturing or even the healthcare sectors, 
where promotions are rare, seasonality is not a key factor, and 

the use of physical stores along with online platforms is not 
a requirement [20]. These factors make the inventory systems 
require special solutions different from the ones used in other 
industries. 

 

 
Figure 1 Overlay visualization of keywords co-occurrence 

 
Another difference entails the aspect of quantity and 

quality of data they manage with regards to the velocities 
processed. Most retail inventory management depends on 
POS data and real-time consumer behaviour analysis so that 
correct restocking techniques are developed. For instance, 
some retailers such as the grocery stores may work hard to 
ensure that their perishable stocks are frequently replaced 
whereas other retail businesses such as the apparel retail 
stores have to focus on issues to do with high return rates and 
fashion trends [21]. Another example is different brand 
loyalty level depends on the product category of the brand 
being advertised. Where previously brand equity is very 
strong, current customer can easily seek substitute products 
for some brands. They would not want to spend time going 
to another shop in order to purchase what they regard as their 
own brand [22]. Such behaviour might lead to rising of the 
number of factors influencing the complexity of the 
inventory control policy. 

The emergence of omnichannel only serves to 
complicate retail inventory management even more at this 
stage. Physical and inventory management needs to be in 
harmony with the digital platform, that requires a strong 
infrastructure that supports same day updates and cross-
channel supply chain execution [23]. Such a high level of 
integration is not particularly essential in industries like 
manufacturing as inventory movements are comparatively 
more efficient and thus more easily predictable. 
 
2.3 Research on Simulation in Retail Inventory Management 

 
Inventory management simulation models are used 

substantially in retail to forecast the consequences of the 
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corresponding decisions. DES can model and predict 
different and unstable characteristics of retail operations such 
as demand and supply changes, and therefore DES especially 
discrete event simulation is capable of modelling retail 
operations accurately. These models come in handy because 
they help retailers to conduct experiments with actual and 
virtual operations, while not necessarily affecting actual 
retail stores business. 

In the recent past, the use of simulation in the handling 
of uncertainties has been a focus in many papers. For 
instance, stochastic models with DES can improve 
understanding of how to mitigate such risks as the demand 
shocks, or supply chain disruptions [24]. It is crucial to 
increase knowledge regarding technologies that facilitate 
overall business strategy [25]. This capability is especially 
useful for the retailers dealing with high variability in 
consumers’ behaviour.  

The literature also supports the importance of simulation 
for sustainable retail inventory management. Simulation-
based models can evaluate how different approaches toward 
reducing waste and optimizing energy consumption match 
company inventory policies with environmentally friendly 
objectives [26]. 
 
2.4 Simulation Software for Inventory Management 

 
Simulation software such as Arena, AnyLogic, and 

Simio are commonly used in inventory management research 
and practice. Arena, a leading software for DES, is lauded for 
its user-friendly interface and extensive library of functions, 
making it ideal for modelling complex retail environments 
[15]. However, it requires expertise for customization, which 
can be a limitation for small businesses. 

AnyLogic offers flexibility with its ability to combine 
DES, system dynamics, and agent-based modelling. This 
hybrid approach is beneficial for analysing interconnected 
systems, such as inventory and customer service [27]. 
However, its advanced features may lead to steeper learning 
curves and higher costs. 

Simio is noted for its graphical modelling interface, 
which simplifies the creation of simulations. While it is 
accessible for beginners, its limited scalability for large-scale 
models can be a drawback [28]. Each software has unique 
strengths, and the choice often depends on the complexity 
and specific requirements of the inventory system. 
Simulation software such as Arena, AnyLogic, and Simio are 
commonly used in inventory management research and 
practice. Arena, a leading software for DES, is lauded for its 
user-friendly interface and extensive library of functions, 
making it ideal for modelling complex retail environments 
[15]. However, it requires expertise for customization, which 
can be a limitation for small businesses. 

AnyLogic offers flexibility with its ability to combine 
DES, system dynamics, and agent-based modelling. This 
hybrid approach is beneficial for analysing interconnected 
systems, such as inventory and customer service [27]. 
However, its advanced features may lead to steeper learning 
curves and higher costs. 

Much recent research on inventory management 
discusses about simulating and modelling the use of 
technology in inventory management. Simulation models 

was developed to compare the use of RFID and barcode in 
manufactures [29].  Positioning technology in the packaging 
of agricultural products also uses passive ultra-high 
frequency RFID [30]. Neuroevolution Reinforcement 
Learning (NERL) framework is created to minimize total 
system cost in the context of Multi-Echelon Inventory 
Optimization with Delivery Options and Uncertain Discount 
(MEIO-DO-UD) [31]. A simulation model was developed 
for the use of Unmanned Aerial Vehicle (UAV). It simulates 
the energy consumption difference of UAV under different 
the flight conditions [32]. Model-based deep reinforcement 
learning is developed simulating the offline and online 
environment conditions to optimize inventory control of a 
new retail product where there the historical data is 
insufficient [33].   
 
2.5   Arena Simulation Software for Inventory Management 

 
DES employing the Arena has been widely used in 

inventory management research because of its accuracy and 
flexibility. The software allows order replenishment cycles 
and stock out to be effectively modelled, decision makers 
being able to assess situations in order to come up with better 
strategies [34]. 

The key strength of Arena is the capacity to model 
variation nature of demand and lead time usually encountered 
in retail environment. Therefore, Arena models can capture 
real-life random characteristics by integrating stochastic 
features [35]. This feature makes it a good tool for use by 
researchers who have an interest in inventory management 
with an intention of improving the strategies to be used. 

The last-mentioned focus on improving the usability of 
Arena through integration with machine learning algorithms 
with the possibility of a dynamic adjustment and the 
continuing improvement of simulation models [36]. These 
advancements take the application beyond merely an 
inventory tracking tool. 
 
3 METHODOLOGY 

 
The main objective of this study is to develop a better 

simulation model for inventory management in retail store. 
This study uses an existing simulation model reported in a 
literature as the base model [15]. The authors of the literature 
used as the reference studied on how the retail store responds 
to customers’ demand with regard to the level of inventory. 
It includes the procedures of fulfilling customers’ demand 
and the reorder or restock procedures.  

The product studied in the reference paper is sugar. Fig. 
2 represents the simulation model of inventory management 
system in the reference paper. It is drawn slightly differently 
from the one presented in the reference paper to avoid 
copyright issues. However, Fig. 2 shows the process flow of 
the simulation model exactly as it is in the reference paper.  
• The process starts with customer arrival to place an order 

(demand). In the arena simulation model, the distribution 
patterns form the reference paper were used. The 
distribution pattern for customer arrival is ‒0.001 + 
Gamma(0.697, 0.529) while the distribution pattern for 
customer demand is ‒0.001 + Expo(51.4).  These 
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distribution data are collected from the retail store being 
studied. 

• After the customer place an order, the sugar inventory 
was checked. If the stock is smaller than the demand, 
then the shopkeeper will report a stockout and end the 
process.  

• If the sugar stock is larger than the amount requested by 
the customer, then the transaction is completed.  

• After the transaction, the shopkeeper will check whether 
the remaining stock is lower than the reorder point.  

• If the remaining stock is higher than the reorder point, 
then the process ends.  

• However, if the remaining stock is lower than the reorder 
point, the shopkeeper will place an order to the 
wholesaler. After a certain lead time, the order arrives at 
the store and the shopkeeper updates the inventory level. 

 

 
Figure 2 The simulation model of the reference paper [15] 

 
The customer arrival pattern and demand pattern from 

the reference study are also used in this study. However, there 
are still some unknown data from the reference paper that 
make it impossible to re-create the exact results of the 
simulation model. For example, the initial value of inventory 
level and the delay time before reordering. This study is more 
concerned with simulation model improvement rather than 
the results. Therefore, showing an improvement in the 
inventory management system using the new proposed 
simulation model when compared to the reference model 
previously developed. 

This study was conducted following a few steps. First, 
the authors studied the simulation model in the reference 
paper. Second, the authors interviewed a retail store owner or 
shopkeeper regarding the inventory management system 
there. Third, the new simulation model was developed. 
Fourth, confirm the new model to the interviewee.  Fifth, 
develop both simulation models using Arena 16.20.03. Sixth, 
adjusted the parameter values to optimize each model. 
Seventh, compared the results. 
 
4 RESULTS AND DISCUSSIONS 

 
The Arena Simulation model was then developed. Fig. 3 

shows the Arena Simulation model for the original model 
from the reference paper. It represents the same workflow as 
the original model in Fig. 2. There are some data needed to 
be placed into the variables within the model.  Aside from the 
previously mentioned Customer arrival and demand patterns 
in the methodology section, the reorder point (288) and the 

reorder amount (667) also follow the reference paper. Both 
numbers come from the calculation of re-order point and 
economic order quantity (EOQ) performed by the authors 
that developed the original model in the reference paper. 
However, there are some data and information that are not 
mentioned in the reference article. For example, data such as 
the delay period from detecting the inventory level to reorder 
the stock and the initial values of the inventory level are 
unknown. Therefore, the simulation in this study cannot 
replicate the original model perfectly. 

The simulation is run for 30 replications. Each 
replication uses 365 days without warm up period. In the 
reference paper, it is mentioned that the store is open from 
08:00 to 20:00. Therefore, the number of hours per day in the 
simulation is set to 12. The delay for starting the reorder 
process was unknown from the reference article. In this 
study, it is set at a constant of 1 hour. The initial inventory 
level value was also previously unknown. The original model 
was developed to minimize the demand lost. Therefore, in 
this study, the authors tested the number manually until the 
demand lost is minimal. It is found that 50 is the initial value 
that creates the optimum result. 
 

 
Figure 3 Arena Simulation model for the original model 

 
The reference paper mentioned that the lead time 

(probability) for reorder delivery is 2 days (0.3), 3 days (0.5), 
and 5 days (0.2). Since it is not exactly a triangular 
distribution, in the Arena Simulation model, it is modelled as 
shown in Fig. 4. The entity passes through a probability 
choice first and then the lead time delay processes are placed 
according to the probability outcome. 

 

 
Figure 4 Reorder delivery lead time model in Arena Simulation 

 
The authors simulated the original model of the reference 

paper and found a design flaw. It is when the shopkeeper 
checks whether the shop has enough stock to fulfil 
customer’s demand and found out that the stock is not 
enough, the shopkeeper only report a stockout before ending 
the process. In the simulation model, the shopkeeper does not 
place an order to the wholesaler in the event of a stock out. It 
does not seem like a usual practice in a retail shop. In the 
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event of a stockout is reported and there is no previous order 
that is undelivered, the stock in the store will remain lacking. 
As the consequence, when the simulation software is run, the 
rest of customer demands will always go straight to stockout 
report, because the inventory is never replenished.  

 

 
Figure 5 Example when model is run with inventory level initial value = 0 
 
This design flaw will be directly observable when the 

initial value of the inventory level is set to zero. Fig. 5 shows 
the results when the simulation of the original model is run 
with the inventory level initial value is set to 0. It shows that 
from 1022 customers that come to the store (the left red 
circle), not one customer’s demand is fulfilled. All 1022 is 
reported as stockout (the middle red circle). However, the 
flaw might go unnoticed if there is always undelivered order 
when the stock put was reported within the time limit of the 
simulation. 

Before developing the new and enhanced model, the 
authors managed to interview a retail store owner. This 
person is a co-founder of "Toko 27" a retail shop in Semarang 
City. During the interview, when the authors explained the 
model used in the reference paper, the store owner gave 
important feedback. It is highly unusual for a store to not sell 
anything at all if the store does not have the requested 
amount. For example, if a customer came and wanted to buy 
5 kg of sugar while there were only 3 kg in stock, it was not 
likely that the customer would walk away emptyhandedly. 
The shopkeeper usually asks if the customer wants to 
purchase the remaining 3 kg or not. About 80 % of the time, 
the customer will purchase the remaining stock, instead of 
leaving the store with nothing.      

The new simulation model was developed taking the 
design flaw and offering the remaining stock into 
consideration. Fig. 6 shows the new simulation model. The 
changes made from the original model are as the following: 
• It addresses the need to reorder when stockout is reported 

(the second decision point  report stockout  places 
order).  

• It also addresses the process of offering the customer the 
remaining stock when the inventory level is not enough 
to fulfil the original demand (the third decision point).  

• In the case of the customer accepts the offer, the sales will 
be processed, and the inventory will be updated. In the 
case of the customer declines the offer, the shopkeeper 
will report a stockout and then make an order to the 
wholesaler. 

• Based on the interview, the simulation will have 80 % of 
the customers accept the offer. 

 

 
Figure 6 The new and improved simulation model 

 
Fig. 7 shows the Arena simulation model or the new and 

improved model in this study. It tells the same flow as the 
new model in Fig. 6. All of the parameter values used in the 
simulation variables of the new model are the same as the 
ones used in the original model, including the distribution 
patterns, initial value of inventory level, re-order point, re-
order amount, and time delays. The simulation was also run 
as much as 30 replications, each uses 365 days limit. 
 

 
Figure 7 Arena Simulation model of the new and improved model 

 
The next step is performing a comparison analysis. Tab, 

1 shows several results of the two models as 30 replications 
were run in the arena simulation. The complete statistical 
data are shown in Tab. 2. The study shows an improvement 
in the service level by 1.25 % from a 26 % lower number of 
lost customers. It means that the new model really can reduce 
the number of customers that go empty-handed. The potential 
loss of sales is also lower with the new model by 35 %. It is 
caused by the additional activities of offering the customer 
the remaining stock instead of just sending them away and 
look for the good in another store. The new inventory 
management model maximizes the revenue of the store and 
arguably reduce the level of customer dissatisfaction.  

 
Table 1 Results comparison of the two models 

Parameters Original 
Model New Model Improvement 

Service Level  0.9608   0.9728  1.25 % 
Lost Customer 39 29 26 % 
Lost Demand  2,908.00   1,898.00  35 % 
Total Number of Re-orders 79 74 6 % 
Total Inventory Cost (INR) 21,11,880.50  19,78,280.50  6.33 % 

 
Using the new model, the number of times which the 

store needs to re-order is also lowered by 6 %, thus reducing 
the annual ordering cost by INR 200 and unit cost by INR 
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1,33,400. Finally, the total inventory cost is also lower by 
6.33 % with the new model. The total inventory cost is 
calculated using the values from the reference paper. The 
authors of the reference paper use Indian Rupee (INR) to 
calculate cots and price. Ordering Cost (Co) = INR 40/order, 
Holding Cost (Cc) = INR 3/unit and the Unit Cost (Cu) = INR 
40.  

The Total Annual Inventory cost is calculated using the 
formula ((D/Q)·Co + (Q/2)·Cc + D·Cu) where D represent 
Demand and Q represent Volume per order (667). (D/Q) is 
the same as the total numbers of reorders that is shown in 

Tab. 1. The overall results provide evidence that the new 
simulation model contributes to raising the inventory 
management performance. The overall saving from lower 
cost of inventory is INR 1,33,600. Additionally, the customer 
satisfaction will increase due to the increase in service level 
and lower number of customers that leave the store empty 
handedly. An increase of satisfaction might deliver a positive 
effect to future sales from an increase of customer loyalty and 
providing word of mouth referral which will attract new 
customers. 

 
Table 2 Statistical Data from 30 Replications of Model Simulation using ARENA Software 

Repli-cation No. 

Count Customer Arrival Count Customer Lost Count Reorder Lost Demand 

Original 
Model 

Enhanced 
Model 

Original 
Model 

Enhanced Model 
Original 
Model 

Enhanced 
Model 

Original 
Model 

Enhanced 
Model 

No 
Stock 
Lost 

Refuse buy 
Remaining 

Stock 
Total 

1 919 968 12 19 0 19 77 68 1,136.92 1,483.48 
2 960 982 36 39 1 40 79 75 2,562.31 2,734.54 
3 1,015 950 32 24 1 25 82 64 2,903.82 1,675.61 
4 977 952 36 31 2 33 71 64 2,440.21 1,820.33 
5 972 964 19 27 1 28 72 68 1,482.70 1,705.35 
6 941 926 30 37 1 38 70 61 1,853.57 1,728.58 
7 1,004 1058 52 26 3 29 79 72 4,719.74 1,922.73 
8 1,018 953 40 12 3 15 99 75 3,202.61 2,151.68 
9 976 970 40 7 2 9 76 68 2,344.18 857.91 
10 967 993 41 37 1 38 91 88 3,181.99 3,150.06 
11 991 992 39 43 0 43 82 81 2,936.73 2,678.73 
12 1,008 959 46 28 1 29 76 65 3,595.02 1,835.42 
13 1,034 994 55 19 0 19 77 79 4,196.38 1,345.74 
14 1,034 1073 46 46 1 47 90 84 3,715.95 2,857.12 
15 1,055 1000 30 42 1 43 76 92 2,086.42 2,377.52 
16 1,048 1066 54 29 1 30 84 79 3,637.29 2,176.20 
17 993 1014 33 14 3 17 81 74 2,889.05 1,281.14 
18 1,011 1025 37 27 1 28 80 79 2,748.64 1,822.82 
19 993 1020 45 25 0 25 74 72 3,921.50 2,335.41 
20 985 1043 39 28 2 30 77 86 3,174.85 1,799.37 
21 967 977 34 28 0 28 88 73 2,733.42 1,699.38 
22 1,007 969 47 32 0 32 82 80 3,403.68 1,682.52 
23 1,006 976 38 28 0 28 80 77 2,915.09 1,589.50 
24 968 1058 50 24 5 29 73 72 3,956.55 2,422.75 
25 934 928 32 24 0 24 66 58 2,458.79 1,287.10 
26 1,131 1053 55 26 0 26 82 83 3,758.67 1,295.62 
27 954 987 58 27 2 29 73 66 3,798.90 2,669.33 
28 1,036 983 27 20 0 20 81 83 1,795.27 1,425.24 
29 930 960 43 24 2 26 75 65 2,634.04 1,208.69 
30 986 967 21 27 2 29 76 68 1,066.61 1,910.58 

Rounded Average 994 992 39 27 1 29 79 74 2,908.00 1,898.00 
 

While the results of the new model for retail store 
inventory management system seem promising, the study is 
limited to a single dataset. The original research studied a 
grocery type retail stores and this study uses the data from the 
original research. The inventory management system model 
might be different for other types of retail shops. For 
example, it is quite rare for a customer to purchase more than 
one microwave in an electronic retail store. In a beauty retail 
shop, it is also rare that a customer purchase more than one 
lipstick of the same colour. Besides, in a beauty retail shop, 
it is easier for the seller to persuade the customer to pick 
another colour of lipstick the requested colour is not 
available. Retail stores that sell musical instruments, sport 
related products, or even pet shops have their own specific 

activities that might need a different approach in designing 
their inventory management system.   

However, with the critical points are offering the 
remaining stock and not overlooking the moments to 
replenish the stock, there are also some types of retail stores 
that operate similarly with grocery stores. For example, PET 
food and sand for cat litters in a pet supplies store, raw 
materials in restaurants or cafes, office furniture retail stores, 
and many more. These types of stores will benefit from using 
the new model developed in this study. 

The model in this study still has some weaknesses. First, 
Arena simulation software assumes the customer arrival and 
demand patterns as a continuous distribution pattern, while 
in the reality they are not. People do not visit a grocery store 
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and ask for 0.36 kg of sugar like they do not ask for 1.22 Liter 
of cooking oil. Second, for many types of goods, the 
distributor set a minimum order or sell the good in a package 
with a certain quantity. For example, a box of 12 packs of 1 
kg of sugar. In this case, the reorder can only be made in 
multiples of 12 kg. Third, it is also unusual for a retail shop 
to order instantly whenever the stock is lower than the re-
order amount. Unless the supplier can deliver quickly or 
urgently required, it make more sense if the order to supplier 
is made daily after closing the store. Due to these weaknesses 
and maybe many more, although the simulation results can 
offer a valuable insight for decision making in inventory 
management, the store manager’s intuitions might also have 
an important role in inventory management, especially in a 
non-normal condition of the market.  
 
5 CONCLUSIONS 

 
This study enhances an inventory simulation model for 

retail stores, addressing a significant design flaw that 
hindered efficient stock replenishment. The improved model 
reduces lost customers by 26% and lost demand by 35%, 
demonstrating significant efficiency gains. These findings 
underscore the importance of iterative model improvements 
and highlight the value of simulation tools like Arena in 
addressing real-world challenges. This study also contributes 
to the literature by showing the need to review the models 
presented in published articles and to continuously improve 
the existing model. 

The authors of this study acknowledge that the original 
inventory management model for retail stores developed by 
the authors of the article referred to has already contributed a 
lot in improving the existing system in the retail store being 
studied. Therefore, the improvement of the financial 
performance of the inventory management system from the 
new model may seems too little. However, the common 
goods in retail stores usually have a low profit margin. 
Having the annual inventory cost cut by 6.33% is quite 
significant for the retail store profitability. Therefore, the new 
model is beneficial for the inventory management 
practitioners.  

The inventory management system in one company is 
most likely different from another. Business and 
management practitioners can always try to improve the 
existing model to get more desired results for a certain 
company. Future research should explore the model's 
application to diverse retail contexts, integrate additional 
factors such as customer behaviour and seasonal trends, and 
leverage advanced simulation technologies to further 
enhance inventory systems. 
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Porosity Assessment of Melt Electrospun PLA 

Emilija Zdraveva 

Abstract: Melt electrospun materials are by far less explored than solution based ones, due to the challenges that come from both temperature and electrical voltage 
simultaneously. Within this respect, the fibers produced by melt electrospinning are much thicker than 1 micron. This paper focuses on the design of polylactic acid (PLA) 
microfilament materials melt spun on Spraybase, with previously generated 2D models in three different geometries. The PLA materials have difference in terms of filament 
densities (distance between the filaments of 0.5, 1 and 2 mm) and filament positions (vertical, vertical/horizontal, diagonal or at the angle less than 90°). The porosity of the 
materials is determined using microscope images of the samples and by analyzing their pore sizes and total void volume in ImageJ. The porosity is an important parameter that 
affects the thermal comfort evaluation of materials and it is dependent upon their e.g. thickness, filament diameter, filament distribution or geometry and pore sizes. 

Keywords: electrospun; melt; microfilaments; PLA; porosity; 2D models 

1 INTRODUCTION 
1.1 Melt Electrospinning Direct Writing 

Melt electrospinning is the process of microfibers (up to 
500 microns) formation with the aid of high voltage power 
supply that stretches a polymer melt. The production of 
nanofibers via melt electrospinning is more challenging than 
in solution electrospinning due to the absence of a solvent 
that suppresses the bending instabilities and jet thinning [1]. 
However fine fibers can be formed with careful control of the 
temperature that is the viscosity and solidification of the 
filaments, the electrical field, as well as by the increase of the 
electrical conductivity through targeted additives [2, 3]. The 
polymer parameters that will also affect the final fiber 
diameter are not to be omitted. These include: 1) electrical 
conductivity, 2) molecular weight, 3) tacticity and 4) 
extensional viscosity [4]. As reported, electrical conductivity 
is the dominant factor that affects the jet stability that is, a 
semi-conductive polymer will be ideal for a stable jet 
formation. Jet instability is present when electrospinning 
highly conducting materials or the jet can’t be initiated due 
to low stretching forces in case of insulating materials [4, 5]. 
Stronger stretching forces were generated due to the 
increased jet electrical charges when sodium oleate was 
added to the polymer melt [6]. The jet stability also depends 
upon the polymer molecular weight which is related to its 
viscosity, modulus and tensile strength. Lower molecular 
weight will also result in thinner fibers [4, 7]. It is also 
suggested that more oriented molecular structure that is 
higher tacticity polymer melts will produce finer fibers [4, 8]. 
The polymer melt extensional viscosity is directly related to 
the device set temperature or the polymer melting point. In 
the usual non-isothermal electrospinning conditions the fiber 
diameter is restricted of further thinning when the jet flies far 
away from the spinneret and solidifies due to temperature 
gradual reduction [9].        

The need to control the electrospun structure has 
emerged a process that combines melt electrospinning and 
3D printing. Melt electrospinning direct writing is the 
process where the melt polymer jet is deposited through an 
automated translating collection system in order to form 

highly organized fibrous architecture. These polymer melt 
jets are drawn into continuous lines according to previously 
designed geometry and can be laid in the third direction to 
form a 3D structure [10]. It was reported that the excellent 
control of the microfibers layout and interspacing can result 
in the production of aligned, crimped and random fibrous 
materials as well. Initially the application field was 
biomedicine for the development of 3D tissue scaffolds [11], 
but these materials have huge potential due to the controlled 
porosity and fibers/pores sizes.  

In this study melt electrospun materials with three 
different target geometries were prepared through direct 
writing electrospinning. The same were evaluated in terms of 
total porosity and pore size as the dominant factors that will 
affect i.e. materials thermally insulating performance or in 
case of chemically protective clothing where the 
breathability is directly related to the wearer comfort.   

2 EXPERIMENTAL PART 
2.1 Materials and Methods 

The polymer used to produce the melt electrospun 
materials was polylactic acid (PLA), Luminy L175 with 
density of 1.24 g/cm3, purchased from Total Corbion. The 
electrospun materials were produced on a melt-
electrospinning direct writing device Spraybase, Avectas 
Ltd., Ireland.  

The processing parameters were as follows: 1) electrical 
voltage of 11 kV, 2) temperature of 200 °C, 3) head nozzle 
to collector distance of 1.2 cm and 4) air pressure of 11 bars. 
Three groups of materials were produced depending on the 
filament density and filament position. In the first group, the 
filaments were positioned vertically with several 
perpendicular reinforcements, in the second group the 
filaments were positioned vertically and horizontally at the 
angle of 90º, while in group three there were additional 
positions at an angle smaller than 90º, Fig. 1. The filament 
density concerns the distance among each filament and it was 
set to 0.5, 1 and 2 mm, except for group three where materials 
with only 1 and 2 mm filaments distances were produced. 
Prior melt-electrospinning, 2D models representing the three 
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groups of materials’ geometry were designed using the 
device software, SEL generator. 

 

 
a) 

 
b) 

 
c) 

Figure 1 2D models of the melt electrospun materials: a) group 1, b) group 2 and 
c) group 3. 

 

 
a) 

 
b) 

 
c) 

Figure 2 Threshold adjusting of the material’s optical image: a) 8-bit image, b) 
threshold adjusting and c) marked pores to be measured; Sample group 1, filament 

density of 0.5 mm. 
 

2.2 Evaluation of Melt Electrospun Materials’ Porosity 
 

Melt electrospun materials’ porosity was evaluated in 
ImageJ software by analyzing their images taken with 
DinoLite optical microscopy. The procedure to evaluate the 
porosity includes several steps: 1) 8-bit image selection, 2) 
image scale setting, 3) threshold adjustment – red pores 
setting, 4) cutting off pores connections or filling holes if any, 
5) analyze particles, 6) automatic mean pore area 
measurement and porosity calculation by using the total 
pores area and the total image area. The samples were 
analyzed in triplicates. Fig. 2 shows the threshold setting of 
one of the samples taken images. 

 
3 RESULTS AND DISCUSSION  
 

Fig. 3 shows the optical images of the three groups of 
electrospun materials. Generally, all samples have curly 
filaments or are forming continuous loops despite the straight 
lines of the 2D models. This suggests that during 
electrospinning the combination of the two dominant 
parameters that is the high temperature and the high electrical 
voltage resulted in the melt jet instability, thus the formation 
of the loops. The regular position (in straight lines) of the 
looped filaments is easily detected in the samples of group 1 
and 2, that is samples with the filament density of 1 and 2 
mm, Figs. 3a2, 3a3, 3b2 and 3b3, as well as of 0.5 mm, but 
only in case of group 2, Fig. 3b1. The regularity of the 
filament positioning is greater vertically than in the 
perpendicular direction, where certain deformations of the 
loops can be observed. Figs. 3b3, 3a1, 3c1 and 3c2, show 
almost random positioning of the microfilaments, which 
suggests that the lowest filament density of 0.5 mm, Fig. 3a1, 
as well as the diagonal positioning of the filaments, Fig. 3c1 
and c2, affect their overlaying and loop extensions or 
deformations.  

Fig. 4 shows the total porosity vs. mean pore area of the 
melt electrospun materials. The given results are in 
accordance with the images of the samples in Fig. 3. The total 
calculated porosity of the electrospun materials in group 1 is 
increasing with the increase of the filament density. This is 
expected as the increasing distance between the filaments 
increases the void volume thus, materials’ total pore area. 
The significant increase (the max observed as well) of the 
total electrospun materials porosity is evident in case of 
sample 3 - group 1, that is of (64 ± 3) %. This material has 
the highest pore area of (394 ± 57) µm2 of all groups as well. 
The same increasing trend for both porosity and pore area is 
present in group 2 and 3 with the increase of the two 
parameters for 22 % (118 µm2) and 17 % (55 µm2), 
respectively.  

When comparing the three groups of materials an 
opposite trend can be seen thus the increasing filament 
density reduces the porosity/pore area and it is most 
significant again in case of the 2 mm density. This is due to 
the deposition of the filaments on top of each other in case of 
group 2 and 3 when the same are laid perpendicularly and 
diagonally which eventually results in the closure of surface 
pores. 



Emilija Zdraveva: Porosity Assessment of Melt Electrospun PLA 

TEHNIČKI GLASNIK 19, 2(2025), 293-296                                                                                                                                                                                                               295 

     
                                                                              a1)                                                         a2)                                                       a3) 

     
                                                                              b1)                                                         b2)                                                       b3) 

   
                                                                                                            c1)                                                        c2) 

Figure 3 Optical microscopy images of the three groups of samples: a1) group 1 – 0.5 mm, a2) group 1 – 1 mm, a3), group 1 – 2 mm, b1) group 2 – 0.5 mm, b2) group 2 – 1 
mm, b3), group 2 – 2 mm, c1) group 3 – 1 mm and c2) group 3 – 2 mm. 

 

 
Figure 4 Total porosity vs. mean pore area of the melt electrospun materials. 

 
4 CONCLUSION  
 

In this paper, three groups of materials were prepared via 
melt electrospinning direct writing having differences in their 
structure in terms of filament density (filament distances of 
0.5, 1 and 2 mm) and position (horizontal, horizontal/vertical 
and horizontal/vertical/diagonal). The materials’ total 
porosity and mean pore area were evaluated using ImageJ 
and their optical microscopy images. It was revealed that the 
higher the filament density was, the greater the total porosity 
and mean pore area were observed. Significant increase of 
these parameters was present in case of the samples of all 
groups with the filament distances of 2 mm, which is due to 
the greater void area formed during melt electrospinning. The 

deposition of the second and third layer in case of the 
materials of group 2 and 3 resulted in the reduction of the two 
parameters with the less significant effect in case of the 1 mm 
filament density. By optimizing the porous structure, one can 
design i.e. breathable and thermally protective clothing.    
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Advancing Image Forensic: Detecting Facial Manipulations via Meso_KNN 
 

Hazem Issa, Bayan Zarnahji*  
 
Abstract: Advancements in the fields of computer vision and deep learning have enabled the creation of highly realistic images, especially in generating human faces with an 
unprecedented level of realism. However, the misuse of these capabilities, such as in creating malicious content, has made image manipulation one of the most significant 
challenges in our daily lives. Therefore, it has become essential to develop innovative methodologies to distinguish between genuine and computer-generated multimedia, which 
continuously improves in terms of quality and realism. As a result, an effective model has been developed using deep learning techniques, relying on the deep neural network 
known as Meso Net and the K-nearest neighbors algorithm. This model, referred to as Meso_KNN, is presented in this paper. What distinguishes this model is its focus on 
important features in facial images that represent vital characteristics of facial manipulation. Additionally, it harnesses the capabilities of K-nearest neighbors for classification, 
achieving outstanding efficiency in detecting various types of facial manipulation. The model has been tested on a diverse set of facial images collected in the HFF dataset and 
has achieved an accuracy rate of up to 100 %. It stands as one of the current leading results in this field. 
 
Keywords: deep learning; face image manipulation; machine learning; Meso Net 
 
 
1 INTRODUCTION  
 

Since the advent of digital visual media, there has always 
been a need to manipulate them for various purposes. 
Initially, manipulating media required expertise and 
consumed a significant amount of time and effort. With the 
advancement in computer technology and image processing 
software, modifying images, especially faces, has become 
much easier, enabling manipulations that were not possible 
in the past. Nowadays, anyone can create a face that looks 
realistic but is not from the real world, even without any prior 
experience in this field, thanks to the advancements in deep 
learning techniques and their capacity to produce high-
resolution images using different versions of Variational 
AutoEncoders (VAEs) [1] and Generative Adversarial 
Networks (GAN) [2]. Despite being used in various 
applications such as gaming and filmmaking, their use in 
fabricating fake news, spreading it, and manipulating public 
opinion has become a tangible and significant threat to media 
information integrity. This could lead to harmful 
consequences. Deepfake, known for its ability to create and 
manipulate facial appearance (features, identity, and 
expressions) through deep methods, can be classified into the 
following 4 categories: 1) Entire Face Synthesis; 2) Identity 
Swap; 3) Expression Swap; 4) Attribute Manipulation [3]. 
The different manipulations of Deepfake present varying 
levels of risk. Entire Face Synthesis creates high-quality fake 
images of entirely imaginary individuals [4]. Identity swap 
involves replacing one person's face with another's; both 
techniques have the ability to change crucial personal 
information [5]. Manipulating facial features involves editing 
aspects like hair and skin colour, gender, age, and 
accessories, translating from image to image. Expression 
swap refers to creating images with specific facial 
expressions or replacing one person's facial expressions with 
another person's [6]. Techniques like identity swap replace 
the face of one person with another's, making actors appear 
in videos they never participated in; the face is replaced by 
exploiting comprehensive and adaptive facial information, 
with FaceSwap being one of the most famous applications. 
Some methods focus on whole-face synthesis, like PGGAN 

[7] and StyleGAN [8], aiming to produce and control highly 
detailed images up to 1024 × 1024, making it challenging to 
distinguish between real and fake. Expression Swap 
techniques propose generative models to create fake facial 
images without leaving any tangible traces, such as Glow [9] 
and GANination [10], using the effect of realistic images. 
Face2Face, relying on computer graphics (CG), animates 
facial expressions for the target video with facial expressions 
from the source face [11]. As for manipulating facial features 
based on GAN, applications like StarGAN [12] and AttGAN 
[13] can enhance feature editing. As shown in Fig. 1, in some 
examples of facial images, any user can now produce realistic 
synthetic faces that are challenging for humans to evaluate as 
real or fake. The impact that intentionally altered and 
maliciously used facial images have on people has made 
facial image manipulation detection an important problem in 
the field of Image Forensics.  
 

 
Figure 1 Example faces HFFD: Real images/frames from a) FaceForensics, 

b) CelebA, and c) CelebA-HQ datasets; Fake images generated by d) Face2Face, 
e) StarGAN, f) Glow, g) PGGAN and h) StyleGAN, respectively. 

 
The purpose of this paper is to design an effective 

methodology for detecting various facial image manipulation 
techniques based on the Meso Net neural network and the 
K_nearest_neighbours’ algorithm (Meso_KNN).  

The Meso-4 model is an integrated model based on deep 
neural networks that perform well in classifying facial 
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images to detect facial manipulation [14]. Its main feature is 
the extraction of essential facial features for manipulation 
without any human intervention. It has a simple structure and 
is scalable and modifiable. The Meso model involves input 
layers, hidden layers, and an output layer. It is combined with 
K_nearest_neighbors in the output layer to improve 
classification accuracy. KNN is a fast and easy-to-use 
algorithm used for binary and multiclass classification and is 
usually employed to enhance system performance. Thus, the 
proposed hybrid model, Meso_KNN, consists of the Meso 
model and the KNN classifier connected in the Meso model's 
output layer. The following is a summary of the proposed 
model's contributions: 
1) Proposing a composite model like Meso_KNN for 

detecting various facial image manipulation techniques 
based on Meso Net and the KNN classifier. 

2) Achieving good results using the KNN classifier. 
3) Comparing the results with other classification models 

on the same dataset, demonstrating that the final model 
performs highly in accuracy. 
 
The paper's remaining sections are arranged as follows: 

presents related studies in Section 2, introduces the 
Meso_KNN model in Section 3, in Section 4 provides 
experimental results, conclusions, and future work in Section 
5. 

 
2    RELATED WORKS 
 

Previous studies in the field of face manipulation 
detection have varied in their approaches, ranging from 
traditional techniques to modern artificial intelligence-based 
methods. These methods include the analysis of digital 
images and the use of neural networks to achieve more 
precise discrimination between real and manipulated images. 
In this paragraph, we will discuss some studies focusing on 
the techniques employed in face manipulation detection. 
Neural networks have been widely used to detect DeepFake 
manipulations. Li et al. (2020) utilised X-rays to identify the 
boundaries of manipulated faces; however, this method 
struggled to detect random noise and showed decreased 
performance with low-resolution images [15]. Dang et al. 
(2020) worked on identifying manipulated facial regions by 
estimating the attention map of the image [16]. They 
successfully detected visual manipulations; however, 
estimating the attention map in an unsupervised manner 
posed challenges. Models based on trainable convolutional 
neural networks (CNN) have demonstrated their ability to 
classify and recognise images, differentiating between 
manipulated and real images [17]. Transfer learning 
techniques from deep models like ResNet50 and VGG16 
were integrated with CNN to enhance the model's 
performance [18]. In order to extract features related to 
manipulation, Afchar et al. (2018) built a model named Meso 
Net that included convolutional layer components that were 
optimised [14]. This model was characterised by its 
flexibility, allowing it to be modified and integrated with 
other networks. Guarnera et al. (2020) utilised the 
Expectation-Maximization (EM) algorithm to extract local 
features representing manipulated image effects [19]. SVM, 
LDA, and KNN were among the basic classifiers that 

effectively classified these features. These studies mainly 
focused on the development of models and their ability to 
utilise a diverse set of images for training and improving the 
model's performance. Therefore, we present the Meso_KNN 
approach, based on Meso Net and the KNN algorithm, to 
improve the performance of detecting different face 
manipulation techniques under a variety of complex and 
varied conditions, since the most successful methods heavily 
rely on CNN models. 

 
3 PROPOSED APPROACH 

 
Our methodology for detecting various face 

manipulation techniques involves analysing data based on 
the Meso Net and Meso_KNN models. 

 
3.1 Meso Net Framework 
 

Techniques that rely on analysing data at the micro, 
meso, and macroscopic levels are vital tools in the process of 
detecting facial manipulation. These techniques allow 
researchers to examine minute aspects and structural changes 
that can occur at the cellular and tissue levels. Microscopic-
level analysis is used to study subtle changes on the skin 
surface and cells, focusing on pixel-level details to identify 
any alterations, while analysis at the Macroscopic-level is 
used to explore the biological and molecular details of facial 
structure manipulations. On the other hand, mesoscopic-level 
analysis combines the ability to detect fine changes and 
structural analysis simultaneously. It can identify 
manipulations that occur at both cellular and molecular levels 
accurately and comprehensively. The Meso-4 model is an 
efficient and integrated deep learning (DL) model designed 
for detecting face video forgeries. It was proposed in 2018, 
and the term "Meso" refers to the mesoscopic level of 
analysis, meaning it operates at an intermediate level for 
feature extraction between pixel-level and high-level 
semantic analysis. The goal of using Meso Net is to 
efficiently detect manipulation, making it suitable for real-
time applications and scenarios that require processing large 
amounts of data using relatively few layers and parameters 
for high model performance. Meso Net consists of four 
consecutive convolutional layers, each followed by a Max 
Pooling layer and a batch normalization layer, this is 
followed by two fully connected layers [14]. Each 
convolutional layer extracts features, also known as feature 
maps. These feature maps are utilised for pixel value 
prediction as follows in Eq. (1): 
 

, 1( ),n
i i i j iiy x w b

=
= ∗ +∑                                                    (1)   

 
where bi represents the bias term for the jth convolution 
kernel, yi represents the feature map output by the 
convolutional layer, and xi ⁎ wi, j represents the convolution 
between the ith channel of the input image x and the ith 
channel of the jth convolution kernel in the convolution 
operation. The feature maps are then passed through the 
ReLU activation function, as given in Eq. (2): 
 

( ) max( , 0).r y y=                                                                (2) 
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Where it changes the negative pixel values in the feature 
maps to zero, providing linear activation for neurons, neurons 
are not activated simultaneously. In order to extract 
maximum values from the feature map for critical data 
feature analysis, the corrected feature maps are also passed 
through a Max Pooling layer. Finally, a Batch Normalisation 
layer is employed to speed up convergence and lessen 
network overfitting.  

At last, the learned features are forwarded to the 
classification unit, consisting of two fully connected layers. 
In the first layer, the linking between deep features is learned, 
containing 16 neural cells and a dropout layer to reduce 
sample dropout and enhance network robustness. In this 
study, we developed the Meso Net model, adding a Leaky 
ReLU layer [20] after the first fully connected layer. It is used 
in model training to speed up the training process, being 
efficient, and safeguarding the system from dying out due to 
the ReLU problem given in Eq. (3) below: 
 

( ) 1( 0)( ) 1( 0)( ).r y y y y yα= < + ≥                                        (3) 
 
Where α is a relatively small constant. The last fully 
connected layer's neurons contain an activation function that 
activates the required neural cells; the softmax activation 
function, which is used in multi-class output layer 
classification problems [21], was used in this research, as 
given in Eq. (4) below: 
 

1

.
zi

n zj
j

eP
e

=

=
∑

                                                                    (4) 

 
Where ezi is the exponential function to measure the input ray, 
ezj is the exponential function to measure the output ray, and 
P is the probability value. The output of the FC layer is 
responsible for predicting the final classification, where the 
output is [1 × 1 × N], where N indicates the number of 
categories. In the iterative training process, the error function 
is employed to minimize the loss between the true labels of 
the data and the network output during the training stage to 
make them converge. Categorical cross-entropy loss, which 
is a standard cost function for classification problems, aiming 
to reduce the gap between the expected and actual 
distribution to increase accuracy, is selected as the primary 
cost function in this study [22]. Meso adjusts the weights 
repeatedly to achieve the best results, as given in Eq. (5): 
 

1 log( ).n
i iiE y P

=
= − ∗∑                                                       (5) 

 
Where yi represents the actual distribution for sample i, Pi 
represents the expected distribution given by the model for 
sample i and E represents the loss function. In binary 
classification P = 2, this indicates a real face image and a 
manipulated face image, respectively. In multi-class 
classification, P denotes the number of classes that better 
align with each type of image manipulation, with each class 
representing a method of face manipulation. 

Given that the fully connected layer has all its neurons 
connected, passing input values and their weights is 

necessary for model training and classification. Training 
occurs through an iterative process involving forward passes 
of fed data and backpropagation. We randomly initialize the 
parameters of convolutional layers, then update the 
convolutional filters' weights and fully connected layers at 
each iteration of backpropagation. In this research, we 
employed Adaptive moment estimation (Adam) optimizer 
[23] to improve this loss value. Adam is a dynamic learning 
rate optimization technique that incorporates both scaling 
and momentum. It proves to be efficient and less memory 
demanding when dealing with intricate tasks involving 
extensive data or parameters. The formula for updating 
weights in Adam, represented as wt for parameter w at time 
step t, as given in Eq. (6): 
 

1 .t
t t

t

m̂
w w

v̂
η−= −

+∈
                                                  (6) 

 
Where tm̂ represents the first moment average of gradients at 
step t, tv̂  represents the second moment average of squared 
gradients (uncentered variance), ∈  represents a small 
constant to avoid division by zero and numerical issues, and 
𝜂𝜂 is the step size for optimizing the cross-entropy loss value. 
 
3.2 Meso_KNN Framework 
 

Illustrated in Fig. 2, the Meso_KNN framework 
primarily comprises two primary parts: the Meso part and the 
KNN part. The details of each of these parts are explained 
below: 

 
3.2.1 Meso Net 
 

The Meso part as illustrated in Fig. 2 is the main 
component of the model. Its primary objective is to extract 
crucial features from the dataset. With the same components 
mentioned earlier, except for isolating the last layer after the 
weights have been tuned for layers and replacing it with a 
KNN classifier for classification.  
 
3.2.2 k-Nearest Neighbors’ Algorithm 
 
 It is a simple and effective algorithm in machine 
learning, primarily used for classification problems. This 
algorithm utilizes the entire dataset as the training set instead 
of splitting it into training and testing sets because KNN 
algorithm is working on a pre-graded data separation, is 
based on the concept of nearest neighbors, where new points 
are classified based on the classes of their neighboring points. 
This significantly enhances classification efficiency and 
training speed. 

Advantages: 
• No need for prior training. 
• Capability to handle non-linear data. 
• Detection of outliers. 
 

The algorithm is based on the principle of calculating the 
distance between items and all other items, then selecting a 
certain number of these items (k) as neighbors. These items 
are the closest ones to the pixel units in the dataset, 
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considering the calculated distance [24]. Euclidean distance 
is commonly used for distance calculation, as given in Eq. 
(7): 
 

2
1( , ) ( ) .n

i iid p q q p
=

= −∑                                                (7) 

Where n represents the total number of samples in the 
dataset, and p, q represents the distance between the 
unknown test sample and the known training sample. This 
function is used to calculate the similarity and dissimilarity 
between samples. Therefore, both real and manipulated face 
images match the output. 

 

 
Figure 2 The Meso_KNN Proposed framework. 

 
4 EXPERIMENTAL RESULTS 
4.1 Experimental Settings 
 

In this section, we will analyse the experimental results, 
evaluate the performance of our proposed model Meso_KNN 
and outperforms some other techniques. 

 
4.1.1 Datasets 
 
 For the mentioned experiments, the Hybrid Fake Face 
Dataset (HFF) [25] dataset was used. It's a varied dataset for 
fake faces containing 8 types of face images. For real face 
images, it includes three types of images from three different 
open datasets. These types include low-resolution images 
from the CelebA dataset [26], high-resolution images from 
the CelebA-HQ dataset [7], and face video frames from the 
FaceForensics dataset [27], respectively. Thus, real face 
images are simulated under internet scenarios as realistically 
as possible. For fake face images, it includes PGGAN [7] and 
StyleGAN [8] for identity manipulation; it should be noted 
that both PGGAN and StyleGAN can generate no existing 
face images at a spatial resolution of 1024 × 1024; Face2Face 
[11] and Glow [9] for facial expression manipulation; and 
StarGAN [12] for transferring facial features, such as hair 
color and gender by multidomain image-to-image translation 
producing fake facial images. The HFF dataset is actually a 

large fake face dataset that consists of over 155K face 
images. 
 
4.1.2 Implementation Details 
 

The batch size was set to 32, and all face images in the 
dataset were resized to 64 × 64 for training the model. The 
detection accuracy on the test set was recorded after 100 
epochs for model training. 
 
4.1.3 Evaluation Criterion 
 

The performance of these models is evaluated using 
Accuracy, Precision, Recall, and the F1-Score as the 
evaluation criteria. Accuracy in this case simply refers to 
how close the values of the model's predictions are to the 
actual (true vs. false) results. In other words, the number of 
times the model was able to accurately predict outcomes out 
of all the predictions it made.  Eq. (8) shows the general 
formula used to calculate the prediction, where TPR 
represents the true predictions and TOPR represents the total 
predictions made by the model. 
 

.TPRacc
TOPR

=                                                                      (8) 
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On the other side, Precision (P) provides information 
about how consistent the obtained results are, even though 
they are not close to the actual values utilized by the target 
labelling. Eq. (9) illustrates the proportion of the 
identifications that were successfully made with respect to 
the actual ones. In Eq. (9), TP represents the number of true 
positives, and FP represents the number of false positives. 
 

.TPP
TP FP

=
+

                                                                     (9) 

 
Recall (R) is the ratio of true positives correctly 

identified by the model to the total actual positives. Eq. (10) 
illustrates this ratio, where TP represents the number of true 
positives, and FN represents the number of false negatives. 
Recall intuitively captures the classifier's ability to find all 
positive samples [28]. 
 

.TPR
TP FN

=
+

                                                                  (10) 

 
The F1-Score works by taking both Precision and Recall 

into account, providing a balanced measure of a model's 
ability to predict both true positive and true negative 
instances. F1-Score can be interpreted as a harmonic mean of 
Precision and Recall. For the process of distinguishing 
between deep fake and real images, the F1-Score is the most 
suitable evaluation metric as both positive and negative 
classes are significant, and the relative contribution of 
Precision and Recall in F1-Score is better than equal weight. 
Eq. (11) illustrates how to calculate the F1-Score [28]. 
 

2( ) .P RF 1- Score
P R
×

=
+

                                                    (11) 

 
4.2 Detection of Multiple Forgeries of Facial Image 

Manipulation 
 

In our experiments, using the proposed model made it 
possible to simultaneously detect several facial image 
manipulations. The dataset contained different types of facial 
images that were randomly divided into two sub-groups for 
training (80%) and testing (20%), respectively. 

In these experiments, the number of training images was 
approximately 124K, including five types of fake images and 
three types of real images with varying resolutions. For 
Meso_KNN model, we applied Adam optimizer for 
parameter estimation and the suggested default values for the 
moments, where the parameters β1 = 0.9 and β2 = 0.999 were 
used in Meso Net training. In addition, the learning rate was 
set to 0.001 in order to reach the best categorical cross-
entropy loss value [29] for the Meso Net. The results shown 
are for a Max Epoch value of 100, displaying the training 
progress of the Meso Net according to the illustrated graphs 
Figs. 3 and 4. The first graph shows the accuracy values, 
while the second one illustrates the loss values during the 
training period. 

 
Figure 3 The variations in the accuracy of both the training and test samples 

during the training period of the Meso Net. 
 

At the beginning of training, it’s observed that the 
accuracy values start low but progressively increase at the 
end of the training period. Initially, the accuracy values for the 
test samples exceed those of the training samples, eventually 
converging towards the end of the training. In this study, the 
accuracy is reported at 98% for the training samples and 82% 
for the test samples for the Meso Net. 

 

 
Figure 4 The variations in the loss of both training and test samples during the 

training period of the Meso Net. 
 

At the beginning of training, it's observed that the loss 
values are relatively high, gradually diminishing at the end of 
the training period. Initially, the loss values of test samples are 
lower than those of training samples, gradually decreasing 
and fluctuating until they stabilize towards the end of 
training. In this study, the training samples achieve a loss 
value of 0.133, while the test samples achieve a loss value of 
0.750 for the Meso Net. 

 A neighborhood size of k =10 and the Euclidean distance 
metric were adopted for KNN classifier in the Meso_KNN 
model. To evaluate the model's performance and its ability to 
separate and distinguish between categories, the following 
metrics were used: Precision, Recall, F1-score, and 
Accuracy.  



Hazem Issa, Bayan Zarnahji: Advancing Image Forensic: Detecting Facial Manipulations via Meso_KNN 

302                                                                                                                                                                               TECHNICAL JOURNAL 19, 2(2025), 297-304 

Table 1 The rate of multiple classification identification achieved by the Meso Net 
model on HFFD calculated from the provided performance equations. 
The class Precision Recall F1-score 

CelebA 52% 100% 68% 
CelebA-HQ 96% 61% 75% 
Youtube-Frame 90% 100% 94% 
Glow 98% 31% 47% 
StarGAN 96% 100% 98% 
PGGAN 91% 71% 80% 
StyleGAN 100% 95% 98% 
Face2Face 100% 88% 93% 

 
In Tabs. 1 and 2, the Precision and Recall rates for the 

proposed Meso_KNN model indicate that integrating KNN 
with the Meso architecture instead of the final fully 
connected classification layer had a positive impact on the 

model's behaviour. We evaluated the performance of the 
Meso Net and Meso_KNN models by creating confusion 
matrices in Tabs. 3 and 4, respectively. Their respective 
detection accuracies were 82 % and 100 %. 
 
Table 2 The rate of multiple classification identification achieved by the Meso_KNN 

model on HFFD calculated from the provided performance equations. 
The class Precision Recall F1-score 

CelebA 100% 100% 100% 
CelebA-HQ 100% 100% 100% 
Youtube -Frame 100% 100% 100% 
Glow 100% 100% 100% 
StarGAN 100% 100% 100% 
PGGAN 100% 100% 100% 
StyleGAN 100% 100% 100% 
Face2Face 100% 100% 100% 

Table 3 Confusion matrix to identify different types of manipulations using Meso Net. The asterisks “*” represent the value 0 %. 
 Predicted class 

The class 

 CelebA CelebA-HQ Youtube -Frame Glow StarGAN PGGAN StyleGAN Face2Face 
CelebA 82.18% %10.18  %0.08  %6.42  * %0.08  %1.06  * 
CelebA-HQ %1.85  97.15% * * %0.8  %0.2  * * 
Youtube -Frame  %0.2  * 99.96% *  %0.2  * * * 
Glow %72.66  %3.74  * 23.12% %0.44  %0.04  * * 
StarGAN 0.1% 0.08% 0.2% 0.02% 99.76% %0.02 * * 
PGGAN %1.85  %96.75  * * %0.85  0.4% %0.05  %0.1  
StyleGAN %5.45  %7.85  %0.65  * %0.05  * 85.85% %0.15  
Face2Face * * %32  * %0.3  * * 67.7% 

 
Table 4 Confusion matrix to identify different types of manipulations using Meso_KNN. The asterisks “*” represent the value 0 %. 

 Predicted class 

The class 

 CelebA CelebA-HQ Youtube -Frame Glow StarGAN PGGAN StyleGAN Face2Face 
CelebA 100 % * * * * * * * 
CelebA-HQ * 100 % * * * * * * 
Youtube -Frame * * 100 % * * * * * 
Glow * * * 100 % * * * * 
StarGAN * * * * 100 % * * * 
PGGAN * * * * * 100 % * * 
StyleGAN * * * * * * 100 % * 
Face2Face * * * * * * * 100 % 

 
In Tab. 3, we can observe that false detection rates for 

Glow and CelebA are high. These two types of images share 
common characteristics, making it challenging for the model 
to distinguish, especially when resized to 64x64. Similarly, 
for PGGAN and CelebA-HQ, false detection rates are high 
for the same reason. On the other hand, the KNN classifier in 
the Meso_KNN model helped identify common features for 
every type, proving its effectiveness in identifying face 
manipulation. 
 
4.3 Comparison of Performance 
 

In this section, we compare the performance of the 
proposed model to that of other models by presenting 
experimental results on the given dataset. 

Meso-4 [14]: It mainly exploits microscopic features of 
facial images to detect facial manipulation. 

AMTEN [25]: AMTEN is used to extract facial 
manipulation artifacts for face manipulation detection. 

Capsule [30]: It improves capsule networks to enable 
them to detect various types of counterfeits, such as the reuse 
of old data or computer-generated images and videos. 

GRnet [31]: A guided residuals network utilises both 
spatial and residual information to better detect manipulated 
images. 

Meso_KNN: The Meso_KNN model utilises both Meso 
data for analysis and feature extraction. Additionally, this 
model incorporates KNN classifier to enhance its efficiency 
and performance. 
 

Table 5 Performance comparison for forensic models in multiple classification of 
different types of manipulation. 

Methods Accuracy, % 
Meso-4 82 
AMTEN 98.52 
Capsule 96.75 
GRnet 99.96 
Meso_KNN (our) 100 

 
Therefore, Tab. 5 illustrates a performance comparison 

between Meso_KNN and some recent works. We can notice 
that the proposed model shows higher accuracy compared to 
other models, achieving superior and top performance among 
current research efforts. 
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5 CONCLUSION AND FUTURE WORK 
 

In this work, we proposed a novel methodology 
Meso_KNN for detecting manipulated images created by 
GANs. Meso_KNN is a robust framework based on the deep 
neural network Meso and the KNN classifier. Our proposed 
methodology is effective in image analysis and extracting 
important features for classifying fake and real images. Meso 
Net has proven its effectiveness in detecting images. Our 
model achieves a higher level of accuracy in detecting 
manipulated and real images in the HFF dataset. The results 
of our experiments have proven that the proposed method 
outperforms other techniques in terms of performance. 
Despite the high performance of the model on the HFF 
dataset, it is necessary to test the proposed model on other 
datasets. Although the system has been tested on RGB 
images, fake images using other color channels should be 
studied in the future, and this was not possible due to the 
limited resources available to us. This exploration is 
necessary to determine the process inputs for facial fake 
recognition. 
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Survey Based on Edge Structured File Systems in Edge Computing 
 

Ravula Rajesh*, Ripon Patgiri 
 

Abstract: Edge Structured File systems (ESFs) are distributed file systems designed to provide efficient and reliable storage solutions in edge computing environments. By 
employing distributed and decentralized designs, these file systems address specific challenges such as limited resources, inconsistent connectivity, and fluctuating network 
conditions, resulting in quicker access times, reduced latency, and enhanced resilience. ESFs adapt to dynamic edge settings through flexible data placement tactics, network 
congestion detection and resolution, and seamless integration with cloud-based storage systems. These techniques enable data portability and, when necessary, the outsourcing 
of computation-intensive operations to the cloud. Overall, edge-computing ecosystems rely on ESFs to deliver optimal performance, resilience, and data availability. The article 
discusses several studies on edge-structured file systems, highlighting their features and limitations of previous works. Furthermore, it identifies requirements and discusses 
research challenges in edge computing, laying the groundwork for future advancements in this rapidly evolving field. By providing insights into the state-of-the-art technologies, 
features, and limitations of ESFs, as well as their broader implications for edge computing, this article aims to offer valuable guidance to researchers, practitioners, and stakeholders 
interested in harnessing the full potential of edge computing technologies. 
 
Keywords: cloud computing; decentralized designs; distributed file systems; edge computing; edge devices; edge environment; edge structured file system; stakeholders 
 
 
1 INTRODUCTION 

 
Performing computation at the edge, which refers to a 

local resource, is the foundation of the idea of edge 
computing. In edge computing, the nearby resource might be 
a computer or network resource that is situated among the 
client & the cloud data centers. A few of the choices provided 
by Edge Computing are described in [1] and [2]. Essentially, 
Edge Computing, Cloudlet Computing, and Fog Computing 
all operate under the same concepts. 
 

 
Figure 1 General Edge Computing architecture 

 
Mobile Cloud Computing (MCC) [3, 4], Fog Computing 

[5], and other computing methods are all included in edge 
computing. To acquire a service from a nearby server located 
in the user's geographic area is the common purpose of 
several computer technologies. Overall, time-sensitive 

applications or situations where cloud connectivity is 
unavailable clearly benefit from this approach. Implementing 
a program or a portion of an application on the edge brings 
considerable benefits to mobile devices as well. To begin 
with, by utilizing an edge server, mobile devices may 
accomplish complicated processes while utilizing less 
battery power. Since clients do not face WAN (wide area 
network) delay in Edge Computing, it also has less 
transmission latency than cloud computing. Activities can be 
sent to the global cloud by mobile gadgets in two-tier 
architectures using the WAN connection provided by the 
corresponding access point. Since only the two-tier with 
Edge Offload (EO) model allows work performed on the 
initial layer to be offloaded to any edge server located in 
different buildings, the two-tier with EO design offers a 
substantial advantage. It is intended for the edge servers and 
orchestrators to be connected to an identical network. A 
general Edge Computing design is shown in Fig. 1. 

An edge structure file system (ESFs) is a form of file 
system developed for edge computing, in which information 
is processed closer to the source rather than being sent to a 
centralized server. ESFs distinguishes itself from typical file 
systems by designing it for low power, resource-constrained 
devices encountered in edge computing environments.  To 
reduce the quantity of storage and processing power 
necessary, ESFs often employs improved information 
structures and algorithms. Furthermore, to increase 
performance and security in edge computing environments, 
ESFs frequently adds technologies such as data compression 
and encryption. Overall, the purpose of a ESFs is to create a 
lightweight, efficient, and secure file system capable of 
meeting the particular requirements of edge computing 
settings [6]. Edge-structured storage systems cater to edge 
computing demands by organizing data at the edge, enabling 
efficient storage, retrieval, and evaluation. These systems 
integrate edge-optimized approaches like distributed file 
systems, data replication, caching, metadata management, 
and data placement schemes for efficient resource utilization. 
Fig. 2 shows the overview of edge structured file systems.  
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High-speed connections are used in the edge computing 
surroundings to connect neighboring edge servers in an area 
[7], creating an edge server network that doubles as an edge 
storage system (ESS) [8, 9, 10]. The single-point failure 
along with bottleneck issues with the edge-cloud structure 
are addressed by ESS [11]. Studies are working toward 

different optimization goals by caching data replicas on edge 
servers, including minimum data retrieval latency [12], 
maximum cache hit ratio [13, 14], maximum caching 
advantages [15, 16], and maximum caching capacity [17, 18], 
have recently been drawn to new issues raised by ESS. 

 

 
Figure 2 Overview of Edge Structured File Systems 

 

 
Figure 3 Example of edge storage system 

 
Fig. 3 depicts an ESS made up of 10 networked edge 

servers that serve users in a specified region collectively. A 
basic replica-based distribution method for every of the 10 
edge servers. The edge servers that protect consumers in the 
edge computing architecture are accessible to the consumer. 
Based on specific studies, the client's distance from the edge 
server affects data rate but not latency. As an outcome, this 
research considers the latencies among clients and edge 
servers. 

This study aims to evaluate various edge-enabled storage 
solutions by examining cloudlet-based architectures, 
decentralized storage systems, and software-based edge 
computing platforms. It also investigates the integration of 
network resources into offloading decisions and the impact 
of network conditions on edge computing outcomes. The 
study also assesses the feasibility and effectiveness of 
utilizing existing distributed database platforms for edge 
infrastructure, focusing on attributes like data mobility, 
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scalability, and accessibility. The analysis provides insights 
into designing edge storage solutions that meet diverse edge 
computing scenarios, considering factors like energy 
efficiency and reliability. These studies provide a 
comprehensive understanding of challenges and 
opportunities in edge storage. The objective and contribution 
of this survey paper is as follows:  

• The research aims to tackle offloading decisions in 
edge computing frameworks, focusing on cloudlet-based 
architectures with a centralized multi-tiered tree structure, by 
developing a formulation considering computing and 
network resources' impact on edge computing outcomes. 

• The study explores edge storage, focusing on 
adapting distributed database platforms, using S3 file 
systems in fog environments, and proposing efficient 
frameworks. The research also discusses decentralized data 
storage solutions on different edge nodes with unique 
operating systems and file systems. 

• The research explores the integration of block-chain 
technology with edge storage to improve security and data 
integrity. 

 The organization of this article is as listed below: The 
survey study's concept is described in Section 2, and the 
contents of the current research papers are covered in Section 
3. A summary of this study and its future prospects are given 
in Section 4, and the paper is wrapped up in Section 5. 
 
2 THE STRUCTURE OF THIS SYSTEMATIC LITERATURE 

REVIEW'S PROCEDURE 
 
This part describes the approach used to conduct a 

comprehensive of the literature for edge structured file 
systems. It sheds insight on several areas of the review 
process, including details on preferred article databases, the 
research method or conceptual structure, criteria for adding 
or omitting research papers, and the distribution of articles 
utilized in the research. 
 
2.1 Search Strategy 

 
Six digital libraries—IEEExplorer, ACMDigital Library, 

Science Direct, Web of Science, SCOPUS, and Google 
Scholar—were used to find the relevant research. The most 
widely utilized and well-liked digital libraries for edge-
structured file systems. In order to find pertinent research 
based on study topics like "Edge computing," "cloud 
computing," "Edge environment," and "edge devices," a 
specific database is searched using a search query string. For 
the research, related terms and alternatives to important 
words such as ‘distributed file systems’, ‘edge server’, 
‘computing environments’ are evaluated. The numerous 
ways for achieving the objectives are also given. 
 
2.2 Research Questions 
 

The research questions are essential in selecting the 
search strategy, data extraction, and analysis in the context of 
a systematic literature review. The following have been 
chosen as the research questions for this investigation: 

RQ1. Which type of edge structured file systems used in 
the existing literature paper? 

RQ2.  What are the various techniques used? 
RQ3. What are the various future suggestive techniques 

used for edge computing? 
 
2.3 Criteria for Article Selection Process 

 
The inclusion and exclusion standards have been 

established after thorough consideration of the quality of 
literature already in existence. With the help of an expert 
advisor, the writers reviewed the publications and decided 
which ones to include and exclude. The following standards 
evaluated the papers. 

Inclusion Criteria: Depending on routing protocol 
categorization, we issued the papers between 2014 and 2022, 
and they were completely searchable. 

Exclusion Criteria: Papers that fail to satisfy the 
aforementioned inclusion requirements. 

 
2.4 Quality Assessment 
 

The articles acquired and reviewed by qualified 
professionals connected to reputable journals and 
conferences. No specific quality requirements were required. 
 
2.5 Data Extraction 
 

The qualities have been identified from existing 
literature and published literature reviews. The 
characteristics taken into account in the extraction are as 
follows: 
• Publication year  
• Methods discussed  
• Edge structured file systems. 
 
3 LITERATURE SURVEY 
 

Routaib et al. [19] recommend a cloudlet-based 
framework with a centralized multi-tiered tree architecture. It 
might be challenging to choose where to offload in a situation 
like this since an edge-computing framework may consist of 
numerous edge servers. Previously, only computing 
resources were included while framing the offloading issue. 
Yet since network resources may utilize local edge 
computational units, the formulation must account for both 
kinds of resources. 

Betzler et al. [20] discovered that network resources have 
a substantial impact on outcomes in edge circumstances.  For 
example, Chen et al.'s [21] optimization of offloading choices 
in a multi-tier scenario where mobile clients offload faraway 
cloud and compute access points. The researchers employ a 
heuristic approach that considers both resource and 
interaction assessments. 

Saguna et al. [22] introduced Sagunas Open-RAN, a 
software-based Edge Computing solution, in 2016. It is a 
platform that enables third-party Multi-access Edge 
Computing (MEC) applications via virtualized 
environments.  DNS caching, retail-targeted video 
marketing, safe cities, and smart security were among the 
application cases for the project. 
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The majority of study is being done on edge storage via 
utilizing existing distributed database platforms and adapting 
it to the edge infrastructure. The utilization of an S3 file 
system in a fog environment is the main focus of the writers 
Confais et al. [23]. The following list of attributes of an edge 

storage framework: Data should be moved or copied from 
one location to another, matching client locations, and should 
be accessible in splitting circumstances and network 
confinement. It should also have high scalability to handle a 
large number of sites, customers, and products. 

 
Table 1 Papers with their specifications 

Authors and 
Reference no Technique Used  Storage Systems Limitations/ Future work Published Journal 

Routaib et al. 
[19] 

Centralized multi-tiered tree 
architecture 

Cloudlet-based storage 
systems 

Further studies will concentrate on simulating 
various applications and assessing workload 
migration between clouds or cloudlets. 

International Conference 
on Intelligent Systems: 

Theories and 
Applications, IEEE 

Betzler et al. 
[20] 

wireless SDN-based 
architecture  

Heuristic approach for 
optimizing offloading 
choices in a multi-tier 

scenario. 

Experiments on real constrained devices 
demonstrate successful implementation and 
execution of these policies. 

European conference on 
networks and 

communications, IEEE 

Chen et al. [21] Heuristic approach considering 
both resource and interaction 
assessments 

Multi-tier storage systems In future, Integrate edge computing in mobile 
cloud architecture to optimize offloading, resource 
allocation, and energy efficiency by utilizing 
network resources near mobile devices. 

International Conference 
on Acoustics, Speech 

and Signal Processing, 
IEEE 

Saguna et al. 
[22] 

Software-based Edge 
Computing solution enabling 
third-party MEC applications 
via virtualized environments 

Edge computing storage 
systems 

Explore optimal edge-server placement strategies 
considering user density, mobility patterns, and 
network traffic demands. Develop algorithms for 
optimal deployment locations and explore mobility 
management techniques for seamless connectivity. 

White paper 

Confais et al. 
[23] 

Adaptation of existing 
distributed database platforms 
to edge infrastructure 

S3 file systems RozoFS reduces local reading times by 34%, but 
more realistic edge-Fog networking issues remain. 

Transactions on Large-
Scale Data-and 

Knowledge-Centered 
Systems XXXIII 

Gheorghe et al. 
[24] 

Wireless communication for 
file transfer, shared data with 
continuous Cloud backup  

Distributed and 
decentralized storage 

applications 

Performance is improved overwall, and 
experimental evaluation covers proposed attack 
scenarios. 

Designing privacy 
enhancing technologies: 
international workshop 

on design issues in 
anonymity and 
unobservability 

Berkeley, Springer 
Berlin Heidelberg. 

Freenet et al. 
[25] 

Epidemic method for building 
decentralized storage networks 

Decentralized storage 
systems 

Address the challenge of data availability and 
redundancy in a distributed system. Explore 
replication strategies, data erasure coding, and 
redundancy schemes to ensure high availability of 
data while maintaining anonymity. Investigate 
mechanisms to incentivize users to contribute 
storage resources and maintain data replication. 

Resource Management 
for Big Data 

Platforms. Springer 

Wilkinson et 
al. [26] 

Block-chain system for 
recording item positions, 
periodic integrity and 
availability checks 

Block-chain storage 
systems 

Develop strategies to ensure fault tolerance and 
resilience in the Storj network. Investigate 
techniques for data replication, redundancy, and 
erasure coding to protect against data loss and 
ensure high availability. 

 

Cohn et al. [27] Integration of edge storage 
with decentralized block-chain 
technologies 

Decentralized block-chain 
storage systems  

Improve the scalability and performance of 
ADEPT systems. Develop resource allocation and 
energy management strategies for ADEPT systems. 

Patent and trademark 
office 

Shreshth et al. 
[28] 

Prototype system called 
APEX, pre-optimized weights 
for low adapting time  

APEX file system  The research may be expanded to include secured 
file-systems, wear leveling optimization, and new 
non-volatile memories like RRAMs for power-
efficient edge devices. 

International Conference 
on Cloud Computing 

Technology and Science 
IEEE 

Jin et al. [29] EC-EDP-O solution using 
integer programming and EC-
EDP-V solution for addressing 
processing complexity  

EC based storage systems 
and distributed storage 

systems 

 Research on reliability of data and storage 
expenses in EC-based edge storage will be made 
possible by experimental findings that show 
effective, cost-efficient methods. 

IEEE Transactions on 
Services Computing 

Sonbol et al. 
[30] 

EdgeKV decentralized storage 
system with data replication 
and location-transparent 
architecture 

Decentralized storage 
systems 

EdgeKV can be employed with alternative 
replication mechanisms in the future to give 
weaker types of consistency for faster response 
times. 

Journal of Parallel and 
Distributed Computing, 

Elsevier publication 

A distributed, decentralized data storage solution was 
suggested by Gheorghe et al. [24] that will operate on a 
variety of edge nodes, every having a unique operating 
system, design, and file system. The edge nodes will use a 

wireless communication environment to transfer files from 
multiple sensors and host sharded data with continuous 
Cloud backup. 
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Freenet [25] presents an epidemic method for building 
decentralized storage networks that support data publication, 
replication, and retrieval. Without a centralized index or 
broadcast searches, the files regularly copied into nodes near 
users and discarded from nodes with low interest. Freenet 
allows customers to share spare disc space in a cooperative 
distributed network. In terms of safety, the platform ensures 
anonymity for the consumers who enter information and for 
customers who retrieve data.   

Requests for an item that exists locally cannot be 
forwarded to the Cloud in the Edge context. Thus, Wilkinson 
et al. [26] employed the block-chain system to record the item 
positions. Because the block-chain saves all transactions that 
are duplicated on every node, network clients might utilize it 
to locate every item kept on the edge. The approach presents 
a challenging method built around a periodic check of a file's 
integrity and availability. 

In Autonomous Decentralised Peer-to-Peer Telemetry 
(ADEPT) by Cohn et al. [27], proposed IBM and Samsung 
Electronics provide a proof of concept combining edge 
storage with decentralized Block-chain technologies. Three 
open-source protocols serve as the foundation of ADEPT: 
BitTorrent for distributed sharing of files, Telehash for 
message-based interactions, and Ethereum for device 
coordination. Ethereum-based behaviors include 
authentication with proximity-based norms of interaction, for 
instance. 

Shreshth et al. [28] propose a lightweight, adaptable, 
portable, and efficient file allocation mechanism that is 
adaptable, reliable, and independent of storage design, as 
well as a set of pre-optimized weights that call for only a 
small change of hyper-parameters based on utilization 
resulting in low adapting time for new circumstances. In 
addition, they develop a prototype system of files called 
APEX and show how it may be used to maliciously overwrite 
or delete video surveillance records in real life. 

Cloud computing may now store information on network 
edge servers, opening up new options and difficulties. 
Traditional replica-based edge storage techniques might be 
expensive. Thus, in order to ascertain the most efficient 
method for positioning coded data blocks, Hai Jin et al. [29] 
investigate the application of erasure codes for low-cost 
storage of data at the edge. The researchers propose an ideal 
solution called EC-EDP-O that utilizes integer programming 
and additional approximation approach named EC-EDP-V to 
address the high processing complexity of large-scale 
situations. 

According to the diverse and dispersed nature of the edge 
along with its limited resources, it is challenging to create an 
efficient edge-enabled storage platform. Several distributed 
applications are frequently meant for the cloud.  EdgeKV is 
a decentralized storage system designed for the network edge 
that Sonbol et al. [30] propose. Through data replication with 
solid consistency guarantees, EdgeKV offers speedy and 
trustworthy storage. EdgeKV's location-transparent and 
interface-based architecture enable it to expand with a variety 
of edge node platforms. At last, they look at how employing 
edge resources with EdgeKV instead of centralized cloud 
results in better energy efficiency. 

Various studies explore different aspects of Edge 
Computing, particularly focusing on the challenges and 
solutions related to edge storage and decentralized systems. 
One study proposes a cloudlet-based structure with a 
centralized multi-tiered tree design, highlighting the 
importance of considering both computing and network 
resources in offloading decisions. Other research investigates 
the impact of network resources on edge computing 
outcomes and presents software-based solutions for Edge 
Computing, such as Saguna's Open-RAN platform. 
Additionally, there's a focus on edge storage solutions, 
including the adaptation of existing distributed database 
platforms, the use of decentralized storage applications, and 
epidemic methods for building decentralized storage 
networks. These solutions aim to address issues like data 
locality, scalability, and data accessibility in partitioning 
situations. 

Furthermore, some studies explore the integration of 
edge storage with block-chain technologies for enhanced 
data integrity and availability. Proposed systems like ADEPT 
combine edge storage with decentralized block-chain 
technologies for telemetry applications. Moreover, 
researchers propose novel file allocation systems optimized 
for post-deletion recovery and efficient utilization of 
resources. They also investigate the application of erasure 
codes for cost-effective data storage at the edge. Finally, 
there's a proposal for EdgeKV, a decentralized storage 
system designed for the network edge, offering quick and 
reliable storage with strong consistency guarantees and 
increased energy efficiency compared to centralized cloud 
solutions. 
 
4 METHODS AND EXPERIMENTAL SETUP DETAILS 
4.1 Optimization of Edge Offloading and Resource 

Considerations 
 
The framework aims to use a cloudlet-based, centralized 

multi-tiered tree architecture, following Routaib et al.'s [19] 
recommendations. It also considers computing and network 
resources, considering edge server challenges. A heuristic 
approach is used to optimize offloading choices based on 
resource and interaction assessments, inspired by Chen et 
al.'s work [21]. 
 
4.2 Development and Optimization of Edge Storage 

Frameworks 
 
The study explores the use of existing distributed 

database platforms for edge storage, focusing on their 
adaptation to edge infrastructure. It also evaluates the use of 
an S3 file system in a fog environment, focusing on data 
movement, scalability, and accessibility [23]. The study also 
explores the implementation of a distributed, decentralized 
data storage solution, considering various edge nodes with 
diverse operating systems and file systems [24]. Finally, it 
explores Freenet's epidemic method for building 
decentralized storage networks, ensuring anonymity and 
safety for users. 
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4.3 Integration of Block-chain with Edge Storage 
 
The study aims to implement Wilkinson et al.'s [26] 

block-chain system for item position recording, enabling 
periodic file integrity and availability checks. It also 
evaluates IBM and Samsung Electronics' proof of concept in 
ADEPT [27], combining edge storage with decentralized 
block-chain technologies using BitTorrent, Telehash, and 
Ethereum protocols. 

 
4.4 Lightweight and Adaptable File Allocation Mechanism 
 

The proposed mechanism aims to implement Shreshth et 
al.'s lightweight, adaptable, and efficient file allocation 
mechanism [28], while the APEX prototype system will be 
developed and evaluated, showcasing its usage and potential 
vulnerabilities in real-life scenarios. 

 
4.5 Low-Cost Storage with Erasure Codes and Energy 

Efficiency with EdgeKV 
 
The study explores the use of erasure codes for low-cost 

edge storage using Hai Jin et al.'s methodology [29]. It also 
investigates the implementation of EdgeKV, a decentralized 
storage system for network edge, and evaluates its 
performance in terms of data replication, consistency 
guarantees, and energy efficiency compared to centralized 
cloud storage [30]. The study also assesses the energy 
efficiency implications of EdgeKV with edge resources. 

 
4.6 Experimental Setup Details 
 

Aspect Details 
Focus Area Edge Offloading, Edge Storage, Block-chain Integration 
Methodologies Evaluate heuristic approaches for offloading decisions, 

implement distributed storage solutions, and integrate 
block-chain with edge technologies. 

Instruments Edge servers, network simulation tools, block-chain 
platforms. 

Materials Cloudlet-based frameworks, Open-RAN, distributed 
database platforms, Freenet, block-chain systems. 

Procedures Offloading optimization, storage framework 
implementation, block-chain integration. 

Measurements Performance metrics for offloading decisions, 
scalability, anonymity, and safety measures for storage 
solutions. 

Variables Computing resources, network resources, file systems, 
block-chain transactions. 

Challenges 
Addressed 

Efficient offloading, decentralized storage, security, and 
integrity in edge environments. 

 
5 DISCUSSION AND FUTURE STUDIES 
 

The literature presents a comprehensive overview of 
diverse approaches and challenges in edge computing, 
particularly focusing on offloading decisions, edge storage, 
and the integration of block-chain technologies. Notably, the 
recommendations for a cloudlet-based framework, network-
aware offloading optimization, and the introduction of 
Sagunas Open-RAN demonstrate the evolving strategies to 
address the complexities of edge computing environments. 
The emphasis on edge storage solutions, such as the S3 file 

system, decentralized data storage, and the application of 
erasure codes, highlights the ongoing efforts to optimize data 
management at the edge. Block--chain integration, as seen in 
Wilkinson et al.'s and ADEPT, addresses issues related to 
item position tracking and file integrity. Shreshth et al.'s [28] 
proposed file allocation mechanism, APEX, while 
showcasing adaptability, also raises concerns about security 
vulnerabilities. Furthermore, EdgeKV's decentralized 
storage system provides insights into efficient and energy-
effective storage at the network edge. Future work should 
focus on refining security measures for decentralized storage, 
addressing potential vulnerabilities in lightweight file 
allocation mechanisms, and exploring the broader 
implications of edge computing, especially concerning the 
integration of emerging technologies like block-chain. 
Additionally, efforts should be directed towards 
standardization and interoperability to foster a more seamless 
integration of diverse edge computing solutions. 

 
Take home messages from this survey: 
 

Consideration of Network Resources:  It is important 
to consider both network and computational resources while 
creating edge computing frameworks, as noted by Routaib et 
al. [19] and Betzler et al. [20]. 

Diverse Applications of Edge Computing: Saguna et 
al. [22] showcased the variety and potential impact of edge 
computing by demonstrating a range of applications such as 
DNS caching, video marketing, safe cities, and smart 
security. 

Focus on Edge Storage: Numerous academics are 
experimenting with distributed database platforms, 
proposing decentralized storage systems such as the S3 file 
system in fog environments, and investigating edge storage 
solutions (Confais et al. [23], Gheorghe et al. [24]). 

Decentralized Approaches: With a focus on data 
privacy, redundancy, and integrity, Freenet and Wilkinson et 
al. support Block-chain-based solutions and decentralized 
storage networks. 

Integration of Edge Storage with Block-chain: Block-
chain technologies and edge storage can be integrated for 
improved security and decentralization, as shown by projects 
like Cohn et al.'s ADEPT [27]. 

Efficiency and Adaptability: The goal of Shreshth et 
al.'s [28] lightweight and flexible file allocation algorithms is 
to achieve dependability and efficiency in a variety of storage 
scenarios. 

Optimization for Edge Storage:  In order to overcome the 
difficulties brought on by scarce resources and sophisticated 
processing, Hai Jin et al. [29] investigate the use of erasure 
codes for inexpensive storage at the edge. 

Edge-specific Storage Solutions:  Sonbol et al.'s [30] 
EdgeKV decentralized storage system is designed with the 
network edge in mind, with a focus on energy efficiency, 
speed, and dependability. 

 
6 CONCLUSION 

 
In conclusion, this survey paper has thoroughly explored 

the current landscape of edge computing, with a particular 
focus on edge storage solutions. Through an exhaustive 
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review of the literature, several key findings have emerged. 
Firstly, the study identifies various approaches to edge 
storage, ranging from cloudlet-based frameworks to 
decentralized storage systems like EdgeKV, addressing the 
challenges of managing data at the network edge. Secondly, 
the importance of considering both computational and 
network resources in offloading decisions has been 
underscored, as evidenced by optimization techniques 
proposed by several researchers. Additionally, the integration 
of Block-chain technology, exemplified by projects like 
ADEPT, holds promise for enhancing the security and 
efficiency of edge storage solutions. Lastly, the need for 
lightweight and adaptable file allocation mechanisms, 
coupled with the exploration of erasure codes for low-cost 
storage, underscores ongoing efforts to optimize edge storage 
platforms for diverse and resource-constrained 
environments. These key findings provide valuable insights 
into the current state of edge storage research and offer 
directions for future exploration in this rapidly evolving field. 
The take-home messages from this survey highlight the 
importance of considering various factors, such as 
architectural design, resource management strategies, and 
security measures, in the development and implementation of 
edge storage systems. Furthermore, the significance of the 
study lies in its contribution to a broader scientific consensus 
on edge storage by synthesizing diverse research findings and 
fostering a more comprehensive understanding of the topic. 
By offering practical implications for decision-making and 
guiding future research and innovation, this survey equips 
scholars and industry practitioners with the knowledge 
needed to address the challenges and opportunities in edge 
computing effectively. Overall, this collaborative endeavor 
aims to provide scholars and industry practitioners with a 
comprehensive understanding of current trends and 
challenges in edge computing, paving the way for informed 
advancements in this dynamic and rapidly evolving field. 
Moving forward, future research endeavors should prioritize 
strategies for seamlessly integrating edge and cloud 
resources to optimize storage, computation, and data 
management across distributed environments. It is 
imperative to further investigate novel approaches aimed at 
enhancing security and privacy in edge storage systems, 
particularly considering the unique challenges posed by 
decentralized and distributed architectures. Additionally, the 
development of edge-native storage solutions tailored to the 
specific requirements and constraints of edge computing 
environments is paramount, focusing on scalability, 
reliability, and energy efficiency. As a collaborative 
endeavor, this survey aims to equip scholars and industry 
practitioners with a comprehensive understanding of current 
trends and challenges in edge computing, paving the way for 
informed advancements in this dynamic and rapidly evolving 
field. 
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Public Relations of Complementary Micro-enterprises in the Maintenance of Construction 
Facilities  
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Abstract: The subject of this paper is the possibilities of developing relations with the public of micro-enterprises from the activity of building maintenance. Given that micro and 
small businesses do not have large financial opportunities for marketing activities, it is logical to join a cluster in order to reduce costs, and for the purpose of developing strategic 
activities through public relations. In this paper, a hypothesis is put forward about the association into a cluster of complementary construction micro-enterprises that deal with the 
maintenance of construction facilities for the sake of public relations efficiency. The development of IT technologies has created the conditions for public relations to be organized 
online, which increases efficiency, but also reduces costs. In addition, information technologies enable the development of a number of other types of cooperation through the 
development of activities, market research, exchange of experience and other things of common interest. A model of public relations management was established in order to 
prove the hypothesis and objectives of this paper. 
 
Keywords: cluster; communication; information; micro enterprise; public relations 
 
 
1 INTRODUCTION  
 

Construction is an economic branch that, with its 
dynamics, can stimulate the overall development of any 
economy. In addition, the increase in construction activities 
is one of the signs of positive developments in the economy 
and society as a whole. That is why the subject of research 
on this topic is exactly construction, that is, the maintenance 
of construction facilities. Various construction and 
complementary activities usually participate in this process 
(Examples: construction works, electrical and other energy 
and information technologies (IT) installations and finishing 
works in construction). In addition, the maintenance of 
construction facilities involves mostly smaller companies, 
but exceptional efficiency is required. The fact that smaller 
companies have a number of advantages, but also one 
fundamental problem, can be particularly emphasized. 
Namely, every small company has to invest funds in 
development as well as marketing activities, where compared 
to larger companies, they have fewer financial opportunities. 

In this paper, some suggestions to the problem of public 
relations in micro and small enterprises in construction are 
proposed by joining a cluster. In this way, all participants 
retain their autonomy, and the subject of association is 
common interests. In this sense, market research, 
determination of the market segment and the position of the 
cluster can be highlighted. In this literature review research, 
the special goal of the association is joint activity on public 
relations. The main reason for this is the fact that public 
relations is not only a marketing, but also a long-term 
strategic activity of everyone, even small companies in 
maintenance activities. That is why complementary types of 
micro-enterprises should be determined and the goals and 
process of public relations activities should be defined. 

In the modern conditions of technical and technological 
development, especially informatics, there is a new 
opportunity to perform certain activities of common interest, 
but with minimal costs. In this sense, several complementary 

smaller companies in the field should join together in a 
cluster and then use information technologies (IT) to define 
the goals, process and functioning model. This is exactly the 
main goal of this paper, with the hypothesis that companies, 
due to complementarity, are deprived of mutual competition, 
and informatics makes it possible to conduct relations with 
the public online, thus with minimal costs. The activity 
process is carried out using a functioning model that, in 
addition to public relations, also enables other marketing 
activities, especially the development of products or services 
and companies. The content analysis method was used in the 
paper in order to determine the complementarity of 
companies and essential elements of the cluster. In addition, 
the activity of public relations that is adapted to smaller 
companies was investigated. Finally, the development of IT 
enables the setting up of process and functioning models, 
which is particularly emphasized in the discussion. 

The dynamics and development of construction, as well 
as information technology, guarantees the successful 
continuation of research on this topic. 
 
2 PARTICIPANTS IN BUILDING MAINTENANCE 
 

 Building maintenance is described as a set of permanent 
activities that contain technical and associated administrative 
activities in order to ensure the level of easement within the 
available (satisfactory) limits of the building as a whole and 
all its parts during the entire life of use. [1] In addition, 
maintenance implies ensuring the reliable function of a 
residential building as well as other buildings, regardless of 
purpose. [2] According to the Construction Act strictly 
formally, maintenance is defined (Article 3, paragraph 1) as 
follows: "Building maintenance is the performance of 
construction and other works on an existing building in order 
to preserve the basic requirements for the building during its 
life, which it does not change the compliance of the building 
with the location conditions according to which it was built. 
[3] In addition to the Construction Act, other by-laws have 
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determined the method of financing or covering costs for 
certain types of works, such as the following [4]: 
• regular maintenance and improvement of common parts 

and devices of the building 
• urgent repairs of common parts of the building and 

devices 
• replacement of existing and installation of new common 

parts and devices of the building. 
 
The object of this topic is a cluster of companies that deal 

with the maintenance of construction facilities. Clusters can 
be defined as a modern model of business networking, by 
forming cooperation chains based on production cooperation, 
transport and service provision, in which the development of 
small and medium-sized enterprises is initiated in a flexible 
way. [5] In this case, it is an example where the cluster 
consists of four basic types of construction works. The carrier 
of the activity is a construction company that combines basic 
types of work such as: masonry, reinforcement, roofing, etc. 
The rest refers to all mechanical installations (water supply, 
sewage, other energy sources and air conditioning). The third 
group are companies that perform all types of electrical and 
IT installations. Other participants in the maintenance cluster 
are finishing works (installation of floors and ceilings, 
painting, etc.). In addition, the maintenance of construction 
facilities usually involves works of lesser value than the 
construction of new facilities. [6] That is why maintenance 
works are usually efficiently carried out by smaller 
companies known as micro-enterprises. These are economic 
entities, natural and legal persons that employ less than 10 
workers on average per year, generate a total annual income 
of up to EUR 2,000,000.00, or have total assets of up to EUR 
2,000,000.00. [7] In addition, small and micro enterprises 
have certain advantages such as: "greater business flexibility, 
universality of employees, greater level of innovation, 
greater networking opportunities, etc." [8] 

 
Figure 1 The process of building maintenance [6] 

 
Fig. 1 shows a representation of the common 

maintenance procedures where a company specializing in 
building maintenance receives information or an order for 
intervention due to the occurrence of damage or a defect in 

the building or the need for regular maintenance. Every well-
organized company must carry out certain activities for the 
preparation and execution of maintenance work. In addition, 
it should be borne in mind that these are usually jobs that 
need to be completed as soon as possible, so in addition to 
quality, price and deadline, efficiency is also an important 
factor. Process efficiency can be achieved if several 
complementary construction micro-enterprises join together 
in a cluster. In terms of organization, the participants in the 
cluster choose the person responsible for the information and 
communication process who leads the maintenance process 
according to the type and quantity of individual works. By 
agreement between the members of the cluster, other jobs can 
be combined, especially commercial or marketing jobs and 
public relations. In addition to marketing, public relations 
activity is becoming more and more strategic, both for large 
and small business entities and groups. That is why the 
starting point of consideration is precisely the joint 
organization of relations with the public in order to achieve 
maximum efficiency and minimum costs. 
 
3 PUBLIC RELATIONS AS AN IMPORTANT STRATEGIC 

ACTIVITY 
 

Public relations, often abbreviated as PR, is an important 
strategic, communication and marketing tool that takes on an 
increasingly important strategic role in the business 
operations of both larger and smaller economic entities. 
There are numerous definitions of the concept of public 
relations, from which the activities and functions of public 
relations derive. One of the basic definitions is that "public 
relations is a strategic communication process that builds 
mutually beneficial relationships between organizations and 
their publics." [9] Public means all stakeholders in the 
environment, which can be: media, market, local self-
government, investors, suppliers, non-profit organizations, 
financial institutions, employees, and others. It is necessary 
to communicate effectively with the public, and this requires 
leadership competencies. That is why the emphasis is on the 
managerial function of public relations, whereby public 
relations "is a management function that classically focuses 
on long-term patterns of interaction between an organization 
and all of its various publics" [9] 

From the aspect of small entrepreneurship, public 
relations represent communication between a business entity 
and its public with the aim of achieving mutual 
understanding and achieving common interests, ensuring the 
realization of long-term goals of creating a good image. For 
more successful operations and achieving a competitive 
advantage, strategic planning and measurement of achieved 
goals by monitoring defined indicators of business success 
are necessary. Success can be measured through non-
financial and qualitative indicators, and in this sense, the 
function of public relations is reflected in strategic planning 
that brings the company into balance with the needs of its 
public. In doing so, it is necessary to choose the appropriate 
and most functional communication channels and tools for 
clearly communicating set business goals with the public, as 
well as for implementing feedback into strategic decisions. 
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There are two types of communication channels. They can be 
personal and indirect [10] and it is important to adapt the 
communication channels to the content of the 
communication, the stakeholders and the goal of the 
communication. In business practice, integrated marketing 
and communication tools are used, aligned with the 
manager's managerial and marketing competencies. The 
above is more acceptable for larger and more financially 
stable organizations, while for smaller companies, especially 
for micro-companies, such models are not financially 
acceptable. In support of the strategic application of public 
relations in micro and small companies is the development of 
IT technologies and the information revolution, which 
enables faster, more frequent, targeted, more accessible and 
differentiated communication with the public. Modern means 
of communication, availability of information, greater 
education of the public and openness of the market are also 
in favor [11]. 

The mentioned functions and activities of public 
relations and communication with the environment can be 
extremely useful for micro-enterprises. But their problem is 
the lack of financial and professional opportunities for 
organizing such activities. That is why the solution to this 
problem lies in association, and in this case, it is exactly a 
cluster. In this way, even small or micro companies, 
especially with the help of IT, can successfully organize 
public relations. Bearing in mind that public relations, 
according to the definitions, is not only a marketing but also 
a very important strategic managerial activity and small 
companies, especially in maintenance activities, should pay 
special attention to it. Given the great possibilities offered by 
information technology today, joint public relations activities 
can be organized very efficiently and with minimal costs.  
 
4 A PUBLIC RELATIONS MODEL OF A CLUSTER OF 

CONSTRUCTION COMPANIES FOR MAINTENANCE IN 
ONLINE CONDITIONS 

 
By establishing a cluster of reflection of construction 

facilities, conditions were created for effective cooperation, 
but also for other development and commercial activities of 
common interest. In maintenance activities, it is extremely 
important to have contact with the environment, because the 
maintenance of construction facilities is essential for the 
functioning of the living space of the population and the 
infrastructure. In addition, joining a cluster creates greater 
opportunities for business development and covering various 
commercial costs. Given the increasing importance of public 
relations, these costs can be more easily financed by pooling. 
The development of IT, especially the Internet, enables 
public relations activities to be carried out in a very efficient 
manner with minimal involvement of all resources. 

Fig. 2 shows an example of the cooperation of 
participants in the cluster for the maintenance of construction 
facilities with the aim of effective relations with the public. 
In this example, all four basic types of construction work are 
included, with the inclusion of construction supervision. This 
is important because supervision enables the detection of 
various problems during the execution of works. 

Construction supervision is an independent professional 
activity that is not a participant in the cluster and ensures 
quality and efficient execution of works. It is also a source of 
information on the basis of which actions are taken to 
increase the quality of future works. The activity system 
should usually be managed by the construction company as 
the holder of all other maintenance work. 
 

 
Figure 2 Public relations model of a cluster of construction companies for 

maintenance in online conditions 
 

 An effective public relations activity can be enabled by 
a combined system shown in Fig. 2. It can be seen that the 
participants in the public relations activity are all types of 
construction and subcontracting works, including 
supervision works with the formal management of the 
construction company. This is made possible with the help of 
IT, and in this case, it is CRM (Customer Relationship 
Management). [12] The basic configuration of this model 
consists of: a contact centre, internal applications and 
artificial intelligence, all of which can function virtually. The 
contact centre is a hardware-software module with which the 
activity leader can communicate with other members of the 
cluster, as well as all together via video conferences with the 
public. This complex communication is made possible by 
internal applications as special software, and special support 
can be provided by artificial intelligence. This software 
support is a novelty in modern IT systems. An intelligent 
system is considered to be any system that shows adaptive 
behaviour, learns based on experience, uses large amounts of 
knowledge, shows properties of awareness, communicates 
with humans in natural language and speech, but allows 
mistakes and ambiguities in communication, etc. [13]. Apart 
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from that, and in a number of other definitions, there is an 
opinion that artificial intelligence includes the following IT 
systems that: 
• think rationally, 
• behave rationally, 
• have all the appearance of intelligence (rational or 

human), 
• with their internal functions, they try to be in harmony 

with a human being, that is, a rational being, 
• have adaptability, where work ability is improved by 

learning from experience and independence and the 
ability to perform tasks in complex environments 
without someone's help and constant guidance [14]. 

  
 In the last 10 years, artificial intelligence has brought 
enormous changes to the world market and the operations of 
business entities. The changes are reflected in faster analysis 
of user data, in personalized advertising, automated 
communication with the larger public, faster forecasting of 
trends and generation of content for the needs of more 
successful business. The ability of artificial intelligence to 
collect, analyse and interpret data, in addition to its other 
features, enables its contribution in improving public 
relations in micro-enterprises. Artificial intelligence is a 
memory that contains various information from concrete 
practice and the latest theoretical knowledge, and the 
management part can enable quick and efficient management 
of public relations activities. Some of the activities of 
applying the public relations strategy in the described cluster 
can go in the direction of: educating the public about the 
importance of maintenance; sharing stories about successful 
projects; displaying positive reviews from satisfied clients, 
and socially responsible activities and care for the local 
environment and community. This is important because 
maintenance activities also need to monitor the development 
of their activities in order to be able to effectively inform and 
understand clients and the rest of the public. 
 
5 DISCUSSION 
 
 Research on this topic shows, first of all, the topicality of 
the research subject of this paper, which is public relations at 
construction maintenance companies. In particular, the 
association in a cluster can be highlighted due to their 
complementarity, i.e. synergy where their activities 
complement each other. This creates the conditions for other 
forms of cooperation, especially regarding the exchange of 
experience, innovations and joint marketing activities. In this 
case, special attention is focused on public relations. 
Definitions and other information point to the fact that public 
relations is not only a marketing but an extremely important 
strategic activity. This is particularly evident in the 
maintenance of construction facilities. Namely, for these 
activities, all the mentioned participants, who in this case 
represent the public to this cluster, are very important. Some, 
such as clients, are interesting as users of services, while 
others are carriers of information, so that participants in the 
cluster are up-to-date on all events related to direct business 
or the image of the cluster. In addition, public relations can 

be more effective with the use of information technology. 
The application of CRM as software for virtual 
communication ensures maximum efficiency with minimum 
costs. Everything can take place through joint video 
conferencing enabled by internal applications in the contact 
centre. In this case, artificial intelligence deserves special 
attention as additional software support for public relations 
activities. From the very definition and other features of 
artificial intelligence, new possibilities for increasing the 
quality of relations with the public can be seen. The current 
level of software enables quick access to a large amount of 
information, but also a certain level of creativity. This opens 
the possibility for the moderator of the activity to have a more 
varied and useful approach to communication. Lalić et al. 
[15] wrote about the importance of association and 
cooperative business. In the results of their research on the 
influence of mutual cooperation on the level of innovation, 
they indicated that manufacturing companies that cooperate 
with other organizations in product development and 
research and development activities are significantly more 
innovative, in terms of innovative products, from non-
cooperating companies. A higher level of innovation, 
according to some authors, leads to a more successful 
business. So that association with the goal of joint relations 
with the public has the potential to lead to business 
improvement. These are all facts that arise from 
consideration of this contemporary topic and contribute to the 
realization of the research goal and hypothesis. 
 
6 CONCLUSIONS  
 

Several conclusions can be drawn from the previous 
considerations. First of all, it can be said that this topic 
deserves special attention due to its modernity and the needs 
of micro-enterprises. Research and consideration of the 
literature and proposed solutions is aimed at small or micro 
enterprises that deal with the maintenance of construction 
facilities. This activity is extremely important and useful both 
for the economy, infrastructure and citizens. The paper 
describes the process of building maintenance and public 
relations model of a cluster of construction companies for 
maintenance in online conditions. In addition, for micro-
enterprises, a complementary association into a cluster is 
suggested for greater efficiency and quality, but also for 
lower costs. Participants of the proposed cluster can 
cooperate in the exchange of various technical, development 
and commercial information. On this occasion, the starting 
point of cooperation is a joint relationship with the public. 
The reason for this is the fact that public relations is a useful 
marketing tool, but in modern conditions an increasingly 
important strategic activity of every company. Given that 
everything takes place online, the effectiveness of this 
activity can be increased with the support of IT and the 
application of new IT systems, especially artificial 
intelligence. In this sense, a model of public relations of 
microenterprises in the activity of building maintenance with 
the support of hardware-software support, known as CRM, is 
proposed. This solution contains a contact centre for help, 
which, with the support of internal applications, allows the 
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manager to contact other participants of the cluster and 
together with representatives of the public. Special support 
can be provided by artificial intelligence, especially in terms 
of greater speed, quality and variety of information with the 
aim of better organizational solutions. The above conclusions 
point to the justification of research on this topic and the 
achievement of the goal of this paper. Proposals for future 
research are based on the market needs of micro-enterprises 
in the field of construction, and go in the direction of 
detecting key factors for improving communication within 
and outside these enterprises, and factors that influence the 
application of new technologies in business. By detecting the 
aforementioned factors, the possibility of faster and targeted 
directing of financial means and other resources to improve 
relations with the public of all stakeholders of that system 
would be opened. 

The modernity and usefulness of this topic, as well as the 
technical and special IT development, are sufficient reason 
for continuing the research. 
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Decision-Making Model for Reliable Electronic Component Manufacturing in a Blockchain 
Environment 

 
Sung Yong An, Guy Ngayo, Seng-Phil Hong* 

 
Abstract: This study focuses on improving the efficiency of 5G ceramic antenna manufacturing through the application of blockchain and smart contract technologies. Using the 
Analytic Hierarchy Process (AHP), the relative importance of three key factors was assessed: 'Security', defined as the protection against unauthorized access and data integrity; 
'Standards & Regulations', which refers to compliance with industry norms and legislative requirements; and 'Efficiency', highlighting process optimization and resource 
management. The findings indicate that 'Efficiency' is the most critical factor, with a weight of 0.545, followed by 'Security' (0.318) and 'Standards & Regulations' (0.137). 
Furthermore, the sub-factor analysis identifies 'Unit Gain', related to productivity improvements, and 'Integrity', concerning data veracity, as significant, with global weights of 0.309 
and 0.111, respectively. These insights emphasize the critical role of chip efficiency in the manufacturing process. The study proposes an AHP-based decision model for effectively 
integrating blockchain technology in the 5G sector, offering strategies for optimizing antenna manufacturing. This approach not only delineates critical process elements but also 
promotes the advancement of blockchain applications in 5G technology, potentially catalysing substantial technological innovation. 
 
Keywords: Analytic Hierarchy Process (AHP); blockchain; decision-making; Consistency Rate; smart contract; 5G ceramic antenna  
 
 
1 INTRODUCTION 
 

In the era of the Fourth Industrial Revolution, blockchain 
and smart contracts have emerged as transformative 
technologies, playing a crucial role in enhancing the 
reliability and security of enterprise manufacturing and 
supply chain management. Their implementation is 
particularly effective in addressing the logistical and security 
challenges posed by global business operations. This is 
especially pertinent given the recent surge in information 
leakage incidents, underscoring the need for the 
transparency, data integrity, and security that blockchain 
technology affords. Smart contract technology, in particular, 
is receiving increasing attention for its role in mitigating 
these concerns [1-6]. Parallel to these developments, 5G 
communication technology stands at the forefront of this 
industrial revolution. The advent of 5G ceramic antennas, 
developed as an advancement over traditional PCB-based 
antennas [7], marks a significant leap in communication 
efficiency. Recent initiatives are exploring the integration of 
blockchain and smart contracts to bolster the security and 
efficiency of these 5G ceramic antennas [8]. 

The progression of 5G technology is catalyzing 
innovations across various sectors, paving the way for new 
services and products. In the realm of 5G ceramic antenna 
manufacturing, there is a growing recognition of the need for 
enhanced security, compliance with standards and 
regulations, and operational efficiency. Adherence to 
regulatory standards enhances the credibility of antenna 
manufacturers, aligning them with international benchmarks. 
Furthermore, operational efficiency, a cornerstone in antenna 
production, necessitates a focus on streamlined processes, 
optimal resource allocation, and cost minimization [9, 10]. 

This research is dedicated to improving both the 
efficiency and reliability of the 5G ceramic antenna 
manufacturing process through the strategic application of 
the Analytic Hierarchy Process (AHP). Given the complex 
nature of antenna production, which is susceptible to defects 
that can necessitate expensive corrective measures, our 

approach integrates blockchain technology for meticulous 
tracking and smart contracts for streamlined issue resolution. 
AHP will be used to systematically prioritize aspects such as 
security, standards and regulations, and efficiency—focusing 
on key areas that significantly impact cost-effectiveness and 
performance. 

Despite the advances in blockchain and smart contract 
applications within the 5G technology space, there remains a 
notable gap in systematic decision-making frameworks that 
leverage these technologies for optimizing manufacturing 
processes. Previous studies have predominantly focused on 
the theoretical potentials of blockchain in enhancing security 
and operational transparency but have not sufficiently 
explored its integration into practical manufacturing 
workflows, particularly in the context of ceramic antennas 
for 5G networks. This study seeks to fill this gap by 
developing an AHP-based decision model that not only 
prioritizes critical manufacturing factors but also integrates 
blockchain technology to enhance the efficiency and 
reliability of 5G ceramic antenna production. 
 
2 LITERATURE REVIEW 
2.1 Analytic Hierarchy Process (AHP) 

 
The Analytic Hierarchy Process (AHP), developed by 

Professor T. L. Saaty in the 1970s, revolutionized decision-
making in complex scenarios [11-16]. Initially designed to 
address decision-making challenges in the U.S. State 
Department, particularly in arms control and disarmament, 
AHP has since broadened its application, significantly 
impacting public sector investment projects. Its core aim is 
to manage subjective decision-making elements like 
intuition, emotion, and perception, traditionally challenging 
to quantify [17, 18]. 

AHP operates on the principle of pairwise comparisons 
to evaluate relative importance, making it particularly 
effective in complex scenarios involving multiple criteria or 
diverse stakeholders [19, 20]. This methodology provides a 
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structured approach to decision-making, enhancing the 
clarity and robustness of choices made in intricate situations. 

In public administration and policy analysis, AHP has 
been instrumental in evaluating infrastructure projects, 
including dams, airports, subways, and road construction [21, 
22]. Its systematic process involves organizing decision-
making factors hierarchically into main and sub-factors and 
determining their importance through pairwise comparisons. 
This process, supported by ratio scales, allows decision-
makers to calculate weights and prioritize factors effectively, 
thereby simplifying complex decision-making processes [23, 
24]. 

AHP is particularly valuable in situations where 
mathematical quantification of problems is challenging, such 
as in research and development (R&D) projects. It leverages 
expert judgment to assign weights to factors that are difficult 
to quantify objectively, aiding in the formulation of diverse 
and sometimes conflicting evaluation criteria [25, 26]. The 
methodology is underpinned by three foundational 
principles: building a hierarchical structure, determining 
relative importance through subjective pairwise 
comparisons, and maintaining logical consistency. 
Hierarchies help break down complex problems into simpler 
components, making them easier to analyse and solve. 
Pairwise comparisons involve subjective judgments to assess 
the relative significance of each element in the hierarchy. 
Logical consistency is assured using a consistency index, 
ensuring reliable and consistent decision-making [27]. 
 
2.2 Blockchain and Smart Contracts 
2.2.1 Blockchain Technology: The Theoretical Foundation 
 

Blockchain technology, a cornerstone of modern digital 
transactions, gained prominence with the introduction of 
Bitcoin by Satoshi Nakamoto [28]. Characterized by 
enhanced security and transparency, blockchain overcomes 
the limitations of traditional centralized systems through its 
use of distributed ledgers and cryptographic techniques. The 
technology’s core is a distributed database, relying on a 
shared ledger that ensures transaction records are 
simultaneously distributed and validated across the network, 
thereby heightening security and reliability [29, 30]. 

The primary unit of blockchain is the "block," which 
contains multiple transaction records linked to previous 
blocks via cryptographic hashes. Each new block 
incorporates data from its predecessor, forming a chain and 
ensuring data immutability. Altering recorded data would 
require changes across all subsequent blocks, a feature that 
solidifies blockchain's security. Its applications span various 
sectors, from finance, where it is used in payments and smart 
contract-based financial products, to supply chain 
management, healthcare, intellectual property, and even 
voting systems [31-33]. 

In manufacturing, blockchain's decentralized nature 
promotes trust across production stages, addressing concerns 
like product quality and cost-efficiency. Unlike centralized 
systems, blockchain’s distributed architecture supports 
transparent, direct peer-to-peer transactions, with all network 
participants verifying transactions. This structure guarantees 

data immutability and resistance to tampering, further 
bolstered by distributed computing that allows nodes to 
concurrently store and verify transactions, enhancing data 
security [29, 34]. Blockchain's potential extends to car 
sharing, medical in-formation exchange, and other industries, 
promising innovation and development. Its secure platform 
positions it as a catalyst for cross-industry advancements. 

Incorporating AHP in blockchain, organizations can 
systematically evaluate and prioritize projects. By setting 
criteria and sub-criteria, decision-makers can objectively 
compare projects, considering aspects like security, cost, and 
expected profitability. AHP's methodology quantifies the 
relative importance of each aspect, aiding in informed project 
selection [35-39]. 
 
2.2.2 Smart Contracts: Automating Trust in Blockchain 

 
Smart contracts, conceptualized by N. Szabo in 1994 

[40], are automated digital protocols designed for executing 
contract terms autonomously, functioning as digital versions 
of traditional contracts on a blockchain. Encoded as software 
on a blockchain's distributed ledger, smart contracts 
autonomously manage and execute transactions based on 
predefined rules, negating the need for centralized 
intermediaries. The primary ad-vantages of smart contracts 
include heightened reliability due to their automatic 
operation, robust security stemming from the immutability 
and transparency of blockchain, and in-creased efficiency 
through automated execution, which streamlines the 
negotiation pro-cess. 

Khan et al. [41] discussed blockchain's role in the 
financial industry, highlighting how it addresses trust issues 
in centralized systems. Smart contracts, as executable codes 
on blockchains, are pivotal in facilitating and automating 
agreements, especially between parties lacking mutual trust. 
Applications of smart contracts extend beyond finance into 
domains like smart city development. Ullah et al. [42] 
explored their use in managing real estate transactions in 
smart cities, proposing a framework for integrating 
blockchain and smart contracts in this sector. This approach 
facilitates more interactive and user-friendly contracting 
processes, potentially transforming traditional real estate into 
a model aligned with Industry 4.0 standards [3]. 

 
2.3 The theoretical Background of 5G Communication and 

Ceramic Antennas 
2.3.1 5G Communication Technology: Unleashing the Next Era 
 

5G, the fifth generation of mobile communication 
technology, marks a significant leap forward from its 
predecessors, 3G and 4G. It is characterized by substantially 
higher data speeds, reduced latency, and the ability to 
connect a vast array of devices simultaneously. These 
enhancements position 5G as a key driver of technological 
progress, particularly in areas requiring large-scale data 
transfer and Internet of Things (IoT) services. 

A standout feature of 5G is its data transmission speed, 
reaching up to 20 Gbps. This speed is more than 20 times 
faster than 4G’s 1 Gbps and significantly surpasses 3G's 384 
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Kbps. Such rapid data handling capabilities enable smooth 
streaming of high-definition and 4K videos, and support real-
time applications like gaming, virtual reality (VR), and 
augmented reality (AR) with minimal latency [43, 44]. 
Another critical aspect of 5G is its ultra-low latency, which 
can be reduced to less than 1 millisecond. This improvement 
is crucial for applications requiring high precision and 
stability, such as autonomous vehicles and industrial 
robotics. Furthermore, 5G's extensive connectivity allows for 
the simultaneous connection of thousands of devices, making 
it integral to the development of smart cities and the broader 
IoT ecosystem. As 5G continues to roll out globally, it is set 
to transform a wide range of industries, heralding a new era 
of techno-logical innovation and connectivity [45, 46]. 

 
2.3.2 Evolution of 5G Antenna Technology: Key Challenges  

and Innovations 
 

The progression of 5G communications is intrinsically 
linked to the advancements in 5G antenna technology. These 
antennas are pivotal for efficiently transmitting and receiving 
wireless signals, necessitating support for broader 
bandwidths and faster data rates. Unlike traditional antennas 
with fixed directional capabilities, 5G antennas require 
enhanced flexibility to manage signals from various 
directions. Current research efforts are geared towards 
developing antennas with improved tuning abilities to ensure 
precise signal directionality and strength. 

A significant challenge in this arena is the need for 5G 
antennas to be compact and lightweight. Traditionally, high-
performance antennas tended to be larger, but the emerging 
trend is to employ multiple smaller antennas to handle data 
transmission and reception in different directions. This shift 
has spurred technical research focused on creating more 
compact antenna designs. The physical length (L) of a 5G 
antenna, for instance, is determined by the eq. (1), which 
incorporates factors like effective wavelength (λeff) as shown 
in eq. (2) [7]. 
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=                                                                                    (1) 

 
Where, λeff can be expressed as eq. (2) [47, 48]. 
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Where, λ0 is the wavelength in a vacuum, μᵣ is the relative 

permeability, and εᵣ is the relative permittivity. By utilizing 
ceramic materials with a higher dielectric constant, such as 
9.45 compared to the 3.47 in current PCB antennas, the size 
of the antenna can be effectively reduced [7]. 

Fig. 1 illustrates a 5G ceramic antenna array, comprising 
low-band (24.25 GHz to 29.5 GHz) and high-band (37 GHz 
to 40 GHz) unit chips suitable for specific frequency ranges. 
This configuration is integral to the development of a 
comprehensive 5G antenna system. Research is underway to 

reduce power consumption through innovative antenna 
designs, contributing to the sustainable advancement of 5G 
communication technologies. 

 

 
Figure 1 A 5G ceramic chip antenna array, displaying a module that combines a 

high-band unit and a low-band unit ceramic chip antenna, arranged in a 1 x 5 
configuration. 

 
3 RESEARCH METHODOLOGY 
3.1 Research Design Description 
 

This study's research design encompasses delineated in 
Fig. 2 presents the AHP research framework employed in our 
investigation. The study focuses on three fundamental 
factors: Security, Standard & Regulation, and Efficiency. 
The intent was to evaluate how these factors influence the 
stabilization and cost-effectiveness of the manufacturing 
processes for 5G ceramic antennas, particularly with the 
integration of blockchain technology and smart contracts. 
The selection of these pivotal factors and their respective 
sub-components stems from an extensive review of efficient 
manufacturing practices for 5G ceramic antennas, as detailed 
in our previous work [8]. We conducted a thorough pairwise 
comparison to ascertain the relative importance of each 
primary and secondary factor, thus quantifying their impact 
within the AHP model. This methodological approach 
enabled a structured analysis of how each element 
contributes to the overall manufacturing goals. 
 

 
Figure 2 AHP research framework for evaluating key factors in 5G ceramic 

antenna manufacturing. 
 
3.2 AHP analysis 

 
AHP methodology was employed to facilitate decision-

making in evaluating security, standard & law regulation, and 
efficiency in the blockchain-based 5G ceramic antenna 
manufacturing process. Data were gathered using a 
standardized questionnaire based on Saaty's 9-point scale 
[13], detailed in Tab. 1. This scale ranges from 1, 
representing equal importance between two factors, to 9, 
indicating a strong preference for one factor over another. 
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Table 1 The scoring system and meanings for Saaty's 9-point scale [13] used in 
the AHP analysis. 

Scale Definition Explanation 

9 Extreme The evidence favouring one activity over another 
is of the highest possible order of affirmation 

7 Very strong An activity is favoured very strongly over 
another; its dominance demonstrated in practice 

5 Strong Experience and judgement strongly favour one 
activity over another 

3 Moderate Experience and judgement slightly favour one 
activity  over  another 

1 Equal Two activities contribute equally to the objective 
 

The collected data underwent AHP analysis, leading to 
the development of a pair-wise comparison matrix (Eq. (3)). 
This approach is advantageous as it simplifies the evaluation 
process by allowing for direct comparisons between two 
factors at a time, which is generally more manageable for 
evaluators than multiple simultaneous comparisons. 

Consistency in responses is crucial for the validity of 
AHP analysis. The significance of each response is 
determined by combining the results of individual evaluators, 
focusing on those with consistency ratio values (derived from 
the pairwise comparison matrix and geometric mean 
calculations) of less than 0.1. Responses with consistency 
ratios above this threshold are excluded to ensure the 
reliability of the analysis. 

The pairwise comparison matrix A, generated through 
the AHP process, reflects the relative importance of 'n' 
elements compared within each layer. For elements (A1, A2, 
..., An), the result of pairwise comparisons between Ai and Aj 
is denoted as aij, forming the matrix A = (aij). If the 
importance of each element is wi (i = 1, 2, …, n), the matrix 
A = (aij) is used to calculate these weights, ensuring the 
accuracy and relevance of the derived values. 
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In the AHP framework, each element's relative 

importance is represented as a ratio. For instance, w1/w1 
compares A1 with itself, naturally yielding a value of 1. 
Similarly, w1/w2 represents the relative importance of A1 
compared to A2, and w1/wn for A1 compared to An. 
Multiplying eq. (3) by the column vector w= [w1, w2,…,wn], 
which represents the approximate values of relative 
importance between evaluation items, results in eq. (4). 

 



















=



















⋅



















nnnnnn

n

n

nw

nw
nw

w

w
w

wwwwww

wwwwww
wwwwww











2

1

2

1

21

22212

12111

///

///
///

               (4) 

 
Using the eigenvalue calculation method, it can be 

expressed as follows. 
 

maxw wλ⋅ = ⋅A                                                                    (5) 
 

The maximum eigenvalue of the pairwise comparison 
matrix A, denoted as λmax, is critical for determining the 
weights. It is found by solving the characteristic equation, 
which provides a non-zero solution in a system of n 
simultaneous equations, thereby determining the λmax value 
that satisfies Eq. (6). 

 
0Iλ− =A                                                                           (6) 

 
The λmax value is always greater than or equal to the 

number of elements, n. The closer the λmax value is to n, the 
more consistent the pairwise comparison matrix A is 
considered. The consistency of these comparisons is 
quantified using the Consistency Index (CI) and the 
Consistency Ratio (CR), calculated as follows: 

 
max

( 1)
n

CI
n

λ −
=

−
                                                                    (7) 

CICR
RI

=                                                                             (8) 

 
Where, n denotes the dimension of the matrix, and RI 

represents the Saaty Random Index [14], which varies with 
the matrix dimension. The RI is an average consistency index 
obtained from randomly generated reciprocal matrices, 
serving as a benchmark for acceptable consistency levels. 
The RI values are listed in Tab. 2. A CR of 0.1 or less 
indicates acceptable consistency in the survey responses, 
validating the reliability of the AHP analysis. For each survey 
item, the weights (w) were determined using the eigenvalue 
method, and then the overall weights were calculated using 
the geometric mean method. The values of the CI, CR, and 
the λmax were determined by taking the arithmetic mean of the 
values obtained from each survey item to calculate the 
overall values. 

 
Table 2 The Saaty Random Index (RI) values [14], which are used in the AHP to 

evaluate the consistency of pairwise comparisons. 
n 3 4 5 6 7 8 9 10 
RI 0.58 0.9 1.12 1.24 1.32 1.41 1.45 1.49 

 
3.3 Research Process and Data Collection 

 
For this study, an AHP questionnaire was developed 

based on the established model. The data collection phase 
spanned six weeks, from November 6 to December 15, 2023, 
targeting experts in the fields of blockchain and 5G ceramic 
antennas. The survey was disseminated through online 
platforms, email, and in-person visits, accompanied by 
comprehensive guidelines explaining the survey's objectives 
and key factors. Regarding the mix of in-person and email 
data collection, this approach was chosen to enhance the 
accessibility and response rate from experts in diverse 
locations, ensuring a comprehensive representation of 
opinions. Our sampling method was purposeful, targeting 
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individuals with specific qualifications (minimum master's 
degree and 10 years of experience) to gather informed 
perspectives into blockchain and 5G antenna technology. The 
survey questionnaire is detailed in the Appendix. From the 
42 questionnaires collected, 30 were deemed suitable for 
analysis after excluding 8 due to non-response and 4 due to 
inconsistency, as determined by their consistency ratios. A 
threshold consistency ratio of 0.1 was applied to ensure the 
reliability of the responses. 

Tab. 3 presents the demographics of the respondents. 
The majority (76.7 %) were male, with the largest age group 
being those in their 50s (53.3 %), followed by respondents in 
their 40s (33.3 %), and those in their 30s (13.3 %). Regarding 
professional experience, 64.5 % of the experts had at least 10 
years in their field, 25.8 % had 15 years, and 9.7 % had over 
20 years of experience. This distribution reflects the 
relatively recent development of blockchain and 5G 
technologies, resulting in a higher concentration of experts 
with 10 to 15 years of experience. The respondent pool 
comprised an equal split of 15 experts in blockchain and 15 
in 5G antennas, maintaining a balanced representation of 
both fields. 

 
Table 3 Demographic data of the respondents involved in the study. It includes 

information such as the distribution of gender, age groups, and professional 
experience. 

Section Characters Frequency Ratio 

Gender 
Male 23 76.7 

Female 7 23.3 
Total 30 100 

Age 

30s 4 13.3 
40s 10 33.3 
50s 16 53.4 

Total 30 100 

Work 
experience in the 

related field 

10-15years 20 64.5 
15-20years 8 25.8 

Over 20years 3 9.7 
Total 30 100 

Professional 
area 

Blockchain 15 50.0 
5G antenna 15 50.0 

Total 30 100 
 

4 RESULTS AND DISCUSSION 
 
Using AHP, we integrated blockchain and smart 

contracts to identify the relative importance of key factors 
affecting the 5G ceramic antenna manufacturing process, 
including 'security', 'standards and regulations', and 
'efficiency' based on previous research [8]. It was decided as 
the top factor. The results of this comprehensive analysis are 
showcased in Tab. 4 and depicted in the visual format as Fig. 
4. Among the trio of critical factors identified— ‘Security’, 
‘Standard & Regulation’, and ‘Efficiency’— ‘Efficiency’ 
emerged as the most significant, with a relative weight of 
0.545. This dominant weight of ‘Efficiency’ underscores the 
potential for substantial cost savings and heightened 
production effective-ness in the manufacturing of 5G 
ceramic antennas. 

Following ‘Efficiency’ in terms of importance, 
‘Security’ received a considerable weight of 0.318, 
illustrating its vital role in the overall manufacturing 

framework. Despite being less influential than ‘Efficiency’ 
and ‘Security’, ‘Standard & Regulation’ held its ground with 
a weight of 0.137, indicating its necessary, albeit less 
prioritized, role in the production process. The pie chart in 
Fig. 4 provides a clear and concise visual representation of 
these weights, effectively communicating the hierarchy of 
factors in the decision-making process. The chart shows 
‘Efficiency’ as the largest segment, colored in grey, denoting 
its predominant impact. The blue segment, representing 
‘Security’, occupies a significant portion but is noticeably 
smaller than ‘Efficiency’. The smallest slice, in orange, 
corresponds to ‘Standard & Regulation’, suggesting it has the 
least weight among the top factors. The precision of our AHP 
analysis is further supported by the calculated λmax value of 
3.035, with a CI of 0.017 and a CR of 0.033, against a RI of 
0.58 for n equals 3. The CR value, being lower than 0.1, 
indicates that the expert opinions gathered for the study are 
consistent [49]. 

The strategic application of AHP, as evidenced by the 
detailed results in Tab. 4 and the illustrative Fig. 3, offers 
valuable perspectives into prioritizing efforts within the 
manufacturing sector. It highlights ‘Efficiency’ as a crucial 
lever in optimizing the production of 5G ceramic antennas, 
indicating that investments and improvements in this area are 
likely to yield the most significant returns in terms of cost-
effectiveness and production capacity. This data-driven 
approach, enhanced by blockchain and smart contract 
technologies, paves the way for informed decision-making 
and strategic planning in the rapidly evolving 
telecommunications industry. 
 

Table 4 The AHP results for the primary dimensions or top-level factors in the 
context of 5G ceramic antenna manufacturing. It ranks and assigns weights to each 

top-level factor, such as ‘Security’, ‘Standard & Regulation’, and ‘Efficiency’, 
demonstrating their relative importance.  

Top factor Rank Weight 
Security 2 0.318 

Standard & Regulation 3 0.137 
Efficiency 1 0.545 

Sum 1.000 
CI 0.017 
CR 0.033 
λmax 3.035 

 

 
Figure 3 This pie chart representing the AHP results for the weights of top factors 
in the evaluation of 5G antenna manufacturing processes: ‘Security’, ‘Standard & 

Regulation’, and ‘Efficiency’. 
 

The AHP was employed to determine the weights of 
various sub-factors under the primary factor of ‘Security’, as 
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detailed in Tab. 5. This process involved a comprehensive 
evaluation of the relative importance of these sub-factors. 
Notably, within the hierarchy of ‘Security’-related sub-
factors, ‘Integrity,’ with a weight of 0.349, surfaced as the 
most crucial element. This high weighting underscores its 
significant role in the overall security framework for 5G 
antenna manufacturing. In contrast, ‘Security Test’ was 
assigned a comparatively lower weight of 0.126. This 
indicates that, while still important, it holds less significance 
relative to other sub-factors in the context of ‘Security’. Such 
differentiation in the weights illustrates the varying levels of 
importance assigned to each sub-factor and their impact on 
the overall security of the manufacturing process. 

Further validating the reliability and consistency of this 
AHP analysis are the calculated metrics: the λmax value stood 
at 5.194, the CI was 0.049, and the CR was 0.044. These 
figures are significant because the CR is below the 0.1 
threshold, implying a high degree of consensus among the 
expert opinions surveyed. Additionally, the RI value for a 
matrix of dimension 5 (n = 5) was 1.12 [14], further 
supporting the consistency and reliability of the findings. 
This thorough AHP approach not only quantifies the 
importance of various security aspects but also ensures the 
methodological robustness of the analysis. 
 

Table 5 The AHP calculated weights for sub-factors under the top-level factor of 
‘Security’ in the context of 5G ceramic antenna manufacturing. It ranks each sub-
factor and assigns a weight to it, which cumulatively sum to 1.000. Additionally, it 
includes the λmax value, CI, and CR to demonstrate the level of agreement among 
the surveyed experts' opinions, indicating a high level of consistency with a CR 

below 0.1. 
Sub-factor Rank Weight 

Integrity 1 0.349 
Confidentiality 2 0.216 
Transparency 4 0.143 
Security test 5 0.126 
Vulnerability assessment 3 0.167 
Sum 1.000 
CI 0.049 
CR 0.044 
λmax 5.194 

 
In conducting our study, we applied the AHP to 

meticulously evaluate the relative importance of various sub-
factors falling under the overarching category of ‘Standard & 
Regulation’ within the context of 5G antenna manufacturing, 
as comprehensively delineated in Tab. 6. Our analysis 
brought to the forefront the sub-factor ‘Compliance,’ which 
conspicuously stood out as the most pivotal, evidenced by its 
highest weight value of 0.456. This prominence underscores 
‘Compliance’s integral role in maintaining stringent 
standards and regulations in the manufacturing process. 
Further in the hierarchy of importance, ‘Auditing’ was 
assigned a notable weight of 0.174, reflecting its substantial 
role in ensuring adherence to established protocols and 
regulations. Closely following were the sub-factors ‘Check’ 
and ‘Enforcement,’ each with respective weights of 0.138 
and 0.128. The nearly identical weights of these two sub-
factors signify their parallel significance in the regulatory 
framework, highlighting the need for effective 

implementation and continuous oversight of standards and 
practices. 

In contrast, the sub-factor ’Monitoring’ was ascribed the 
lowest weight at 0.104. This lower weighting indicates its 
comparatively reduced priority in the spectrum of ‘Standard 
& Regulation’ sub-factors, albeit its relevance remains non-
negligible in the overall regulatory landscape of antenna 
manufacturing. Crucially, the robustness of our AHP analysis 
is evidenced by the calculated λmax value of 5.202, alongside 
a CI of 0.068 and a CR of 0.046. The RI value, calculated for 
an n of 5, stood at 1.12 [14]. The CR’s positioning well below 
the 0.1 benchmark is indicative of a high level of agreement 
among the expert responses, affirming the methodological 
soundness and reliability of our analysis. This meticulous 
assessment and quantification of the sub-factors under 
‘Standard & Regulation’ provide a nuanced understanding of 
their hierarchical importance. It serves as a guiding 
framework for decision-makers in the 5G antenna 
manufacturing industry, enabling them to strategically 
prioritize and allocate resources to areas that are critical for 
maintaining high standards and regulatory compliance. 
 

Table 6 The weights and ranks for the sub-factors within the top-level factor of 
‘Standard & Regulation’ as determined by the AHP.  

Sub-factor Rank Weight 
Compliance 1 0.456 
Check 3 0.138 
Monitoring 5 0.104 
Enforcement 4 0.128 
Auditing 2 0.174 
Sum 1.000 
CI 0.068 
CR 0.046 
λmax 5.202 

 
In our detailed assessment encapsulated in Tab. 7, we 

meticulously computed the weights by evaluating the relative 
significance of various sub-factors associated with the top 
factor, ‘Efficiency’, in the realm of 5G ceramic antenna 
manufacturing. This evaluation led to revealing perspectives 
about the hierarchy of these sub-factors in terms of their 
influence on manufacturing efficiency. The sub-factor ‘Unit 
Gain’ distinctly stood out as the most influential, with a 
dominant weight of 0.568. This finding underscores the 
criticality of achieving high efficiency in the unit chip of 5G 
ceramic antennas, as ‘Unit Gain’ is a direct measure of an 
antenna's efficiency in its operational environment. The 
substantial weight of this sub-factor illuminates its pivotal 
role in the overall efficiency of the antenna manufacturing 
process. 

Following ‘Unit Gain’ in terms of importance were 
‘Integration Gain and Performance Test,’ with respective 
weights of 0.177 and 0.133. These sub-factors highlight the 
significance of integrating various system components 
effectively and the necessity of rigorous performance testing 
to ensure optimal antenna functionality. ‘System Gain,’ with 
a weight of 0.123, though ranked lower, still plays an integral 
role in the efficiency equation, reflecting the benefits accrued 
from system-level enhancements in the antenna design and 
manufacturing process. 
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The analytical robustness of this assessment is further 
corroborated by key AHP metrics: the λmax value was 
determined to be 4.144, the CI stood at 0.048, and the CR was 
calculated as 0.054. The RI for a matrix size of n = 4 was 0.9 
[14], as noted in Tab. 2. Importantly, with the CR being well 
below the 0.1 threshold, the survey's findings are validated as 
consistent, reinforcing the reliability of our AHP analysis. In 
essence, this comprehensive evaluation, as reflected in Tab. 
7, not only delineates the relative weights of the Efficiency 
sub-factors but also provides a clear and consistent 
framework for prioritizing enhancements in the 
manufacturing process of 5G ceramic antennas, with a 
particular emphasis on unit chip efficiency. 

 
Table 7 The AHP calculated weights for sub-factors within the top-level factor of 

‘Efficiency’ in the con-text of 5G ceramic antenna manufacturing.  
Sub-factor Rank Weight 
Unit gain 1 0.568 

Integration gain 2 0.177 
System gain 4 0.123 

Performance test 3 0.133 
Sum 1.000 
CI 0.048 
CR 0.054 
λmax 4.144 

 

 
Figure 4 The global weights for various sub-factors as determined by the AHP in 
the context of 5G ceramic antenna manufacturing. These sub-factors are likely 
categorized under the main factors of ‘Security’, ‘Standard & Regulation’, and 

‘Efficiency’. The figure provides a visual representation of the relative importance or 
global weight of each sub-factor, highlighting how they contribute to the overall 

efficiency and effectiveness of the manufacturing process. This includes a focus on 
key aspects such as unit gain, integration gain, system gain, and performance test, 
thereby offering understanding into the areas that are most impactful for optimizing 

the manufacturing process. 
 

Fig. 4 presents a comprehensive bar chart resulting from 
the AHP used to deter-mine the global weights of various 
sub-factors in the manufacturing process of 5G ceramic 
antennas, focusing on three main categories: ‘Security’, 
‘Standard & Regulation’, and ‘Efficiency’. According to the 
AHP results depicted in Fig. 4, ‘Unit gain’ emerges as the 
most influential sub-factor across all evaluated domains, 
holding the highest global weight value of 0.309, as detailed 
in Tab. 8. This sub-factor's prominence underscores its 
pivotal role in driving cost efficiencies within the antenna 
manufacturing industry. ‘Integrity’ follows in significance 
with a global weight of 0.111, occupying a central position 
in maintaining robust security protocols. Following in 

importance are ‘Integration gain’ and ‘Performance test, with 
global weights of 0.0.096 and 0.0.072 respectively, ranking 
third and fourth. These factors underscore the pivotal role of 
effective integration and thorough performance testing in 
enhancing the efficiency of 5G ceramic antenna production. 

Moreover, three sub-factors tied in the fifth rank, all 
falling under the ‘Efficiency’ category, reflect the highest 
weight observed in the top factor, ‘Unit gain.’ This conveys 
the significant impact that efficiency improvements in the 
unit chip of 5G ceramic antennas have on the cost-
effectiveness and overall performance of the manufacturing 
process. These results are instrumental in highlighting the 
areas where strategic investments and improvements could 
optimize 5G antenna production, particularly emphasizing 
the substantial gains in cost reduction that can be achieved by 
enhancing efficiency in specific areas such as unit chip 
production, integration processes, and performance testing. 
The chart serves as a decision-making guide, illustrating the 
comparative importance of each sub-factor and their 
collective impact on advancing the manufacturing of 5G 
antennas. 
 
Table 8 The AHP results, showing the weights of top factors and their associated 
sub-factors, along with the global weights and global ranks determined from the 

AHP analysis. 

Top factor Weight Sub-factor Local 
weight 

Global 
weight 

Global 
rank 

Security 0.318 

Integrity 0.349 0.111 2 
Confidentiality 0.216 0.069 5 
Transparency 0.143 0.045 9 
Security test 0.126 0.040 10 
Vulnerability 
assessment 0.167 0.053 8 

Standard 
& 

Regulation 
0.137 

Compliance 0.456 0.062 7 
Check 0.138 0.019 12 

Monitoring 0.104 0.014 14 
Enforcement 0.128 0.018 13 

Auditing 0.174 0.024 11 

Efficiency 0.545 

Unit gain 0.568 0.309 1 
Integration gain 0.177 0.096 3 

System gain 0.123 0.067 6 
Performance test 0.133 0.072 4 

 
5 CONCLUSIONS 
 

This study focused on enhancing the efficiency of 5G 
ceramic antenna manufacturing through the integration of 
smart contracts and blockchain technology. Employing the 
AHP, we systematically prioritized key factors— ‘Security’, 
‘Standard & Regulation’, and ‘Efficiency’—in the 
manufacturing process. Our findings reveal that ‘Efficiency 
is the most crucial factor, with a weight of 0.545, followed 
by ‘Security’ (0.318) and ‘Standard & Regulation’ (0.137). 
This underscores the importance of focusing on antenna 
efficiency to drive cost savings in the manufacturing process.  

The AHP model identified ‘Unit gain’ as having the 
highest global weight, highlighting its critical role in the 
efficiency of 5G ceramic antenna manufacturing. Addition-
ally, the use of blockchain and smart contracts was found to 
offer significant benefits in terms of trust enhancement, data 
integrity, and automation of contractual conditions. The 
detailed AHP analysis provided a quantitative understanding 
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of the impact of ‘Security’, ‘Standard & Regulation’, and 
‘Efficiency’ on manufacturing costs. The in-depth evaluation 
of sub-factors within these top categories further refined our 
understanding of the priorities within each domain. 

The consistency of the expert opinions, as evidenced by 
the λmax values, CI, and CR, validates the reliability of the 
AHP methodology used in this study. These findings offer 
strategic implications for the application of blockchain 
technology in 5G antenna manufacturing, potentially 
fostering innovation and development within this sector. 

Despite its contributions, this study is not without 
limitations. The specificity of the research context may limit 
the generalizability of the findings to different times or 
manufacturing environments. Variations in expert opinions 
in the AHP analysis could affect the consistency of the results 
across diverse expert groups. The AHP model's assumptions 
may not perfectly align with real-world scenarios, 
particularly concerning weight estimation and consistency 
evaluations. Additionally, the practical application of 
blockchain and smart contract technology may face technical 
challenges that impact the stability and reliability of these 
solutions. A drawback of AHP is the absence of an 
independent accuracy evaluation, meaning the results could 
be flawed due to the subjective assessments of the user. 

External factors such as legal changes and technological 
advancements could also influence the outcomes, and 
controlling these variables is challenging. Recognizing these 
limitations is crucial for expanding the study's scope in future 
research. Future research will aim for a more nuanced 
understanding of the technical feasibility of implementing 
blockchain and smart contracts. We plan to explore solutions 
to realistic challenges and consider a wider range of technical 
aspects in 5G ceramic antenna manufacturing and blockchain 
integration. To validate the effectiveness of our model, 
empirical field research will be conducted to assess its 
practical applicability and efficacy. 
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Utilizing Digital Therapeutics Technology to Improve Willingness to Actively Participate in 
Gait Rehabilitation Training and Increase Interest in Treatment 

 
Hwamok Koo, Junsik Moon, Sung Teac Hwang, Dong Keun Kim* 

 
Abstract: In this study, we demonstrated the feasibility of 'Morning Walk S200' as a rehabilitation training tool using an eXtended Reality (XR) system for those who are in need 
of gait rehabilitation. The lower limb rehabilitation training robot performs repetitive training according to the specified input gait trajectory. While the robot constructs passive 
training, it is crucial to encourage patients to engage in active training in order to enhance treatment effectiveness. 'Morning Walk S200' utilizes a diverse range of VR (Virtual 
Reality) experiences—such as walking through Saryeoni Forest in Jeju Island, landscaping, a baseball batting game, and the Blue and White Flag game—all designed to improve 
patients' active participation and increase interest in their treatment. Additionally, this study includes several papers that validate the technical efficiency of "Morning Walk S200" 
and examine the VR content. We suggest that developing innovative and engaging treatment options is essential, highlighting the need to utilize VR content effectively to enhance 
the outcomes of gait rehabilitation training. 
 
Keywords: Gait; Rehabilitation Robot; Robot-Assisted Training; Virtual Reality (VR) 
 
 
1 INTRODUCTION 
 

Digital therapeutics refers to a specific type of software 
that is designed to treat diseases and improve health. This 
generally includes bio-healthcare or medical devices that 
utilize applications, games, and virtual reality or augmented 
reality (VR/AR) technologies [1]. Numerous studies have 
been conducted on the treatment and rehabilitation of 
vestibular dysfunction using virtual reality and Head-
Mounted Displays (HMDs). A study has been published 
showing the effectiveness and safety of vestibular 
rehabilitation training using a gaming display created with 
Unity [2]. Dascal's research also validated the utility and 
efficacy of VR for three major medical conditions: pain 
management, eating disorders/obesity, and 
cognitive/rehabilitative exercises among hospitalized 
patients from 2005 to 2015 [3]. A study on "Effects of a 
virtual reality exercise program using video games on the 
motor performance of the elderly", proved that virtual reality 
exercise programs are significantly effective in improving 
strength, balance, and gait in the elderly [4]. Therefore, this 
paper aims to introduce the ‘Morning Walk S200’ developed 
by Curexo™, along with various VR contents used for VR 
rehabilitation therapy, one of the main technologies in 
modern rehabilitation therapy. 
 
2 THEORETICAL BACKGROUND 
2.1 Digital Therapeutics (DTx) 
 

An analysis of domestic research trends related to the 
development of Digital Therapeutics (DTx) in the field of 
communication disorders defines digital therapeutics as 
software medical devices that provide evidence-based 
therapeutic interventions to patients to prevent, manage, and 
treat medical disorders or diseases [24]. According to 
Samjung KPMG's Investment Trends and Future Strategies 
for Third-Generation New Drug Digital Therapeutics, the 
following five technologies are considered the key digital 
therapeutics [5]:  
1) Mobile and PC-based Apps: Therapeutic applications are 

provided as mobile and PC-based applications with a 
variety of content. These apps represent the most basic 
form of digital therapy. 

2) Virtual and Augmented Reality (VR and AR): Virtual 
Reality Therapy (VRT) employs the use of VR 
technology for therapeutic purposes, including 
psychotherapy, neurological rehabilitation, and 
musculoskeletal rehabilitation.  

3) AI/Big Data: Healthcare big data can be analyzed to 
recognize specific patterns that help predict and diagnose 
diseases or provide personalized treatment plans for 
patients. 

4) Brain-Computer Interface (BCI): A collection of 
interface technologies that utilize brain waves to control 
computers or machines. The goal is to improve 
neurological communication between the brain and 
muscles in conditions such as Lou Gehrig's disease, 
stroke, spinal cord injury, and cerebral palsy. 

5) Games: Utilizes adaptive algorithms to provide a 
personalized treatment and rehabilitation experience for 
patients, incorporating various effects and rewards to 
engage patients and enhance their motivation. 

 
As such, the continuous evolution of devices and 

networks has enabled VR rehabilitation therapy to be 
delivered. Digital Therapeutics (DTx) has advantages over 
classical therapies [22]. First, DTx can be delivered digitally, 
free from space and time constraints. Second, as a software-
based therapy, DTx can quantify and standardize both the 
data from the patient and the data from the expert physician. 
Third, DTx is a personalized service and treatment.  
 
2.2 Extended Reality (XR) 

 
Immersive content is defined as digital media that 

employs immersive technologies to engage the human senses, 
providing information and creating a nearly realistic sense of 
presence for users [23]. Extended Reality is one form of 
immersive content, which combines Virtual Reality and 
Augmented Reality to fully immerse users within a virtual 
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environment. In addition to VR and AR, games and PC-based 
apps are the key technological elements of digital 
therapeutics. When these elements are fused and expanded, 
they leverage XR technologies. XR digital therapies show 
great promise for rehabilitation training, particularly for 
people who acquire gait and mobility abnormalities.  
 
2.3 HMD 
 

To experience VR, AR, and MR, you need a specialized 
device. Among the various devices, the most popular and 
fastest-growing device is the Head Mounted Display. These 
devices are worn over the head, immersing you through a 
new virtual world right in front of your eyes. Google was the 
first company to enter the HMD market, followed by 
Microsoft, Meta (formerly Facebook), Samsung, and others. 
Additionally, various innovative HMD devices are being 
developed exponentially. The platform market is evolving 
through a sequence of advancements in computers, the 
Internet, and mobile devices, with HMDs now emerging as 
the fourth major technological platform. VR and AR 

technologies are developing at a rapid pace and converging 
across various fields. In the healthcare sector, these VR and 
AR technologies are being utilized, including the following 
[25]: 
• Life Care Sector: Healing VR content, Sports VR, Health 

Avatars, etc. 
• Healthcare: 360-degree Surgical Video Services, Dental 

Simulators, Rehabilitation, etc. 
 

Through these HMD devices, 'Morning Walk S200' 
offers users an enhanced sense of immersion in virtual reality, 
potentially increasing their interest and commitment to 
rehabilitation training. 
 
2.4 Robot Rehabilitation 
 

Rehabilitation is divided into physical therapy, 
occupational therapy, cognitive therapy, speech therapy, 
psychotherapy, pain therapy, and robotic therapy. 
Furthermore, robotic rehabilitation is divided into therapeutic 
goals, as shown in Fig. 1.

 

 
Figure 1 Classification of rehabilitation robots 

 

 
Figure 2 Morning Walk S200 system structure diagram 

 
Rehabilitation robots are categorized into two types, 

upper-limb rehabilitation robots and lower-limb 
rehabilitation robots. One example of a lower-limb 
rehabilitation robot is ‘Morning Walk S200’, which focuses 
on gait rehabilitation targeting the lower limb. This training 
is conducted through an input protocol programmed into the 
robot. In order to perform repetitive and intense gait training 
without additional space, it is essential for the patient to 

actively participate in the training as the robot follows a 
specific gait trajectory. To encourage active participation, 
‘Morning Walk S200’ utilizes VR content, which enhances 
patient participation and increases their interest in therapy 
[11-13]. This study introduces ‘Morning Walk S200’ and 
describes how it utilizes VR as a key technological element 
of digital therapeutics in rehabilitation. 
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3 SYSTEM DESIGN 
3.1 System Structure 
 

Fig. 2 is a simplified system block diagram of the 
‘Morning Walk S200’. ‘Morning Walk S200’ helps patients 
of all ages, from those who cannot walk to those who need 
gait rehabilitation training. After recognizing the user's 
motion using the Kinetic system camera loaded on the 
‘Morning Walk S200’, the user must board on top of the 
robot. The user (patient) can receive VR therapy through a 

separate HMD and a screen placed in front of the user. 
 
3.2 Use Case Diagram 
 

Through ‘Morning Walk S200’, users can experience 
various VR game contents to enhance the effectiveness of 
rehabilitation therapy. Fig. 3 is a diagram of the use cases and 
requirements of these users. It is a simple summary of the 
requirements that may arise between professionals and 
patients who assist in rehabilitation training.

 

 
Figure 3 Use case diagram: user requirements 

 

 
Figure 4 Morning Walk S200 

 
The therapist conducts four requirements (Fig. 3): 

Manage patient information, select patient information, 
manage training, and change VR content. The therapist can 
Add/Edit/Delete Patient Information by himself. They can 
also Plan/Start/Adjust the Parameters, End the Training, and 
View Results for further Training Management. The patient 
executes three requirements: Boarding the robot, training the 
robot, and Participating the VR events. By boarding the robot, 
the patient provides GRF (Ground Reaction Force) and BWS 
(Body Weight Support) data to the robot. Then, the robot 
passes the information to the VR content, and the VR content 

analyses the data. Lastly, based on the analyzed results, the 
VR content events implement. 
 
3.3 Morning Walk S200 
 

Morning Walk provides a real-time monitoring and 
biofeedback system. You can check joint angle values for hip, 
knee, and ankle in real time [7, 14]. You can also monitor 
GRF, BWS, plantar pressure distribution, and balance 
through the Butterfly Diagram [7]. 

Fig. 4 is ‘Morning Walk S200’, a robotic orthotic 
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exercise device and walking rehabilitation robot developed 
by Curexo. It is a compound word of Morning + Walk which 
signifies the meaning of presenting (rewarding) a 
comfortable morning walk [6]. It is a medical robot 
developed to help patients with walking difficulties recover 
and provides optimized training for children and adults [19, 
21] 

There are two types of lower limb rehabilitation robots: 
the exoskeleton type, which is worn directly on the patient's 
body, and the end effector type, which simply connects the 
end of the device to the patient. ‘Morning Walk S200’ is an 
end effector type, which means it has a high degree of 
freedom in the movement of the center of gravity, unlike the 
exoskeleton type, which limits the range of motion of the 
center of gravity during gait training. End-effector-type 
walking robots are more suited and safer for various 
neurological diseases [8, 18]. Gait training with Morning 

Walk S200 has been proven to improve mobility and balance 
in subacute and hemiplegic patients [9, 16, 17], and the 
scaffold-based gait component has been proven to be a valid 
rehabilitation method for lower extremity movement [10, 15, 
20, 26]. 
 
4 VR CONTENT ON THE MORNING WALK S200 
 

Fig. 5 shows the VR contents that are officially 
supported by Morning Walk S200. We currently support five 
VR content and are continuously conducting content research 
and development. The VR content utilizes the trainer's foot 
pressure and BWS values to generate events and interact with 
the user. The VR content we currently support was created 
based on ideas developed internally at Curexo in 
collaboration with VR development companies.

 

 
Figure 5 Morning Walk S200 - officially supported VR content 

 

 
Figure 6 Morning Walk S200 - training with an HMD 

 
As shown in Fig. 6, the patient checks the VR content on 

the front screen after boarding the Morning Walk. The VR 
content is linked to ‘Morning Walk S200’ and receives data 
input in real-time. Each VR content has a 'Foot Calibration' 
function, which analyzes the patient's average foot pressure 
and sets that value as the default value. The foot pressure 
value is then read in real-time and used to trigger events in 

each content. 
Character movement in certain VR content can be set to 

behave normally when the patient's foot pressure is higher 
than the average foot pressure. The patient actively 
participates in the training to activate the normal behavior of 
the VR content character. In addition, there are events such 
as eating items in the content map and completing timely 
events to enhance the patient's interest. We are researching 
various events to actively engage patients. Morning Walks 
are conducted after wearing the HMD. However, patients 
who are not familiar with 3D content may experience 
discomforts such as motion sickness, so it is used selectively. 
Rehabilitation training is conducted through 360° VR content 
when wearing an HMD. The screen that the patient wearing 
the HMD sees is simultaneously transmitted in real-time to 
the TV in front of the Morning Walk equipment. 

Patients who have difficulty performing normal 
movements can adjust the level of training by lowering the 
level of abnormal gait or adjusting the robot's movement 
speed in the VR content settings. Fig. 7 is a VR content that 
depicts the Saryeoni Forest in Jeju Island. It is possible to 
enjoy the scenery without any specific events, so even 
patients with difficulty walking can enjoy VR content. The 
map progresses in the following order: Rain Forest, Pine tree, 
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Redwood, Valley, Flower field, Winding path, Waterfall, or 
Lake. When you first start, you can specify where you want 

to start and progress through the training.

 

 
Figure 7 Morning Walk VR - Saryeoni Forest, Jeju Island 

 

 
Figure 8 Morning Walk VR - Landscape 

 

 
Figure 9 Morning Walk VR - Activity Game 

 
Fig. 8 is the Morning Walk VR content 'Landscape'. 

Morning Walk has a total of five protocols (Over Ground, 
Stair Up, Stair Down, Slope Up, Slope Down). The VR 
content automatically changes to the appropriate terrain for 
the protocol when the protocol is changed. The patient gets 
the feeling that they are actually performing the protocol in 
the robot's behavior as the appropriate terrain appears. Stair 
Up/Down provides the ability to adjust the stair height value 
and Slope Up/Down provides the ability to adjust the slope 
angle value, providing a wide range of training protocols for 
patients. 

Fig. 9 is an Activity Game from Morning Walk. On the 
left is a baseball game, and on the right is a blue-and-white 

flag game. The baseball game tells you when the ball will fly 
during the exercise, and if you step on the footstep at the right 
time, you will hit the ball. In Blue and White Flag, you will 
see phrases like "Blue Flag up - Blue Flag down" and "White 
Flag up - White Flag down" on the screen. If the player 
performs the command within a certain amount of time after 
the phrase appears, they will succeed. Active games help 
patients focus on their rehabilitation training. Unlike other 
games, the Blue-White Flag game has a saddle event: 
sit/stand up. 

Depending on the patient's severity level, the intensity, 
duration, and number of exercises vary. Each VR content 
repeats a unique event without any specific reward, such as 
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giving items to customize the character or providing in-game 
currency to purchase specific items. In this case, patients who 
are training for an extended period may feel bored with the 

VR content. Therefore, in order to provide a variety of VR 
content, Curexo is developing its own VR content as well as 
holding VR content planning contests.

 

 
Figure 10 Winners of the Morning Walk VR game content planning contest 

 
Fig. 10 is the winner of the first Morning Walk VR game 

content planning contest. Through the content planning 
contest, we got various ideas such as a game that catches 
grapes falling from the sky in a bowl, a skiing game, and a 
painting game. A total of forty-five teams participated in the 
contest, and eight teams were selected to receive awards. 
These ideas will be utilized for future Morning Walk VR 
content development. 
 
5 CONCLUSION AND FUTURE RESEARCH 
 

The "Morning Walk S200" is a walking rehabilitation 
robot developed by Curexo, designed as an end-effector type. 
It features a weight-bearing seat, a footrest for walking 
exercises, real-time monitoring, biofeedback, and the 
provision of virtual reality (VR) content. The VR content 
aims to engage patients actively in their training and enhance 
their interest in therapy. In this paper, we introduce the 
"Morning Walk S200" and discuss the utilization of VR as a 
key technological element in digital therapies for 
rehabilitation.  

As the aging society accelerates around the world and the 
elderly population increases, the number of falling accidents, 
cognitive dissonance, and various chronic diseases is 
increasing. Thus, hospitals and several research institutes are 
developing various rehabilitation treatment devices that 
combine IT technology and Rehabilitation robots, and many 
researchers have established to prove the effectiveness of 
these treatments [27 - 29]. Furthermore, as the market 
develops for contents installed in treatment devices, it creates 
greater benefits that could increase treatment effects [30 - 34]. 
Hence, we hope this paper will be used as future reference 
research material to follow when developing digital 
healthcare industry content. 

Based on this study, we set three future research 
directions. First, research on design techniques for VR 

content in rehabilitation therapy. As the purpose of utilizing 
VR content is to improve patients' willingness to actively 
participate in rehabilitation training and enhance their 
interest in treatment, the content should not be complex or 
colorful to lose its main purpose. Therefore, we would like to 
conduct a study on how to design VR content that can 
enhance patients' active participation in training and interest 
in treatment without losing the main purpose of rehabilitation 
training. 

Second, we will study how to design XR content 
optimized for rehabilitation therapy. Patients undergoing 
rehabilitation therapy board a morning walker and train while 
looking only at the VR content on the monitor. It is believed 
that providing an XR world rather than just a VR world will 
allow patients to participate more actively in rehabilitation 
and increase their interest in treatment than VR alone. 
Therefore, we would like to conduct research on XR content 
design techniques optimized for general-purpose gait 
rehabilitation training. 

Third, we need to create a formal evaluation method for 
VR or XR content. Currently, the experience of using 
Morning Walk's VR content is only conveyed verbally to 
patients and therapists. Without a structured evaluation 
method in place, it is challenging to enhance the quality of 
the content. Therefore, we propose conducting a study to 
develop a structured evaluation method for VR or XR content, 
which will help us design content optimized for rehabilitation 
therapy. 
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Use of Artificial Intelligence (AI) in the Workplace Ergonomics of Industry 5.0 
 

Maja Trstenjak*, Tihomir Opetuk, Goran Đukić, Hrvoje Cajner 
 

Abstract: Industry 5.0 emphasizes human-centricity, sustainability, and resilience as its core characteristics, with a focus on developing socio-technical systems that enhance 
human health, safety, and well-being while fostering sustainable societal practices. The human-centric perspective places significant importance on human factors and ergonomics, 
aiming to align technological advancements with the needs and capabilities of individuals. In this context, artificial intelligence (AI) emerges as a transformative tool for advancing 
human factors and ergonomics by optimizing workplace conditions and supporting human-centered design principles. This paper conducts a literature review to explore the 
applications and potential of AI in addressing human factors and ergonomics challenges, providing insights into its role in shaping the future of human-centric systems within 
Industry 5.0. 
 
Keywords: ergonomics; human-centered; human factors; Industry 5.0; management; manufacturing; optimization; organization; workplace 
 
 
1 INTRODUCTION 
 

Industry 5.0 represents a human-centered, resilient, and 
sustainable paradigm designed to address the shortcomings 
of Industry 4.0. While Industry 4.0 focused on automation 
and digitalization, it often neglected the human role and 
perspective, leading to challenges in its adoption within the 
manufacturing sector. In contrast, Industry 5.0 emphasizes 
the integration of socio-technical systems where humans are 
placed at the center, fostering effective communication and 
collaboration with machines. This shift is critical in 
overcoming challenges posed by global uncertainties and 
volatile market conditions, which demand resilience and 
sustainability with a broader societal impact [1, 2]. 

In Industry 5.0, humans remain the key drivers of 
production systems, necessitating technological solutions 
tailored to their needs. The evolution of technology has 
shifted human roles toward more complex tasks, 
emphasizing interdisciplinary collaboration and the 
integration of ergonomics to enhance productivity while 
mitigating workplace illnesses and injuries [3]. Providing 
workers with both physical and cognitive support tools is 
essential for enabling efficient and safe operations. 
Collaborative machines, for example, can reduce ergonomic 
and cognitive strain, enhance safety, improve process 
monitoring, and boost productivity. These advancements 
result in higher product quality and increased 
competitiveness for businesses [4]. 

However, many small and medium-sized enterprises 
(SMEs) face barriers to adopting collaborative technologies, 
such as limited in-house expertise, high upfront costs, and 
employee resistance to change. To overcome these 
challenges, SMEs can collaborate with technology providers 
for support and training or invest in employee skills 
development. This process is further strengthened by 
applying a human-centered design approach that 
incorporates human factors into production systems, 
addressing the physical, psychological, social, and cultural 
needs of workers. Such strategies ensure not only successful 
implementation but also sustainable growth and resilience in 
the Industry 5.0 era [5]. 

Artificial intelligence (AI) refers to the simulation of 
human intelligence in machines designed to perform tasks 
that typically require cognitive abilities such as learning, 
reasoning, problem-solving, decision-making, and 
understanding language. AI systems leverage algorithms, 
data analysis, and computational models to process 
information, adapt to new inputs, and make autonomous or 
semi-autonomous decisions, often with capabilities 
exceeding human efficiency in specific domains [6]. 

In the context of Industry 5.0, AI plays a pivotal role in 
enhancing human-machine collaboration by enabling 
smarter, more adaptive, and human-centric production 
systems. AI drives innovation by [7]: Supporting Human 
Decision-Making; Enhancing Ergonomics and Safety; 
Enabling Personalized and Adaptive Systems; Improving 
Productivity and Quality; Facilitating Resilience and 
Sustainability; and Bridging Skill Gap. By fostering 
collaboration between humans and machines, AI empowers 
a human-centric approach in Industry 5.0, prioritizing worker 
health, safety, and well-being while driving technological 
and societal progress. Artificial intelligence (AI) plays a 
critical role in autonomous systems, yet its integration 
introduces complex safety challenges, especially in human-
AI interactions. These challenges arise as human roles evolve 
alongside increasingly autonomous machines era [8].  
 
2 METHODOLOGY 
 

To gain insight into the most relevant work published in 
the literature, the Web of Science database was browsed. The 
objective was to understand the characteristics of the current 
use of AI tools in ergonomic design of workplace and 
organization but also it is potential for the future use. This is 
why the database Web of Science was searched by keyword 
"AI in Ergonomics". Among the 674 records, found 35 were 
chosen for the detailed analysis. 
 
3 RESULTS 
 

The results were grouped by the common topic in three 
different groups among which use of AI in ergonomics of the 
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workplace is found: (1) Posture prediction, (2) Risk analysis 
and assessment and (3) Organizational challenges. 
 
3.1 Posture Prediction 
 

Traditional motion capture uses specialized sensors and 
cameras, but the more accessible method is conventional 
video recording. Evaluation of AI-based computer vision 
techniques was used to automate human movement 
annotation from video. Four machine learning algorithms 
(random forest, K neighbors, neural network, and decision 
tree) were trained on performance datasets, producing 
automated annotations across Laban's four dimensions—
effort, space, shape, and body. Results showed that these AI-
generated annotations were accurate compared to manual 
Laban annotations, offering a promising tool for systematic 
movement analysis from video [11]. 

Traditional ergonomics assessment methods in digital 
human modeling (DHM) tools primarily focus on observing 
work characteristics, with direct measurement methods 
designed for easy integration into DHM. However, these 
methods have historically lacked action levels, which are 
thresholds for necessary ergonomic interventions. This is 
why there is a solution that integrates recent physical load 
exposure calculations and action level recommendations into 
a DHM tool, using the IPS IMMA tool and Xsens MVN 
motion capture. In two use cases—one with simulated human 
motions and one with real motion capture data—the 
demonstrator calculated and color-coded exposure data for 
specific postures and velocities, highlighting extreme action 
levels. The results suggest that DHM tools can effectively 
incorporate automated ergonomics assessments, aligning 
with Industry 4.0 and 5.0 goals for automation and 
digitalization in ergonomics [9]. 

Collaborative robots (cobots), which are part of Industry 
5.0 concept, offer a way to reduce operator workload and 
lower the risk of occupational injuries, such as 
musculoskeletal disorders (MSDs). Innovative ergonomics 
optimization framework provide human tracking to monitor 
and assess operator posture, identifying ergonomic risks and 
suggesting improved poses. A feedback interface notifies 
users of non-ergonomic postures and recommends 
adjustments, while a workpiece position controller adjusts 
the cobot’s end-effector to help improve operator posture. A 
user study conducted on a human-robot polishing task 
showed promising results, with positive feedback from users 
and improved REBA (Rapid Entire Body Assessment) 
scores, indicating reduced ergonomic risk [10]. Another 
study demonstrates the value of AI in ergonomic posture 
assessments, especially for methods like the Ovako Working 
Posture Assessment System (OWAS), by training algorithms 
on Xsens MVN MOCAP data. The results indicate that AI 
can accurately predict postures, offering a foundation for AI-
assisted ergonomic assessments and establishing a 
specialized database to enhance future AI training [13]. 
MOCAP-/AI-based framework demonstrated improved 
accuracy, consistency, and efficiency compared to manual 
methods. This advancement supports the design of healthier, 
safer, and more productive job tasks and work environments 
[14]. 

ERG-AI is an innovative AI/ML pipeline developed to 
address the gap in sustainable, sensor-based, uncertainty-
aware posture prediction combined with large language 
models (LLMs) for communicating occupational health risks 
and recommendations. Designed to predict extended worker 
postures using data from multiple wearable sensors, ERG-AI 
enables personalized health risk assessment based on 
individual worker performance. Utilizing LLMs such as 
GPT-4 and LLAMA-2, the model translates posture 
predictions and uncertainty estimates into clear occupational 
health insights. ERG-AI demonstrated robust data handling, 
enhancing posture prediction accuracy in real-world 
applications. Findings indicated that while basic postures 
were effectively identified, complex movements like 
kneeling and stair climbing posed prediction challenges, 
underscoring the importance of specific sensors, such as 
those positioned on the thigh, for balancing system cost and 
accuracy. Feedback from occupational health experts pointed 
to a need for even more personalized recommendations 
tailored to individual attributes and job roles, suggesting a 
pathway for further refinement of LLMs to provide 
customized ergonomic guidance [12]. 
 
3.2 Risk Assessment 
 

Integrating AI and other digital technologies with a focus 
on human factors will be essential for advancing 
biomechanical risk assessment and facilitating technology 
adoption. Additionally, successfully incorporating these 
technologies into industrial settings may require workforce 
reskilling, upskilling, and efficient system design to manage 
information flow and improve user-technology interactions 
[16]. 

Traditional human-based risk assessments for muscle 
injuries can lead to inaccuracies and even cause injuries due 
to expertise requirements. Risk Assessment System for 
Muscle Injuries (RASMI) using AI technology is used to 
evaluate electric welders' postures based on Rapid Entire 
Body Assessment (REBA) standards. RASMI identifies 
potential causes of muscle injuries and issues warnings when 
a welder's posture poses a risk, providing precise, cost-
effective assessments. Results show that RASMI effectively 
evaluates injury risks and is positively received by workers, 
who appreciate its role in promoting long-term health and 
well-being through posture adjustment and behavior 
modification alerts [15]. 

Holistic job improvement framework, which 
automatically performs root cause analysis and recommends 
control strategies to mitigate musculoskeletal disorder 
(MSD) risks was also presented. Using deep learning-based 
Natural Language Processing (NLP) techniques like Part of 
Speech (PoS) tagging and dependency parsing, the system 
analyzes textual descriptions of job actions (e.g., "pushing") 
and objects (e.g., "cart") to infer root causes of MSD risks 
(e.g., excessive shoulder forces due to small caster size). 
These insights guide an expert-based Machine Learning 
(ML) system to identify specific work-related causes and 
recommend targeted solutions, such as larger diameter 
casters, to lower risks. Unlike existing AI-based MSD risk 
assessment tools, which focus solely on scoring, this 
framework extends beyond scoring to diagnose root causes 
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and provide actionable controls, combining AI, computer 
science, and ergonomics. The system’s robustness stems 
from integrating action-object inferences from text with risk 
scores and exposure types from video analysis. Even without 
text, the system can utilize motion capture from videos to 
identify root causes, although this leads to less efficient 
recommendations. This approach streamlines and enhances 
the job improvement process, making it more efficient and 
effective in reducing MSD risks [17]. 

Understanding human cognitive and behavioral 
responses, such as vigilance, processing intensity, gaze 
patterns, and visual scanning efficiency, is essential for 
designing effective AI-assisted inspection systems. Results 
of one study show that these cognitive factors impact 
inspection performance, emphasizing the need for protocols, 
drones, and AI systems tailored to reduce cognitive overload 
and prevent errors. Additionally, insights into gaze and 
scanning patterns associated with missed information 
provide practical guidance for inspectors to improve their 
performance [18]. 

The Level of Preventive Action (Lpac) methodology, 
adapted for construction sites, establishes preventive action 
levels by monitoring quantitative data related to physical and 
behavioral conditions using sensors in both the construction 
environment and on workers. Integrating Lpac with BIM 
(Building Information Modeling) technology allows for real-
time data collection on environmental conditions, safety 
systems, worker behavior, and emotional states. This setup 
enables comprehensive preventive action controls and 
immediate communication of safety measures to workers 
through a mix of direct and AI-driven methods. By using 
body sensors, location sensors, and AI, Lpac supports 
dynamic safety assessments, adjusting preventive actions 
based on real-time data rather than estimates. This approach 
enhances safety coordination, improves the safety climate, 
and optimizes construction site conditions to prevent 
accidents. Lpac is applicable in both known and unknown 
environments, adapting flexibly to varying construction 
conditions and communicating risk levels efficiently, helping 
foster a collaborative safety culture with worker participation 
[19]. 

Knowledge acquisition through domain experts and 
historical data remains crucial for effective human reliability 
and human factor analysis across fields. However, fully 
utilizing this knowledge requires implementing fuzzy expert 
systems and AI models to enhance HFA outcomes [20]. 

A cost-effective, vision-based method for automatically 
monitoring ergonomic and fatigue risks was developed using 
a 3D camera system and AI-driven posture analysis to track 
body movements and repetitive motions. Laboratory trials 
demonstrated that this method achieves joint motion tracking 
with 3.5° accuracy, performs similarly to human operators in 
ergonomic risk assessments, and effectively monitors 
repetitive tasks. The system supports data visualization, real-
time analysis, and report generation, making it a valuable tool 
for enhancing manufacturing environments [21]. 
 
3.3 Organizational Challenges 
 

The integration of Artificial Intelligence (AI) into 
ergonomics is transforming workplace optimization by 

enhancing worker well-being and operational efficiency. 
Bibliometric analyses revealed AI's significant impact on 
ergonomics and safety, establishing this synergy as a key 
element in the evolution of Industrial Engineering. The report 
advocates for strategic funding, interdisciplinary 
collaboration, and workforce development to support this 
field, emphasizing AI's potential to create safer, efficient, and 
ethically focused workplaces [22]. It is crucial for researchers 
to develop AI teammates that incorporate an understanding 
of human team members' needs into their adaptive behaviors, 
ensuring effective and supportive collaboration [23]. 

Traditionally, productivity and worker well-being 
optimizations are handled separately, often resulting in 
suboptimal solutions and prioritizing one objective over the 
other. One study uses data mining methods on real-world 
multi-objective optimization data to extract actionable 
insights for optimizing both productivity and worker well-
being in workstation design. By analyzing a welding gun 
workstation, the study identified critical design constraints 
that, when removed, could improve work efficiency and 
accommodate diverse anthropometric needs. The findings 
suggest that using data-driven rules and insights from 
previous cases can streamline future workstation designs 
across various tasks, such as assembly lines, improving 
overall productivity and worker health. Implementing the 
optimization and knowledge discovery process in a user-
friendly digital tool could further support engineers by 
guiding them through the process based on their expertise 
[31]. The integration of artificial intelligence (AI) into 
workplaces offers significant potential for productivity and 
progress, but also raises critical occupational safety and 
health (OSH) concerns. AI can increase risks such as stress, 
discrimination, precarious employment, musculoskeletal 
disorders, and job intensification, especially when used for 
heightened monitoring and micro-management. Key risks 
include unfair treatment in AI-augmented HR decisions, 
overwork due to insufficient training, privacy issues from 
intensified surveillance, and the deskilling of jobs, 
particularly in manufacturing and gig work. To harness AI's 
benefits without compromising OSH, the report suggests 
focusing on assistive and collaborative AI, rather than 
universal AI, to enhance supportive roles. Benefits of AI 
include improving workplace relationships, aiding decision-
making, and allowing workers more time for personal and 
career development by handling repetitive tasks. For safe AI 
integration, recommendations include comprehensive 
training, consistent oversight by OSH authorities, and a 
worker-centered approach that prioritizes human command 
over AI. It concludes that OSH risks stem not from AI itself, 
but from the ways in which it is implemented, underscoring 
the importance of regulatory oversight and worker 
involvement [38]. 

The field of Explainable AI (XAI) seeks to make AI 
decisions understandable, yet often overlooks the human 
element. Unlike typical AI-centric XAI approaches, this 
framework lets users define and rank features according to 
their preferences, compare these with the AI’s weighted 
features, and explore the rationale behind AI decisions 
through a chatbot. The study found that agreement between 
user and AI factors depends on shared knowledge and 
experience, emphasizing the need for alignment in human-
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centered XAI to enhance understanding and trust. These 
insights offer a foundation for future human-centered XAI 
advancements [24]. 

Integrating the Worker Fatigue Model into Airbus's 
industrial system architecture enhanced their ability to 
predict system performance based on workforce 
composition, which may include human-robot teams or a mix 
of experienced and less experienced workers. The model, 
adapted from existing fatigue models, accounts for worker 
characteristics, tasks, and robot assistance, simulating 
scenarios like fully manual and semi-automated work. 
Variables such as worker skill, age, and motivation were used 
to measure fatigue and error probabilities. Results indicated 
that workforce composition—particularly higher ratios of 
high-skilled workers—significantly reduced fatigue and 
improved system performance, demonstrating the model’s 
value for workforce planning and technology integration 
[25]. 

How people build trust with AI partners compared to 
human partners is through a two-stage process: initial trust 
and feedback-based iteration. Using repeated trust games, the 
study measured investment behaviors, emotional responses, 
and neuroactivity. Results indicated that initial trust in AI 
partners had a stronger influence on final trust than with 
human partners, while feedback from human partners had a 
greater impact on trust and emotional arousal than feedback 
from AI. Positive emotions were more pronounced in 
interactions with humans, and neuroactivity in the prefrontal 
cortex was higher when participants made investment 
decisions with human partners, underscoring the stronger 
influence of human feedback on decision-making and 
emotional responses [27]. 

Human Factors and Ergonomics (HFE) should 
contribute to the sustainable and ethical development of AI: 
deciding when to automate versus augment human work, 
ensuring control and accountability in AI outcomes, and 
addressing power imbalances among AI stakeholders. 
Suggested actions for the HFE community include 
converting ethical considerations into design principles, 
embracing broader, multi-stakeholder perspectives, and 
fostering interdisciplinary collaboration within a design 
science framework. These measures aim to enhance HFE’s 
role in creating AI systems that are socially and economically 
beneficial [29]. 

The integration of AI into Nuclear Power Plant (NPP) 
operator support systems has shown significant potential for 
reducing human error, enhancing safety, and improving 
operational efficiency. AI-powered systems—ranging from 
decision support and fault detection to predictive 
maintenance and automated text analysis—can aid plant 
operators in rapid situation assessment and response, support 
continuous monitoring of worker safety, and enable early 
detection of emerging issues. Despite these advancements, 
challenges remain in scaling these technologies, ensuring 
explainability, and bolstering cybersecurity in mission-
critical NPP environments. Further research and novel 
approaches are needed to optimize human-automation 
interaction, balance task allocation between operators and 
AI, and design interfaces that support seamless collaboration. 
While full autonomy in NPPs is a distant goal, AI-enabled 
intelligent support systems promise to pave the way toward 

safer, more reliable, and efficient NPP operations in the 
future [6]. 

As machine learning (ML) becomes prevalent in 
industrial systems, Human Factors must innovate to help 
users understand and interact with autonomous ML 
capabilities. This includes advancing cooperation between 
humans and ML algorithms, integrating human sensing into 
ML, and leveraging ML for assessing human states and 
capabilities. This study addresses ergonomic injury in 
semiconductor manufacturing, particularly in the etching 
process, where repetitive tasks heighten injury risk. Using 
visual recognition technology and Convolutional Neural 
Networks (CNNs), the study achieved 95% accuracy in 
identifying unsafe actions among maintenance personnel, 
significantly reducing the non-conformity rate from 40% to 
15%. These results, communicated via a cloud-based alert 
system, demonstrate ML’s potential to improve ergonomic 
safety and reduce workplace injuries in semiconductor 
manufacturing [35]. 

The new protocol optimizes human-robot positioning 
and orientation to improve human ergonomics by using an 
RGB-D camera that monitors joint angles in real-time and 
assesses ergonomic states. The system identifies six main 
causes of poor ergonomics and enables six corresponding 
robot responses to help users achieve an optimal ergonomic 
posture. This adaptive algorithm allows the robot to adjust 
the work environment, such as modifying the position of a 
workpiece, to enhance user comfort continuously. An 
experimental study validated this approach, demonstrating 
significant ergonomic improvements through real-time 
human-robot interaction adjustments [39]. The researchers 
also developed Contextual Ergonomics Models, using 
Gaussian Process Latent Variable Models trained on high-
dimensional musculoskeletal simulations for specific task 
contexts. These models enable ergonomic optimization in a 
low-dimensional latent space, allowing for efficient 
reconstruction of high-dimensional musculoskeletal models 
without extensive computational cost. Experiments with 
eight subjects performing a drilling task demonstrated that 
optimizing with Contextual Ergonomics Models 
significantly reduced muscle activation, showcasing the 
potential of these models in enhancing ergonomic outcomes 
in robotic systems [41]. 
 
4 CONCLUSION 
 

The use of artificial intelligence (AI) in workplace 
ergonomics holds significant promise, particularly within the 
context of Industry 5.0. Through this literature review, the 
topic has been systematically explored and categorized into 
three primary groups: posture prediction, risk assessment, 
and organizational challenges. Each of these domains 
highlights the potential of AI to advance ergonomic practices 
by leveraging data-driven approaches to address traditional 
limitations. AI-driven tools in posture prediction enable the 
identification and correction of potentially harmful 
movements, contributing to proactive injury prevention. 
Similarly, AI-based risk assessment methodologies provide 
insights into workplace hazards, enhancing the ability to 
mitigate risks effectively. Addressing organizational 
challenges requires integrating AI to foster adaptive and 
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personalized solutions that not only ensure worker safety and 
health but also improve overall well-being and job 
satisfaction. Despite these advancements, this field remains 
at an early stage, with significant untapped potential. To fully 
realize the benefits of AI in workplace ergonomics, future 
research should focus on developing novel frameworks 
tailored to the unique demands of manufacturing 
environments. These frameworks should integrate AI’s 
predictive, analytical, and adaptive capabilities to create 
comprehensive, human-centric solutions that align with the 
principles of Industry 5.0. In conclusion, the integration of 
AI in workplace ergonomics is crucial for shaping the future 
of safe, efficient, and worker-oriented industries. Continued 
interdisciplinary efforts are essential to advance this field, 
paving the way for smarter, healthier, and more sustainable 
workplaces. 
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