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Identification of LSA Data Retrieval Method and Temporal Graph for Document Retrieval 
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Abstract: The field of expert finding has seen a large number of approaches proposed both in universities and in industries, using a variety of new techniques in relevant data 
fields. This study tends to identify information retrieval method of latent semantic analysis and temporal graph for document retrieval. In this study, citation occurrence and author 
occurrence are independent variables and scales of expert author finding are dependent variables. The method used to evaluate judgment of document and author relevance in 
the test set formation phase is more similar to survey methods. Library method is used to study theoretical foundations and judge literature. This study has three populations: a) 
test set documents; b) people who make queries and judge relevance of retrieved documents; c) people who judge relevance of the retrieved experts. To measure judgments of 
document relevance, a method similar to peer tests is used. Among the retrieved results, repeated results are placed to determine accuracy and reliability of the judge. The degree 
of correlation obtained in this method is very high (0.98), indicating the reliability of the results. Regarding the results of the current study on application of latent semantic indexing 
(LSA) information retrieval model, which was ultimately used to retrieve expert authors, the performance of LSA-based retrieval model outperformed the baseline model. This was 
evident from the obtained metrics, including precision at the top 5 results (p@5) with a value of 0.895, mean average precision (MAP) of 0.839, and mean reciprocal rank (MRR) 
of 0.909. The improved retrieval performance can be attributed to the superior performance of the dimension reduction method compared to keyword matching. 
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1 INTRODUCTION 

Latent semantic indexing (LSA) was one of the solutions 
that emerged to solve problems of vector space model. 
Vector space model is one of several methods for detecting 
similarity between two documents, which was developed by 
Salton in 1975 [1]. Vector space model treats dissimilar terms 
as irrelevant items. This, i.e. mismatch of terms, is the main 
problem of vector space model. The second drawback of 
these models is formation of a large and scattered phrase-
document matrix, occurring in large document sets which 
requires a large storage space, and its processing and 
calculation time is also long. To solve these problems, one of 
the branches of this model called LSA is used, which has 
become popular in recent years [2, 3]. Latent indexing was 
first used by a group of scholars, Deerwoster et al. at Bell 
Corporation, for information retrieval [4] and was called 
latent indexing. The reason why scholars use the word 
‘latent’ is that new statements that represent semantic 
information are not found directly from documents, but are 
the result of examining the set of documents and using the 
mathematical method called singular value decomposition 
(SVD). LSA assumes that usually the entire semantic content 
of a text such as paragraph, abstract or entire document is 
approximately equal to sum of the meanings of its words. 
Stable meaning of word representations can also be obtained 
from a large document set by considering each text as a linear 
equation of the entire set of documents in the form of a 
system of concurrent equations [5-7]. Yih et al. [8] showed 
that LSA improves vector space models by preferring the 
semantic concept of evidence over its words. In LSA, unlike 
document vector models that assume independent terms and 
words, different levels of correlation, dependence or 
connection are considered for them, and these connections 
between terms are characterized by formation of a new set of 
statements using statistical SVD method. In latent semantic 
space, a question and a document can also have a great cosine 

similarity even if they do not have a common statement. 
Because their statements are semantically similar, while this 
is not possible in vector models. The most important strength 
of LSA is retrieval efficiency based on user question, which 
is achieved through matrix calculation. As by using this 
method, relevant documents are retrieved even if the words 
of document content do not match with each other [9, 10]. 

Temporal information retrieval is presently a subject of 
study in the realm of information retrieval. Given the 
extensive amount of data available on the internet and the 
significant impact of time on document contents, procuring 
pertinent information becomes a formidable task. Traditional 
information retrieval approaches that are based on thematic 
similarity are not sufficient for searching the set of temporal 
documents. Time dimension of the documents available in 
the documents should be associated with the ranking of the 
documents for efficient retrieval. The objective of an 
information system is to detect documents that are relevant 
to a given query. However, the challenge lies in the fact that 
documents are influenced by time and continue to 
accumulate, resulting in a substantial number of irrelevant 
documents in the retrieved set. Consequently, users are 
compelled to invest more time in searching for documents 
that fulfill their information requirements. With the 
continuous influx of information in the digital realm, the 
incorporation of time as a crucial factor becomes significant 
for a wide range of searches [11, 12]. Kanhabua and Nørvåg 
[13] analyzed query logs and showed that a significant 
fraction of queries is temporal, that is, time-dependent 
relevance, and temporal queries play an important role in 
many fields such as digital libraries and document archives. 
There are two categories of temporal queries: 1) Those that 
provide a certain time criterion; and 2) those that are 
presented without time criterion. In this particular case, 
candidates who have retired or are no longer alive will not be 
retrieved. The introduction of the concept of graph and the 
subsequent development of graph theory are considered 
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groundbreaking accomplishments in the fields of 
mathematics and various disciplines over the past few 
centuries. There are innumerable and numerous applications 
for graphs across a wide range of scientific disciplines, 
ranging from maths to computer science to chemistry to 
biology, to name a few. These domains inherently present 
significant problems that can be effectively represented and 
explored through the use of graphs. A temporal graph, as 
defined by [14], is a data structure comprising nodes and 
edges that are associated with time labels. There are two 
types of temporal graphs: those that undergo changes over 
time and those that do not. The temporal graph can be thought 
of as one in which time is discretized, in which only the 
relationships between participants may change instead of the 
different types of entities [15]. In the current study, the 
candidates who have retired may no longer have any 
publications in the considered field, and as a result, updated 
information is not available to the users. Considering the 
rapid changes that occur in the world of information and the 
passing of a few years reduces useful life of information, it is 
necessary to retrieve candidates who have up-to-date 
publications on the subject needed by users. This also applies 
to non-living candidates. 

Latent semantic analysis [4] converts queries and 
documents into a latent semantic space. Cosine similarities 
can be found between queries and documents (cosine of the 
angle between two vectors, the closer it is to 1, the smaller 
the angle between two vectors), even though they have no 
common term; but as long as their terms have semantic 
similarity, this applies. Latent semantic space has less 
dimensions than latent space [16, 17]. Therefore, LSA is a 
method to reduce dimension. A temporal graph for document 
retrieval is presented in this study in order to identify the LSA 
information retrieval method. 
 
2 LITERATURE REVIEW 
 

Graphs easily present a series of objects and a set of dual 
relationships between them. These graphs commonly display 
bidirectional relationships, accompanied by supplementary 
details. As an illustration, consider a graph that represents a 
collection of cities interconnected by roads, where each edge 
(C1, C2) includes information on the average travel time 
from city C1 to C2. Similarly, in a graph designed to establish 
connections between atoms within a molecule, edges may 
contain additional data on bond order or bond strength. Such 
scenarios can be modeled using weighted, or more generally, 
labeled graphs, where each edge (and sometimes node) is 
assigned values from specific domains, such as the set of 
natural numbers. An example of a well-studied and 
extensively explored type of labeled graph is graph-coloring 
regions [18-20, 39]. A temporal graph is also known as a 
dynamic and evolutionary graph and can be informally 
described as a graph that changes with time. In terms of 
modeling, they can be considered as a special case of labeled 
graphs in which the labels include some time measurements. 

Numerous applications and areas of research have 
identified the potential benefits associated with the 
development of a comprehensive collection of results, tools, 

and techniques for temporal graphs. Various types of 
networks, including but not limited to information and 
communication networks, social networks, transportation 
networks, as well as several physical systems, lend 
themselves naturally to being represented as temporal graphs. 

A graph includes two sets; a non-null set of nodes or 
vertices and a set of edges that connect the vertices. Assume 
cities of a country as vertices and the roads between them as 
edges of a graph. A name is assigned to each vertex or each 
edge of the graph. A null graph is a graph that contains only 
vertices and its set of edges is empty, that is, it has no edges. 
A graph can be directed or undirected. A directed graph is a 
graph in which direction of each edge is determined. In a 
directed graph, order of the vertices in each edge is important, 
and the edges are drawn with arrows from the first vertex to 
the end vertex. In an undirected graph, one can move between 
vertices in both directions, and order of the vertices does not 
matter (Fig. 1). 

 

 
Figure 1 Types of graphs 

 
Maximum number of edges in a simple directed graph 

with n vertices is n × (n ‒ 1). 
Maximum number of edges in a simple undirected graph 

with n vertices is equal to n × (n ‒ 1)/2.  
 

2.1 Expert Finding 
 

If technology is to strengthen the effective use of a wide 
range of knowledge, organizations should be able to not only 
use access to open and documented knowledge, but more 
importantly, they can also take advantage of tacit knowledge 
that other people have [35-38, 40-43]. By increasing the 
visibility and traceability of such knowledge, the knowledge 
can be analyzed and shared for strengthening the formation 
and sustainability of virtual organizations and companies, 
scientific communities, expert networks, etc. Yimam-Seid 
and Kobsa [21] identified two motives for expert finding, 
which are: 1) expert as a source of information; 2) expert as 
someone who is able to perform organizational or social role. 
Different situations where an expert is searched as a source 
of information are as follows: 
1) Access to undocumented information. All the 

information within the organization is not fully 
documented; most of important information is gained 
through internships, experiences, and informal 
conversations. In many new situations, documented 
information is rarely helpful. Sometimes, the required 
information is not available to the public due to various 
economic, social and political reasons. 

2) Specification of information needs. The information that 
users need is often not clear and specific. Therefore, it is 
necessary for them to consult with an expert to determine 
exactly what their information needs are. 
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3) Relying on expertise of others. Users often tend to spend 
less effort and time to find the information they need. 
This makes them use experts to select useful information 
from the huge amount of information. 

4) Needs interpretation. In many cases, users are not 
interested in the information itself, but rather in its 
applications or interpretations. In some cases, they are 
not able to understand the retrieved information. In this 
situation, they turn to experts to interpret or understand 
the information. 

5) The need to socialize. Users may raise their information 
needs with humans instead of interacting with 
documents and computers. 
To satisfy the second type of motivation, those experts 

are required who are able to perform a specific task or role in 

the organization. In these cases, there is a need for those who 
have a certain type of expertise necessary to play a role in 
special situations. This occurs when inclusion of an expert in 
a specific activity or continuous cooperation between him 
and the searcher is considered. Examples include: 
1) Searching for a consultant, employee or contractor, 
2) Searching for a colleague, team member, committee 

member, or judge of journal and conference articles, 
3) Searching for an expert speaker, lecturer, researcher, and 

interviewee for the media. 
 
Searching for experts as a source of information is 

considered "information need", and searching for experts for 
the purpose of entrusting them with a role or task is 
considered "expertise need". 

 
Table 1 Relevant research studies 

No. Authors Result 

1 Karimzadehgan et al. [22] 
An algorithm was proposed to enhance the performance of expert finding systems by considering not only the expertise of 
an individual but also the expertise of their peers. The experimental results demonstrated that incorporating this 
supplementary information resulted in improved retrieval performance for the expert finding system. 

2 Macdonald [23] 
Effective document retrieval approaches have a positive effect on performance of voting techniques. Finally, this thesis 
states that the proposed model can be used to search for other people such as bloggers in the environment of blogs, and to 
suggest judges for papers submitted to conferences. 

3 Daud et al. [24] 
Occurrence of topics (probabilistic semantic classification of words) and correlation changes throughout time, while 
meaning of a specific topic remains almost unchanged. The results significantly show superiority of subject time general 
modeling approach over modeling approach that was not based on effect of conference and information time. 

4 Smirnova & Balog [25] 
To test their proposed algorithm, researchers used a real test set created from interactions of employees at the Tilburg 
University level, and the results showed that substantial progress has been made in all retrieval measures in the basic 
approach. 

5 Omidvar et al. [26] 
Novelty of this study is to find semantic relevance of the posts using text mining technique and semantic similarity 
provided by using WordNet. Evaluation tests were used to calculate precision of the proposed method and compare with 
other methods, and the results showed that it performed better. 

6 Attapur [27] 

In document retrieval stage, performance of other models was not significantly different from each other except for the 
Hiemstra linguistic model, which had a weaker performance compared to other models. Therefore, documents retrieved by 
any of the vector space models, Dirichlet language model, Okapi BM25 probabilistic model, PL2 model, and DLH13 
model can be used to extract and rank authors. 

7 Lipani [28] 

The research article focused on the aim of studying biases in information retrieval systems. The thesis emphasized the 
reduction of retrieval systems to filters or sampling processes as a means to systematically investigate these biases. By 
approaching retrieval systems from that perspective, the researchers aimed to uncover and understand the various biases 
present in these systems. That knowledge could lead to the development of more effective and unbiased retrieval systems 
in the future. 

8 Wu et al. [29] 

This research paper aimed to address the retrieval of interns from CQA (Community Question Answering) websites. To 
identify suitable candidates for internship programs in companies, it introduced the notions of generalist and shape of 
expertise. The researchers conducted experiments using three test collections extracted from StackOverflow, comparing 
the effectiveness of their models against several baseline approaches. They presented retrieval models and assessed their 
performance using specific measures, highlighting their effectiveness compared to baseline methods. 

 
It is shown in Tab. 1 that all works examined estimate 

the relationship between search queries and supporting 
documents concerning expertise retrieval using the 
occurrence of query terms in those supporting documents for 
the search queries. These models are not capable of semantic 
relevance. By using these models, if there are candidates 
really related to query and query words are not used in their 
respective supporting documents, but they contain words 
synonymous with the query words, they will not be 
considered as expert in that query. Subject-based models tend 
to solve this problem. The goal of these models is to 
somehow include the concept of meaning in the retrieval 
process. Two people with different words may describe a 
subject. Because of this, different people are introduced as 
experts for a specific query raised by different people. 
Usually, to calculate the degree of relevance of a document 
to a query, frequency of occurrence of the words of a query 

in the document is considered. If words other than query 
words with the same concept are used in the text, they are not 
considered as relevant words. This has a negative effect on 
calculation of relevance of a document to the query. As a 
result, it is necessary to consider multiplicity of meanings 
(one word with multiple meanings) or synonyms (different 
words with the same meaning) for words when calculating 
the degree of relevance of a document to a query. These 
descriptions show the challenges that exist in the expert 
finding process based on subject. 

In this study, the supporting documents are the articles 
published by the authors, and the time factor or the date of 
publication of these articles is also considered as an 
important feature, which can be similar to giving different 
weights to different sources of expertise; of course, a time 
graph was used to include it. 
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3 RESEARCH METHODOLOGY 
 

In this study, citation occurrence and author occurrence 
are independent variables and expert finding scales are 
dependent variables. In a typical classification, experimental 
research is divided into three types: real, preliminary and 
semi-experimental. The current study is also consistent with 
characteristics of a single-stage case study of preliminary 
experimental research subsets; it can be considered 
preliminary experimental research [27]. The method used to 
evaluate judgement of document and author relevance in the 
test set formation phase is more similar to survey methods. 
Library method is used to study theoretical foundations and 
literature. 

This study has three populations: a) test set documents; 
b) people who make queries and judge relevance of the 
retrieved documents; c) people who judge relevance of the 
retrieved experts. The test set consists of a huge set of 
documents and has three components: set of documents, a set 
of subject elements (queries), and a set of relevance 
judgements [30]. Document set that makes up the main body 
of the test set is the first population. These documents consist 
of English articles in the field of information science and 
librarianship that have been indexed under the subject of 
information science and librarianship in the Web of Science 
database from 1989 to 2018 (N = 126924). Queries created 
by users were presented to all these articles and no sampling 
was done among the above articles. In order to make queries 
and make relevant judgements about the retrieved documents 
and authors, people should be selected who have knowledge 
of the query subject area and expert authors and have the 
ability to make relevant judgements about the retrieved 
documents. For this reason, graduates and postgraduate 
students of information science and epistemology of Tehran 
University will be selected as one of the populations.  

The third population consists of people who judge 
relevance about expert authors retrieved for each query. 
These people should have a comprehensive understanding of 
the query as well as experts in that subject. To judge 
relevance of the retrieved expert authors, ten queries are 
randomly selected from each of the queries and presented to 
eight people who are introduced by people of the second 
population. 

Various methods are used to calculate reliability 
coefficient of the measurement instrument, including re-run 
(retest method), parallel method (peer), split-half and 
Kudrichardson's method and Cronbach's alpha. To measure 
judgments of relevance of documents, a method similar to 

peer tests is used. For this purpose, repeated results are placed 
within the retrieved results to determine precision and 
reliability of the judge. The degree of correlation obtained in 
this method is very high (0.98) and indicates reliability of the 
results. To measure the relevance judgment of expert authors, 
parallel tests (simultaneous judgment of several people) is 
used. 
 
4     RESULTS 
 

To select the required number of components that 
represent maximum information available in the matrix, 
scree plot diagram is used, which according to the article 
presented for 250 components is as shown in Fig. 2. 
According to elbow position in Fig. 2, n = 100 for the number 
of components will be statistically precise enough to separate 
the subjects. 
 

 
Figure 2 Scree plot for determining the number of components 

 
The next step in this project is applying queries in the 

form of vector multiplication and finding relevant 
documents. In this method, the query is transformed into a 
vector with dimensions as long as the number of components 
of the above matrix based on the words in it and multiplied 
in each row of the result_transform matrix. The result gives 
us a numerical value, the larger it is, the closer it is to the 
relevant subject and, as a result, closer to content of that 
document (Tab. 2). 

Table 2 Comparison of three measures in LSA model and the basic model 
p@5 in LSA MAP in LSA MRR in LSA p@5 in DLH13 MAP in DLH13 MRR in DLH13 

0.895 0.839 0.909 0.887 0.567 0.903 
 

After inserting the stage packages, including Numpy and 
Pandas, as well as JGraph package for drawing the graphs, 
root folder is determined, that is, address of the storage 
location, and then results file is read again in the form of a 
data frame by Pandas. 

The "create-array" function converts the same variables 
into a list. Inside the parentheses is the query number. For 
example, if the number 100 is placed inside the parentheses, 
an array of author names, date of publication and citations of 
articles relevant to this query will be calculated. 
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In "get-names-year" function, main author name and 
year of publication are extracted from the references. 

In "get-auth-names" function, the list of all authors of the 
article is separated because it is in the form of a string. 

The "get-years" function extracts publication year from 
string mode and transforms it to list mode. 

The "get-unique-name" function removes duplicate 
names from the list and provides a set of non-duplicate 
names. 

The "draw_raph" function is for drawing graphs. Its sub-
function i.e. "ith_graph" calculates the ith function.

 

 
Figure 3 Temporal graph 

 
As shown in Fig. 3, authors whose publication year was 

not in the period from 2008 to 2018 were removed from the 
graph. 

In the following, authors should be retrieved whose 
works are published in the last ten years, because they lose 
their usefulness after ten or fifteen years, depending on the 
subject. Sciences that are mostly theoretical, such as 

mathematics, have a long half-life, and sciences that depend 
on new, up-to-date topics and technology, such as medicine, 
have a short half-life [44]. The minimum year is calculated 
from 2008. Then centrality measures, i.e. degree, closeness, 
betweenness and eigenvector centrality, followed by busy 
author, are calculated in the first hundred results. 
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The number of 10 queries from each study, a total of 20 
queries, were randomly selected and the specified experts of 
each study were given a score of zero or one by the third 
statistical population, which was consisted of 8 people. The 
basic model was given value 4 by the 1st person, value 5 by 
the 2nd person, value 2 by the 3rd person, value 4 by the 4th 
person, value 4 by the 5th person, value 5 by the 6th person, 
value 8 by the 7th person and value 5 by the 8th person. Time 
inclusion and temporal graph were given value 8 by the 1st 
person, value 7 by the 2nd person, 10 by the 3rd person, 9 by 
the 4th person, 9 by the 5th person, 9 by the 6th person, 7 by 
the 7th person and 8 by the 8th person. The results of expert 
relevance judgment are shown in Tab. 3 and Fig. 4.  
 

Table 3 Comparison of relevance judgement of the retrieved experts in the 
current model and basic model 

Current model N Basic model N 
1st person 7 1st person 4 
2nd person 8 2nd person 5 
3rd person 10 3rd person 2 
4th person 9 4th person 4 
5th person 9 5th person 4 
6th person 9 6th person 5 
7th person 7 7th person 8 
8th person 8 8th person 5 

Sum 67 Sum 46 
 

 
Figure 4 Comparison of the retrieved expert judgment in two models 

 
According to the diagram, the retrieved experts have a 

higher relevance judgment in the current model, except for 
one point. 

 
5     CONCLUSION  
 

This study tended to identify LSA information retrieval 
method and temporal graph for document retrieval. 
According to the findings, LSA retrieval model outperformed 
the basic model in terms of p@5 (0.895), MAP (0.839) and 
MRR (0.909). The reason for the improved retrieval 
performance using dimension reduction methods compared 
to keyword matching lies in the use of latent semantic 
indexing (LSI), which is a type of conceptual indexing that 
utilizes statistical methods such as least squares estimation. 
The aforementioned indexing is extracted by employing this 
statistical approach. As we know, there are various ways to 
express a word (synonyms), so it is possible for query words 
to not be matched with document words. Additionally, many 
words have multiple meanings (polysemy), making 

information retrieval based on the concept and meaning of a 
document a better approach. LSI assumes that there are 
hidden structures in the usage of words that are partially 
captured by selecting diverse words. Singular value 
decomposition (SVD) is used to estimate these structures. 
The vectors obtained statistically enhance the representation 
of meanings more than individual words. Other research 
results also indicate that document retrieval using keyword 
matching is weaker compared to other methods. 
Furthermore, the performance of proposed model in 
retrieving documents is more pronounced in larger document 
sets compared to smaller ones [31]; however, this was not 
investigated in the current study. The results showed LSA has 
a better performance [32, 33]. 

One of the limitations of this study was that full text of 
the test set documents was not reviewed. The presence of full 
text of articles may have a positive effect on performance of 
information retrieval models. However, Bogers, Kox & Van 
Den Bosch [34] showed that performance of information 
retrieval models is better when indexed documents contain 
only abstracts than when indexed documents contain full 
text. This greatly reduces the problem of negative effect of 
not using the full text. The lack of a thesaurus in the 
document retrieval system is not a limitation due to the nature 
of LSA retrieval model explained above. In the document 
retrieval stage, relevance of the documents was judged based 
on title, abstract and keywords of the articles, which are 
common in most information retrieval systems. Since the 
present study tended to use the retrieved documents in the 
next stage to find expert authors, presenting the author names 
might lead to bias of the judges. For this reason, author names 
were not included in the relevance judgment files. However, 
information retrieval systems can consider the effect of the 
presence of these items on relevance judgment of users. 

Based on the results of this research, the incorporation of 
temporal factors in expert finding and the utilization of social 
network indicators significantly enhance the performance of 
the method. The use of temporal factors to prevent the 
retrieval of individuals who are no longer active or have not 
published relevant works for an extended period has shown a 
significant improvement in the performance of the expert 
finding method compared to the baseline model. These 
findings can contribute to the enhancement of expert finding 
methods in the field of library and information science. 
Additionally, the use of social network centrality measures 
such as degree centrality, betweenness centrality, closeness, 
and eigenvector centrality as determining factors has also 
demonstrated a considerable improvement in the 
performance of the expert finding method compared to the 
baseline model. In the present study, ten queries were 
designed and sent to eight selected participants from the 
research population, and the results indicated that the use of 
the temporal graph and expert finding methods incorporating 
the factor of the highest number of published relevant works 
and the factor of social network centrality indicators yielded 
better performance. 

Developing an organizational expert finding system that 
relies on expert profiles involves leveraging the 
organizational hierarchy [45]. This approach allows the 
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prediction of relationships between managers, subordinates, 
and peers, as well as the identification of members with 
limited or no available information. The algorithm employed 
in this system takes into account not only the expertise of the 
individual members but also the expertise of their peers. 
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