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Development of Early Stage Diabetes Prediction Model Based on Stacking Approach 
 

Ilkay Cinar, Yavuz Selim Taspinar, Murat Koklu* 
 

Abstract: Diabetes is a disease that may pose direct or indirect risks in terms of human health. Early diagnosis can minimize the potential harm of this disease to the body and 
reduce the probability of death. For this reason, laboratory tests are performed on diabetic patients. The analysis of these tests enables the diagnosis of diabetes. The aim of this 
study is so quickly diagnose diabetes by using data obtained from patients with machine learning methods. In order to diagnose the disease, k-nearest neighbor (k-NN), logistic 
regression (LR), random forest (RF) models and the stacking meta model which is created by combining these three models were used. The dataset used in the research includes 
test samples taken from 520 people. The dataset has 17 features, including 16 input features and 1 output feature. As a result of the classification through this dataset, different 
classification results were obtained from the models. The classification success of the models LR, k-NN, RF and stacking were found to be 91.3%, 91.7%, 97.9% and 99.6%, 
respectively. F-score, precision and recall performance metrics were utilized for a detailed analysis of the models' classification results. The obtained results revealed that the 
stacking model has a sufficient level to be used as a decision support system in the early diagnosis of diabetes. 
 
Keywords: decision support system; diabetes; early stage; machine learning; stacking 
 
 
1 INTRODUCTION 
 

Diabetes is a disease in which insulin cannot be produced 
by the pancreas, or insulin sufficiently-produced in the 
pancreas cannot be used by the human body. Insulin, a type 
of hormone produced by the pancreas, plays a key role in 
transferring glucose from consumed nutrients to blood cells 
in the body and then converting it into the energy. When the 
body is unable to produce insulin, the level of glucose in the 
blood increase. High levels of glucose in the blood, on the 
other hand, can be detrimental to the viscera and lead to 
dysfunction in the tissue. 

Diabetes is generally treated in three subheadings as type 
1, type 2, and gestational diabetes. Gestational diabetes is a 
type of diabetes that occurs during pregnancy only because 
of the hormonal changes. Common symptoms of diabetes 
mellitus are polyuria, polydipsia, polyphagia, sudden weight 
loss, being underweight, obesity, pruritus, delayed recovery, 
blurred vision, genital thrush, nervousness, muscle stiffness, 
and etc. [3-5]. Early diagnosis of diabetes is essential for 
taking preventive measures. Besides, effective treatment at 
the first stage of the disease will always have additional 
benefits for patients [6]. 

Diagnosing diabetes through medical testing may not 
provide confident results due to the clinical complexity, time-
consuming process, and high expenses. On the other hand, 
thanks to the machine learning algorithms, a disease such as 
diabetes can be predicted in a short time with lower costs [7]. 
Machine learning, a sub-branch of artificial intelligence (AI), 
relates to the development of algorithms and techniques that 
enable computers to learn based on the past experiences. In 
other words, the system can define and understand the input 
data and accordingly make decisions, predictions, and 
classifications [5, 8]. 

The contributions of this article can be summarized as 
follows: 
• Studies have been carried out for the early diagnosis of 

diabetes by using the Early Stage Diabetes Risk 
Prediction dataset within The University of California, 
Irvine (UCI) repository of machine learning databases. 

• For the early diagnosis of diabetes, transfer learning has 
been applied by utilizing deep learning architectures 
VGG16 and VGG19. 

• The results obtained through transfer learning have been 
shared. 

• The results obtained based on the literature studies 
carried out using the Early Stage Diabetes Risk 
Prediction dataset have been compared.  
 
The remaining parts of the article have been organized as 

follows: The second chapter includes previous studies that 
focus on diabetes disease prediction via using machine 
learning algorithms and have significance in terms of the 
literature. The third chapter covers the description of the 
dataset, the research methods, and the explanations on 
performance metrics. The fourth chapter includes 
experimental results. And lastly, in the fifth chapter, the 
results and discussion are presented. 
 
2 RELATED WORKS 
 

Kandhasamy and Balamurali [3] compared the 
performances J48 decision tree (DT), k-nearest neighbors (K-
NN), random forest (RF) and support vector machines 
(SVM) algorithms in order to classify diabetic patients. The 
results of the study indicated that the random forest algorithm 
has the higher classification accuracy compared to the other 
algorithms. 

Perveen et al. [9] conducted a study on the prediction of 
the disease by using diabetes risk factors. The experimental 
results of the study in which J48 decision tree, Adaboost and 
Bagging algorithms were utilized to perform classification 
operations showed that Adaboost algorithm provides better 
results than J48 decision tree and Bagging algorithms. 

In the study conducted by Husain and Khan [10], the 
distinctive performances of the ensemble learning model 
were investigated, for prediction of diabetes at an early stage. 
An ensemble model has been developed by combining these 
algorithms to improve the overall prediction accuracy by 
using different machine learning algorithms. 0.75 AUC and 
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an accuracy of 96% has been ensured by the model developed 
after the classification process. 

Sisodia and Sisodia [2] aimed at developing a model 
which can predict the probability of diabetes in patients, with 
the maximum accuracy. Within the scope of their study, three 
machine learning classification algorithms were used: DT, 
SVM and Naive Bayes (NB). As a conclusion, it was figured 
out that the Naive Bayes has a better performance compared 
to other algorithms with an accuracy rate of 76.30%. 

Alehegn et al. [11] proposed an ensemble method for 
predicting diabetes. The results obtained with the proposed 
method were compared with the results of the most common 
machine learning methods. The proposed method was found 
to have the highest classification accuracy with a rate of 
90.36%. 

In their studies, Choudhury and Gupta [12] aimed to 
detect diabetes by using machine learning techniques such as 
RF, NB, K-NN, SVM, LR, DT and ANN. The results of the 
study revealed that the highest classification accuracy 
(77.61%) among all algorithms belongs to LR. 

Alam et al. [13] conducted studies to distinguish the most 
important qualities for the predictions of diabetes disease and 
make classification of the disease. In order to determine 
important qualities, principal component analysis (PCA) 
method was used in the study. Moreover, artificial neural 
network (ANN), RF, and K-means clustering methods were 
utilized for the classification processes. As a result of the 
classification, it is determined that ANN has the highest 
accuracy value with a rate of 75.7%. 

For the diagnosis of diabetes, Challa and Chinnaiyan 
[14] used the classification algorithms of DT, SVM, K-NN 
and RF within the scope of their studies. At a rate of 78.25%, 
the highest classification accuracy was obtained with the DT. 

Rajni and Amandeep [4], by using RB-Bayes, proposed 
a model to determine whether the person has diabetes or not. 
Furthermore, they performed classification through SVM, 
NB and K-NN algorithms and compared with the model they 
proposed. The results of the classification processes showed 
that the highest classification accuracy belongs to the 
proposed RB-Bayes model with the rate of 72.9%. 

Kowsher et al. [5], in order to detect early diabetic 
patients, utilized deep neural networks (ANN) together with 
seven machine learning algorithms and compared their 
results. Deep ANN has achieved the highest classification 
accuracy in detecting diabetic patients. As a result of the 
classification, an accuracy of 95.14% was obtained. 

In their studies, Ayon and Islam [15] used deep ANN in 
order to effectively detect diabetic patients. They compared 
the results using 5-fold and 10-fold cross-validation during 
the training of the neural network. The classification 
accuracy obtained after 5-fold cross-validation was 98.35%, 
while the accuracy was found to be 97.11% after 10-fold 
cross-validation. Following the experimental results, it is 
figured out that the proposed system provides promising 
results with 5-fold cross-validation. 

Le Minh et al. [16] proposed a model to predict the early 
onset of diabetes disease. They used Multi-Layer Perceptron 
(MLP) to reduce the number of input features, while they use 
Gary Wolf Optimizer (GWO) and Adaptive Particle Swarm 
Optimization (APSO) to optimize the number of input 

features. The proposed method provided 97% accuracy for 
APGWO-MLP. 

Harz et al. [17] used artificial neural networks to predict 
whether a person has diabetes or not. They achieved a 
prediction accuracy of 98.73% as a result of the study. 

Yucelbas and Yucelbas [18] aimed to determine which 
features effective in the early diagnosis of diabetes, 
according to gender. It is indicated that the weakness feature 
was not effective on 108 current research results and that the 
classification accuracy obtained before the selection of male 
subjects was found to be 97.86%, with 13 features. 

In the study conducted by Ridwan [1], an accuracy of 
90.20% and an AUC value of 0.95 were obtained by using 
the Naive Bayes (NB) classification method. 

Hana [19], used neural network and linear discriminant 
analysis (LDA) algorithm to analyze diabetic patients. While 
an accuracy of 90.38% was achieved with the LDA 
algorithm, a classification accuracy of 95.19% was achieved 
with the neural network. 

Kaur and Kumari [8], in the study they conducted, used 
the R data manipulation tool to develop trends and identify 
risk factors and patterns. SVM, Radial-Basis Function (RBF) 
Kernel Support Vector Machine, k-NN, ANN and Multi-
factor Dimensionality Reduction (MDR) algorithms was 
used in order to classify patients as diabetic and non-diabetic. 
As a result, the highest classification accuracy was achieved 
in Linear Kernel SVM with 89%.  

Abd Rahman et al. [20] aimed to develop a prediction 
model using three different machine learning algorithms to 
classify Type 2 diabetes mellitus (T2DM) of the Malaysian 
population. DT, SVM and NB were used as classification 
algorithms and as a result, in terms of accuracy (0.87), 
sensitivity (0.9), specificity (0.8), sensitivity (0.9), F1 score 
(0.9), and AUC value (0.93), the best overall prediction 
performance was achieved with the random forest algorithm. 

Tripathi and Kumar [21] carried out a study to predict 
diabetes at an early stage, by utilizing LDA, K-NN, SVM and 
RF machine learning algorithms. It was observed that the RF 
algorithm, which achieved a maximum accuracy of 87.66% 
after the classification processes, performed better than the 
other algorithms used. 

Naz and Ahuja [22] presented a methodology aimed at 
diabetes prediction using machine learning algorithms for the 
early diagnosis of diabetes. In the study, the classification 
processes was performed by using the NB, DT, ANN and 
Deep Learning (DT) algorithms. As a result, DL achieved the 
highest classification accuracy of 98.07%. 

Hana [23] performed the classification process by the C 
4.5 decision tree algorithm to detect diabetes. As a result, a 
classification accuracy of 93.02% was achieved. 
 
3 MATERIAL AND METHODS 
3.1 Database 
 

Within the scope of this study, early-stage diabetes risk 
estimation dataset was used. This data set consists of a total 
of 520 people, 320 of whom are diabetic and 200 of whom 
are non-diabetic [24]. The dataset has a total of 17 features, 
including 16 input features and 1 output feature. In order for 
the data to be processed more easily, changes have been 
made in the values belonging to the features in a way that not 
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affect the classification result. The features and values the 
dataset includes are given in Tab. 1. 
 

Table 1 Features and values of dataset 
Features Values Conversion 

Age 16 - 90  
Gender Male, Female Male=1, Female=0 
Polyuria Yes, No Yes=1, No=0 
Polydipsia Yes, No Yes=1, No=0 
Sudden Weight Loss Yes, No Yes=1, No=0 
Weakness Yes, No Yes=1, No=0 
Polyphagia Yes, No Yes=1, No=0 
Genital Thrush Yes, No Yes=1, No=0 
Visual Blurring Yes, No Yes=1, No=0 
Itching Yes, No Yes=1, No=0 
Irritability Yes, No Yes=1, No=0 
Delayed Healing Yes, No Yes=1, No=0 
Partial Paresis Yes, No Yes=1, No=0 
Muscle Stiffness Yes, No Yes=1, No=0 
Alopecia Yes, No Yes=1, No=0 
Obesity Yes, No Yes=1, No=0 
Class Positive, Negative Positive=1, Negative=0 

 
While the trainings were carried out, 16 features were 

given as input and 1 output feature was given as output to the 
models. Data pre-processing was not performed since there 
is no missing data in the dataset that would affect the 
classification success of the models. 
 
3.2 k-Nearest Neighbor 

 
k-NN is a machine learning method based on calculating 

the distances between data in the dataset [25]. The distance 
of an object to its neighbors is calculated according to a 
specified parameter which is called "k" and indicates the 
number of neighbors. Objects are divided into classes 
according to the specified number of neighbors. Different 
distance determination methods are used in determining the 
distance between objects [26]. The k value was determined 
as 5 in this study, while Euclidean distance was used to 
determine the distance between objects. 

 
3.3 Logistic Regression 
 

LR algorithm is a machine learning method that can be 
used in classification problems [27]. There is a linear 
relationship between the dependent and independent 
variables in linear regression, hence it is used in the solution 
of single input and single output problems. Due to this 
limitation of linear regression, logistic regression algorithm 
is used. In logistic regression, many independent variables 
are used to predict the dependent variable, which is the output 
variable. It is not necessary for the independent variables, i.e. 
input variables, to be evenly distributed [28]. 
 
3.4 Random Forest 
 

RF algorithm is an ensemble machine learning method 
that contains many decision trees. Each decision tree it 
contains performs a query on objects randomly taken from 
the dataset, and the object is placed on a node. Results from 

each decision tree are voted. The most suitable class for the 
object is determined as a result of voting the estimates from 
the trees [29]. 

 
3.5 Stacking 
 

Stacking is an ensemble machine learning method that 
can classify data with results from different classifiers and a 
training result within itself. The model emerged by the results 
from different models and the result of training within itself 
is called the meta-model. The meta-model is expected to 
provide more successful results than the classifiers that 
comprise it. However, sometimes, it may give lower results 
since the classification ability is impacted by many 
parameters [30]. In the study, the Stacking meta-model was 
created through from the results of k-NN, LR and RF 
methods and the result of the training within the model. 
 
3.6 Confusion Matrix 
 

Confusion matrix is a table which is used to see the 
classification numbers of data samples in the solution of 
classification problems with machine learning methods. The 
correctly and incorrectly classified data belong the classes 
can be reached by using the data in this table [31]. In the 
table, four data exist as true positive (TP), true negative (TN), 
false positive (FP) and false negative (FN). Accordingly, 
• True Positive (TP) represents the true classified  positive 

samples, 
• True Negative (TN) represents the true classified 

negative samples, 
• False Positive (FP) represents the false classified  

positive samples, 
• False Negative (FN); represents the false negative 

samples [32].  
 
Tab. 2 shows the placement of these values on the 

matrix. 
 

Table 2 Confusion matrix 
  PREDICTED 

  Negative Positive 

A
C

TU
A

L N
eg

at
iv

e 

TN FP 

Po
si

tiv
e 

FN TP 

 
3.7 Performance Evaluation Metrics 

 
For the detailed performance evaluation of the models 

trained with the data in the dataset, there are also different 
metrics other than the classification success [33]. F-score, 
precision, and recall metrics are the other metrics utilized for 
evaluation of the success of the model [34]. The F-score is a 
measurement metric which will include all error cost, not just 
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misclassified samples. The class variable is used to evaluate 
the performance of models in datasets that are not evenly 
distributed. It is calculated by taking the harmonic average of 
precision and recall values [35]. Precision is a metric used to 
see how many samples classified as true and false positives 
are actually positive. Recall, on the other hand, is the metric 
showing how many of the samples that should be predicted 
positively were classified as positive [36]. The four 
performance metrics used in the study are calculated by the 
formulas in Tab. 3. 
  

Table 3 Performance metrics equations 
Metrics Equation 

Accuracy 
TP TN

TP TN FP FN
+

+ + +
 

F-score 2 Precision × R ecall
Precision Recall

×
+

 

Precision TP
TP FP+

 

Recall 
TP

TP FN+
 

 
These four metric values represent the success of the 

model. The higher the value, the higher the success of the 
model [37]. 

 

 
Figure 1 The data distribution charts 

 
4 EXPERIMENTAL RESULTS 
 

Thanks to the data distribution charts, preliminary 
information can be obtained about their classification success 
before the models are trained. The distribution ratio of class 
values also enables to make decision about which kind of 
testing procedures to be performed on models. The repetition 
status of each feature in the dataset, that is, the data 
distribution graphs created according to its frequency are 

shown in Fig. 1. The result value indicated in blue color 
indicates negative (0), and the result value indicated in red 
color indicates positive (1). The output demonstrated in blue 
color indicates that the value is negative (0), and the output 
demonstrated in red color indicates that the value positive (1). 
 

 
Figure 2 Flow chart of the performed processes 

 
Output values are 200 negative (0), 320 positive (1). 

After analyzing the data distributions, the training of the 
models was carried out. The classification processes were 
performed with the k-NN, LR, RF models, and the Stacking 
model created by combining these models. The flow chart of 
the processes performed with the models is given in Fig. 2. 
 

Table 4 Confusion matrix of all models 
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             (a) k-NN model              (b) LR model 
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             (c) RF model              (d) Stacking model 
 

In order to make a comparison between the accuracies of 
different classification models, in the study, performance 
measurements were carried out on the dataset used. The 
cross-validation method was utilized to obtain a standard in 
classification and to get rid of the subjectivity of the 
classification methods performed with the train-test 
distinction. In cross-validation method, the dataset is divided 
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into k parts. Each part is utilized as a validation set. The 
remaining k‒1 part is used for training the algorithm. The 
average of the success rates obtained as a result of these 
processes performed k times gives the classification success 
of the algorithm. In this way, classification success can be 
measured objectively. The value of k was determined as 10 
in the training with a dataset containing 520 lines of data. 
Confusion Matrices of all methods used are given in order. 
The performances of the classifiers were compared by using 
confusion matrix values. Confusion Matrices obtained as a 
result of the classification with all models are shown in Tab. 
4. 

In Tab. 4 (a), with the k-NN model, 43 data in total were 
classified incorrectly. In Tab. 4(b), with the LR model, 45 
data in total were classified incorrectly, while 475 data were 
classified correctly. In Tab. 4(c), 11 data were classified 
incorrectly and 509 data were classified correctly with the RF 
model. In Tab. 4(d), with the Stacking meta model based on 
k-NN, LR and RF models, 2 data were classified incorrectly, 
while 518 data were correctly classified. The results obtained 
as a result of the statistical calculations by the data of 
Confusion Matrix are included in Tab. 5. 

 
Table 5 Performance metrics of models 

 F-Score Precision Recall 
k-NN 0.918 0.923 0.917 
LR 0.914 0.914 0.913 
RF 0.982 0.973 0.987 
Stacking 0.996 0.996 0.996 

 
Classification success rates of LR, k-NN, RF models and 

the Stacking meta model which is a combination of these 
models are shown in Tab. 6. 
 

Table 6 Classification success rates of models 
 LR k-NN RF Stacking 
Accuracy 91.3% 91.7% 97.9% 99.6% 

 
According to Tab. 6, LR model has the lowest 

classification success with a rate of 91.3% while the highest 
classification success belongs to the Stacking Meta Model 
with 99.6%. The Stacking Model has the highest F-score 
value with 0.966, precision 0.996 and recall 0.996 values. 
The lowest F-score value, on the other hand, belongs to the 
LR Model with 0.914, precision 0.914, recall 0.913 values. 
Fig. 3 gives the success rates of the models. 

 

 
Figure 3 Accuracy of classification models 

 
 

5 CONCLUSION 
 

The changes in people's diet and lifestyle, may bring 
about an increase also in the diseases caused by diabetes 
besides the increase in diabetes disease in the society. Early 
diagnosis ensures to start treatment of diseases earlier and to 
halt the diseases’ progression. With the classification models 
formed via using the early diagnosis diabetes dataset created 
for this purpose, it can be possible to detect diabetes at an 
early stage. Within the scope of this study, classification 
processes have been completed for the early diagnosis of 
diabetes. k-NN, LR, RF and the Stacking meta model created 
by combining these 3 models were used in classification. The 
classification successes obtained with these models are 
91.7%, 91.3%, 97.9% and 99.4%, respectively. When the 
success rates are examined, it is understood that the Stacking 
Model has the highest classification success. The fact that the 
Stacking Model has a higher success compared to other 
methods is due to the models that make up this model classify 
the data correctly and incorrectly. In addition, models 
become able to classify the data more accurately when they 
are combined. It was also observed that the classification 
success of the Stacking Meta-Model, which was created 
using the models with different FN and FP classification 
numbers, is higher. A higher classification success was 
obtained compared to the results obtained in literature studies 
using the same data set. The comparison of the proposed 
model with the models in other studies is given in Tab. 7. 
 

Table 7 Studies conducted by using the Early Stage Diabetes Risk Prediction 
dataset 

Method Accuracy (%) References 
NB 90.20 [1] 
C4.5 DT 93.02 [23] 
ANN 95.19 [19] 
APGWO-MLP 97.00 [16] 
k-NN 97.86 [18] 
ANN 98.73 [17] 
Proposed Stacking Model 99.6%  

 
The Stacking Model, which has the highest classification 

success, can be used as a decision support system in the early 
diagnosis of diabetes. Achieving 100% success in the field of 
health is always a desirable conclusion. It is thought that the 
success of classification can be increased via different 
machine learning approaches. 
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Exergy Analysis of Thermal Power Plant for Three Different Loads  
 

Nurdin Ćehajić 
 

Abstract: This paper presents the energy and exergy analysis of thermal power plant Tuzla in Tuzla, Bosnia and Herzegovina. The main aim of this paper is to analyze the 
components of a 200 MW steam power plant unit in order to identify and quantify the sites with the highest exergy losses and to calculate exergy efficiency values of all components 
when operating at nominal load. The influence of the change in ambient temperature and block load on the value of exergy losses and exergy efficiency was taken into analysis. 
The analysis further includes the impact of steam block operation without high-pressure and low-pressure heaters on the exergy efficiency of the steam block. The goal of the 
analysis is to determine the functional state of individual steam block components after a long period of exploitation and maintenance in order to take appropriate measures to 
improve their technical performance. Exergy losses during nominal operation of the steam power plant unit are the largest in boiler and amount to 313.42 MW, followed by a 
turbine with 205.60 MW, condenser 1 with 6.03 MW, condenser 2 with 5.75 MW, while other components of the steam power plant have exergy losses in the range of  0.03 to 
2.15 MW. Operation of the unit at nominal load without HPH results in an exergy efficiency decrease from 5.60 to 9.80 %, while in case of operation without HPH and LPH it results 
in a decrease in exergy efficiency from 9.86 to 16.40 % depending on the pattern used to calculate. The conclusion after the analysis indicates that the biggest exergy losses are 
in the boiler and turbine and consequently these components have the lowest exergy efficiency values. The increase in ambient temperature has different effects on individual 
components of the thermal power plant, increasing exergy losses of the boiler while reducing the turbine exergy losses and condensers.  
 
Keywords: dead state; exergy analysis; exergy efficiency; exergy losses; steam power plant 
 
 
1 INTRODUCTION 

 
Energy and exergy analysis of power generation systems 

are essential for the efficient utilization of energy resources. 
Therefore these analyses became interesting for researches 
and scientists in recent years. The most commonly - used 
method for analyzing energy conversion process is the first 
law of thermodynamics. However, a method combining the 
first and second law of thermodynamics has been 
increasingly used recently. This method is used to calculate 
exergy and exergy losses in order to determine the efficiency 
of use of available energy. Exergy analysis enables defining 
the difference between energy losses to the environment and 
the internal irreversibility of the process [1]. 

Exergy analysis evaluates the performance of system and 
process components, as well as the evaluation of exergy at 
individual points of the energy transformation process. Based 
on the obtained data, it is possible to assess efficiency and 
determine the places in the process with the greatest losses. 
[2]. It is for these reasons that today's approach to process 
analysis includes exergy analysis, which provides a more 
realistic view of the process and is a useful tool for 
engineering evaluation [3]. It enables a better assessment of 
the efficiency of the complete system, better optimization, 
designing and improving the performance of energy systems. 

A large number of researchers have sought to understand 
and improve the operation of thermal power plants, steam 
turbines and advanced cycles, using the method of energy 
and exergy analysis. Exergy analysis of energy systems in 
general and thermal power plants was dealt with by Aljundi 
et al. [4]. Yang, et al. [5] investigated 660 MW ultra-
supercritical steam power plant in China who have shown 
that, heavier exergy destruction is caused by exhaust flue 
gases with 73.51% of the total boiler subsystem. The exergy 
analysis of various thermal power plants led to the conclusion 
that the boiler is the main source of exergy losses [6-12]. 
Many researchers have linked exergy to the cost analysis of 

the thermal power plants [13]. Gogoi and Talukdar [14] 
analyzed how the pressure in the boiler and the fuel flow rate 
affect the parameters of the boiler, and found a significant 
influence of these two parameters on the performance of the 
energy cycle. Kanoglu, et al. [15] have analyzed and 
evaluated different efficiencies of energy conversion and 
heat transfer taking into account energy systems with 
constant flow (turbines, compressors, pumps, heat 
exchangers, etc.), various power plants, cogeneration plants 
and refrigeration systems. Rashad and Maihy [16] analyzed 
the exergy and energy of the Shobra El - Khima power plant 
in Cairo and found that the highest exergy destruction 
occurred in the turbine (about 28% at different loads), while 
the highest energy loss was recorded in the condenser (55% 
at different loads). Sengupata, et al. [17] analyzed the exergy 
of a supercritical coal-fired steam power plant with a capacity 
of 210 MW at the design values of the parameters and at 
different loads. Živić, Galović, Avsec and Holik [18] they 
analyzed four variables at the inlet to the turbine, namely: the 
ratio of gas inlet temperature to the turbine, the ratio of 
compressor outlet and inlet pressure and inlet air temperature 
to the compressor, and the isentropic efficiency of the 
compressor and turbine. The air temperature at the entrance 
to the turbine was kept constant, while the temperature of the 
flue gases at the entrance to the turbine varied from 900 to 
1200 °C. 

The aim of this paper is to analyze the 200 MW unit of 
thermal power plant in Tuzla from the perspective of energy 
and exergy. The primary task is the exergy analysis of 
thermal power plant components at nominal operating mode, 
as well as the impact of exergy losses and thermal power 
plant operation without high - pressure and low - pressure 
heaters  on  exergy  efficiency.  

For the operating modes at 90 % and 80 % the load, the 
exergy efficiencies will be calculated and a comparative 
analysis will be performed. Also, the influence of the outside 
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temperature on exergy losses of boiler, turbine and both 
steam condensers will be analyzed. 
 
2 PLANT DESCRIPTION 

 
After the completion of construction, Tuzla thermal 

power plant 200 MW unit was for the first time synchronized 
with the grid in 1974 and a test facility has started that day. 
Prior to modernization, the unit had 153668 operating hours 
and 24267303 MWh of electricity submitted to the electricity 
grid. In the period from 2006 to 2008, the unit was revitalized 
by installing a new DCS control system, replacing 
electrostatic precipitators, coal mills, slag and ash transport 
systems, reconstructing boiler, installing electro - hydraulic 
turbine control and a new generator sealing system. 

Tuzla thermal power plant 200 MW unit has a single-
axle, three - cylinder, condensing turbine installed with two 
steam outputs and one intermediate heating. Each steam 
outlet from the turbine is connected to a special condenser. 
Inter - heating is performed between high - pressure and 
medium - pressure parts of the turbine.  

The high - pressure section consists of 12 stages, the 
medium-pressure section of 11 stages, while the low - 
pressure part which is divided into two parts has 4 stages of 
rotor blades. The turbine is equipped with 7 uncontrolled 
extraction points used to preheat feedwater before it enters 
the boiler. The above mentioned 200 MW unit has 4 low 
pressure and 3 high pressure regenerative system heaters 
[19].  

Extraction points are located at different turbine stages is 
as follows: 
• I extraction point for HPH 7 - beyond 9th stage  
• II extraction point for HPH 6 - beyond 12th stage (which 

is also the output from the high pressure section to the 
intermediate heating)  

• III extraction point for HPH 5 - beyond 15th grade  
• IV extraction point for LPH 4 - beyond 8th grade  
• V extraction point for LPH 3 - beyond 21st degree  
• VI extraction point for LPH 2 - beyond 23rd grade  
• VII extraction point for LPH 1 - beyond 25th grade. 

 
The data used for the thermodynamic analysis of the 200 

MW unit are based on normative tests from 2014 at the state 
of the unit of 202 000 operating hours, with the data that the 
unit operated 6000 hours after the overhaul. The tests were 
performed for the operation at 100 % unit load (200 MW 
power) and steam production 600 t/h, 90 % unit load (180 
MW power) and steam production 540 t/h, and 80 % unit load 
(160 MW power) with steam production 480 t/h. Boiler 
heating surfaces were cleaned.  

Numerical analyses (energy and exergy analyses) 
performed in this paper do not require knowledge of the 
steam turbine or any other steam system component’s 
internal structure [20-22]. The diagram of the 200 MW steam 
unit is shown in Fig. 1. 

The operating conditions of the power plant are 
summarized in Tab. 1. 
 

 

 
Figure 1 Schematic diagram of the thermal power plant 

 
Table 1 Operating conditions of the thermal power plant 

Operating condition Value 
Fuel mass flow rate 219.40 t/h 
Lower heating value of fuel 8347.10 kJ/kg 
Inlet gas volumetric flow rate to burners 577141 Nm3/h 
Feedwater inlet temperature 241.92 °C 
Steam flow rate 608.50 t/h 
Steam temperature 534.60 °C 
Steam pressure 125.25 bar 
Power output 195.99 MW 
Number of turbine steam extraction points 7 
Cooling water mass flow rate 28000 t/h 
Isentropic efficiency of pumps 65 % 
Boiler energy efficiency 88.24 % 

 
3 THERMODYNAMIC ANSLYSIS 
 

Exergy is the ability of a system to perform useful work 
when moving to a final state in equilibrium with the 
environment. In general, exergy is not conserved as energy, 
but destroyed in the system. Exergy destruction is a measure 
of irreversibility and is a source of performance loss. 
Through exergy analysis, it is possible to estimate the value 
of exergy losses, as well as the size and source of 
thermodynamic inefficiency of the heating system.         

Mass, energy and exergy balances for any control 
volume at steady state, with negligible potential and kinetic 
energy changes, can be expressed, respectively, by 
 

i em m=∑ ∑                                                                     (1) 

e e i iQ W m h m h− = −∑ ∑                                                 (2) 

heat e xe i xiE W m e m e− = −∑ ∑                                          (3) 
 
where the net exergy transfer by heat (Eheat) at temperature T 
is given by 
 

heat 1 oT
E Q

T
 = − ⋅ 
 

∑                                                         (4) 

 
and the specific exergy is given by 
 

0 ( )x o oe h h T s s= − − −                                                        (5) 
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Total exergy was calculated according to the formula 
 

[ ]0 ( )x o oE m h h T s s= − − −                                                 (6) 
 
where Ex, T, m, h and s indicate the total exergy rate, 
temperature, mass flow rate, enthalpy and entropy, 
respectively. The subscript 0 shows the dead state condition. 
Plant exergy efficiency can be defined as [23]: 
 

 net, 
 plant1

x e
xe

xi

E
E

η =                                                              (7) 

 
where Ex net, e  and Exi are net exergy at the output and exergy 
at the input, in order and are calculated: 
 

 net, own consumx e TE W W= −                                                  (8) 

1 2 5 6 3 37 4xi x x x x x x xE E E E E E E E= + + + − − −                  (9) 
 
where WT denotes turbine power and Wown consum refers to the 
auxiliary devices consuming 10 % of net power generation. 
Ex represents the exergy rate and subscripts indicate state 
points in Fig. 1. Exergy losses during coal combustion in the 
boiler and exergy losses related to exhaust gases were 
neglected in this analysis. On the other hand, plant exergy 
efficiency can be defined as: 
 

 net, 
 plant2

fuel fuel

x e
xe

E
m e

η =
⋅

                                                      (10) 

 
This definition takes into account the irreversibility of 

the heat transfer from gases to water in boiler pipe systems. 
In Eq. (10) mfuel stands for fuel mass flow rate and efuel is 

specific fuel exergy that can be expressed as: 
 

fuele LHVϕ= ⋅                                                                  (11) 
 
where φ = 1.05 is exergy factor and LHV is fuel lower heating 
value [23]. The above forms are used for the analysis of the 
steam block and the ambient temperature is 293.15 K and the 
pressure is 101.3 kPa. The thermodynamic properties of the 
working fluid at the state points from Fig. 1 were calculated 
REFROP 8 software [24] and summarized in Tab. 2. 

Thermodynamic properties of the working fluid and 
exergy values in the state points from Fig. 1 for operation of 
thermal power plant with 100%, 90 % and 80 % load were 
calculated and summarized in Tab. 2. The values of the 
parameters in the state points next to which the load is not 
specified are valid for the nominal load. 

Values of LHV and mass flows of coal used for 
thermodynamic analysis are presented in Tab. 3. 

For work in stationary mode and by choosing each 
component from Fig. 1 as control volume, exergy losses and 
exergy efficiencies can be calculated in the manner shown in 
Tab. 4. 
 
 

Table 2 Thermodynamic properties, energy and exergy flow rates of state points in 
Fig. 1 

State point 
/load 

ϑ 
(°C) 

p 
(bar) 

m 
(t/h) 

h 
(kJ/kg) 

s 
(kJ/kgK) 

Ex 
(MW) 

100% 
1     90% 

80% 

534.77 125.36 304.82 3434.64 6.57661 127.46 
534.96 125.35 285.32 3435.20 6.58347 119.18 
535.02 125.23 248.90 3435.73 6.5832 104.02 

100% 
2     90% 

80% 

534.58 125.14 303.65 3433.77 6.56920 127.08 
534.20 125,52 279,61 3434.67 6.57324 117.00 
534.83 125.14 253.18 3435.15 6.5714 106.01 

100% 
3      90% 

80% 

316.50 22.21 268.29 3056.48 6.77803 79.69 
313.54 21.17 254.96 3052.35 6.79205 75.15 
302.99 18.10 218.49 3036.46 6.8322 62.73 

100% 
4     90% 

80% 

314.12 22.19 268.29 3051.00 6.76913 79.48 
310.15 21.26 245.94 3044.28 6.77639 72.26 
300.57 18.20 215.89 3030.67 6.8243 61.77 

100% 
5     90% 

80% 

538.61 20.70 268.29 3552.88 7.52483 100.32 
536.32 19.51 254.96 3548.94 7.54695 94.60 
533.09 16.69 218.49 3544.53 7.6127 79.63 

100% 
6     90% 

80% 

535.20 20.70 268.29 3545.30 7.51548 99.96 
532.56 19.51 245.94 3540.60 7.53663 90.89 
532.10 16.69 215.89 3542.35 7.61000 78.60 

        7 35.38 0.0559 226.10 2565.33 8.35741 7.41 
        8 32.26 0.0537 226.10 2563.00 8.36853 7.10 
        9 35.41 0.0559 310.15 146.88 0.52143 0.91 
       10 32.31 0.0537 243.31 135.89 0.46881 0.092 
       11 27.79 1.30 14000 116.62 0.40618 2.13 
       12 22.10 1.70 14000 92.86 0.32633 0.76 
       13 27.35 1.30 14000 114.78 0.40005 2.02 
       14 22.10 1.70 14000 92.86 0.32633 0.76 

       100% 
    15    90% 

         80% 

33.85 0.054 553.46 141.83 0.48954 0.18 
38.05 0.0681 511.26 159.39 0.54632 0.30 
36.80 0.060 454.05 151.24 0.52005 0.21 

100% 
16    90% 

80% 

33.91 0.27 553.46 142.06 0.49021 0.19 
38.30 0.22 511.26 160.45 0.54967 0.31 
36.95 16.40 454.05 156.26 0.5309 0.44 

       17 60.71 6.37 553.46 254.64 0.83979 1.76 
       18 65.90 0.255 17.21 2619.19 7.82621 1.56 
       19 95.43 6.27 553.46 400.27 1.25469 5.16 
       20 173.23 1.22 22.10 2821.29 7.62652 3.60 
       21 99.87 1.01 84.05 418.54 1.30554 0.90 
       22 120.99 6.17 553.46 508.28 1.53811 9.24 
       23 250.40 2.39 21.67 2970.77 7.62746 4.48 
       24 127.84 3.08 37.11 537.20 1.61167 0.69 
       25 106.89 2.34 58.78 448.28 1.38413 0.74 
       26 146.20 5.97 536.70 615.96 1.80298 13.43 
       27 337.12 3.08 10.75 3145.33 7.81965 5.03 
       28 163.72 9.44 15.91 691.91 1.97952 0.51 

       100% 
       29   90% 

         80% 

162.30 8.17 618.21 685.67 1.96553 19.25 
162.20 8.10 574.86 685.23 1.96454 17.87 
162.15 7.90 510.55 685.00 1.96406 15.86 

       100% 
   30   90% 
         80% 

162.20 170.00 610.99 694.75 1.94554 21.45 
162.20 170.00 567.16 694.75 1.94554 20.00 
162.40 172.00 504.65 695.73 1.9472 17.86 

31 177.70 169.20 610.99 761.51 2.09642 29.10 
32 450.04 9.71 15.89 3371.56 7.63378 5.01 
33 199.42 22.86 71.88 850.08 2.32413 3.42 
34 218.72 167.41 610.99 942.31 2.48056 36.90 
35 370.77 22.86 37.40 3178.34 6.96304 11.80 
36 221.22 34.68 26.37 949.57 2.52706 1.55 

        100% 
      37  90% 

         80% 

241.92 166.15 610.99 1048.35 2.69148 44.39 
241.10 167.30 567.16 1035.98 2.66714 40.38 
232.14 169.30 504.65 1003.29 2.60242 34.01 

38 480.15 34.70 26.37 3406.78 7.10433 9.69 
39 173.23 1.117 469.40 2821.66 7.67201 74.83 
40 32.80 0.25 17.21 137.468 0.47522 0.005 
41 450.00 7.00 5.70 3375.21 7.7884 6.24 
0 20.00 1.01 - 84.01 0.29648 0 
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Table 3 Values used for thermodynamic analysis 
Load Coal LHV (kJ/kg) Coal mass flow (t/h) 
100% 8347.10 237.10 
90% 8207.20 219.14 
80% 8006.70 210.60 

 
Table 4 Expressions of exergy efficiency and exergy destruction rate for each 

component 
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4 RESULTS AND DISCUSSION  
 

Exergy losses of all components of the thermal power 
plant are shown in Fig. 2. It was found that the exergy 
destruction rate of the boiler is dominant over all other 
irreversibility in the cycle. Boiler exergy losses alone amount 
to 59 % of losses in the plant, while the exergy destruction 
rate of the condenser is only 0.84 to 1.07 %. Other 
components (HPH, LPH, feedwater pumps, condensing 
pumps and deaerator) have an exergy loss percentage of 
0.001 to 0.4 %. Moreover, research shows that 38.50 % of 
exergy losses occur in turbine. 
 

 
Figure 2 Exergy destruction of the thermal power plant components for nominal 

operation mode 
         

The values of exergy destruction, the percentage values 
of exergy destruction and the exergy efficiency of all 
components for the nominal operation of the block are 
calculated and given in the Tab. 5. 

 
Table 5 Exergy destruction and exergy efficiency of the thermal power plant 

components for nominal operation mode 
 Exergy 

destruction 
(MW) 

Percent exergy 
destruction (%) 

Percent exergy 
efficiency (%) 

Boiler 313.42 58.67 44.49 
Turbine 205.60 38.49 49.42 
Condenser 1 6.03 1.07 18.50 
Condenser 2 5.75 0.84 17.95 
Condensing pumps 0.03 0.006 28.57 
LPH 1 0.006 0.001 99.56 
LPH 2 0.04 0.007 98.80 
LPH 3 0.56 0.10 87.08 
LPH 4 0.65 0.12 86.61 
Deaerator 0.42 0.078 54.22 
Feedwater pumps 0.20 0.037 91.66 
HPH 5 0.22 0.041 96.51 
HPH 6 2.15 0.40 78.47 
HPH 7 0.64 0.12 91.84 

         
The exergy efficiencies of the thermal power plant 

components were calculated and shown in the Fig. 3. It is 
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found that condensing pumps with the exergy efficiencies of 
28.60 % are the least efficient devices in the plant and LPH1 
with exergy efficiency 99.60 % is the most efficient one. 
Components with lower exergy efficiency values are 
condenser 1 (18.50 %), condenser 2 (17.95 %), boiler (44.50 
%), turbine (49.42 %) and deaerator (54.22 %). 

The influence of the change in ambient temperature on 
the values of exergy losses of boiler, turbine and both steam 
condensers during operation of the unit at nominal load are 
shown in Fig. 4.  
 

 
Figure 3 Exergy efficiency of the thermal power plant components for nominal 

operation mode 
       

Fig. 4 shows that with increasing ambient temperature the 
boiler exergy losses increase and turbines and both steam 
condensers decrease.  More detailed analysis of the influence 
of ambient temperature on the exergy efficiency of steam 
condensers for three different loads of the 200 MW unit was 
processed in the research of the authors of this paper [25]. 

 

 
Figure 4 Exergy destruction in function of environment temperature 

         
As previously presented, exergy efficiency power plant 

can be calculated based on two different methods using two 
different equations, Eq. (7) and Eq. (10). 

Eq. (7) takes into account the energy carried by working 
fluid, neglecting the irreversibility of combustion process in 
furnace. Eq. (10) is based on exergy carried by the fuel 
combusted in furnace where irreversibility of the combustion 
process and exergy losses in exhaust gases are not neglected.  

        Thus obtained exergy efficiency values of the thermal 
power plant unit for operation at 100 %, 90 % and 80 % load 
are shown in the Fig. 5. For power plant unit operating at 100 
% load, the values of exergy efficiencies are 77.26 % (Eq. 
(7)) and 34.37 % (Eq. (10)). The obtained values of exergy 
efficiency according to Eq. (10) refer to the coal consumption 
of 237.10 t/h, coal lower heating value of 8347.10 kJ/kg, the 
boiler efficiency of 87.88 % and the power at the generator 
terminals of 195.99 MW. Exergy efficiencies at 90 % load 
are 76.89 % and 35 %. These values were obtained for coal 
consumption of 219.20 t/h, coal lower heating value of 
8207.20 kJ/kg, boiler efficiency of 88.24 % and electric 
generator power output of 182.30 MW. Operating at 80 % 
load, unit exergy efficiency values 75.58 % and 32.96 %. At 
the same time coal consumption is 210.60 t/h, coal lower 
heating value 8006.70 kJ/kg, boiler efficiency of 86.50 % and 
power at generator terminals of 161.50 MW. 
 

 
Figure 5 Exergy efficiency of the thermal power plant unit for operation at 100 %, 

90 % and 80 % load 
 

The influence of the 200 MW unit operation at the 
nominal regime without HPH in one and without HPH and 
LPH in the other case, on its exergy efficiency was calculated 
and shown in the Fig. 6. In the first case, when operating 
without HPH, efficiencies according to Eqs. (7) and (10) are 
67.74 % and 28.80 %, respectively. These exergy efficiencies 
values are lower by 5.6 % and 9.8 % compared to operating 
a thermal power plant with HPH.  
 

 
Figure 6 Exergy efficiency of the thermal power plant for operation at 100 % load 

without HPH and without HPH and LPH 
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  In the other case, when operating thermal power plant unit 
without HPH and LPH, the exergy efficiencies amount to 
60.84 % and 24.51 %, respectively, which are 9.90 % and 
16.40 % lower than the values when operating with HPH and 
LPH. 

Fig. 7 shows the exergy efficiencies of the boiler and 
turbine when the unit is operating at nominal mode without 
HPH and without HPH and LPH. Operation of the unit at 
nominal load without HPH and without HPH and LPH results 
with boiler efficiencies of 42.40 % and 40.30 %, respectively. 
Compared to the same values when unit is operating with 
HPH and LPH, these values are lower by 2 % and 4.2 %. 
Furthermore the exergy efficiencies of the turbine are 44.20 
% and 40 % in the case when unit is operating without HPH 
and operating without HPH and LPH. When both HPH and 
LPH are operative, the turbine has by 5.2 % and 10 % higher 
exergy efficiency than in the previously mentioned case. 

Figure 7 Exergy efficiency of boiler and turbine when unit is operating without HPH 
and without HPH and LPH 

5 CONCLUSIONS 

In this article, an analysis of the energy and exergy of a 
200 MW steam block was performed, as well as the influence 
of the change in ambient temperature on the values of exergy 
losses and exergy efficiency. The analysis of this energy 
system revealed that the largest exergy loss is in the boiler 
and is 58.7%, followed by the turbine with an exergy loss of 
38.5%. The percent exergy destruction in the condenser 1 and 
condenser 2 was 1.07 % and 0.84 % respectively, while all 
heaters, dearator and pumps destroyed less than 1 %. 

With the change in ambient temperature, the percentage 
of exergy losses and exergy efficiency of all components also 
changed, but the conclusion remained the same, that the 
boiler and the turbine primarily affect the irreversibility of 
the analyzed cycle. The exergy efficiency of the block when 
working at nominal load is the highest, regardless of the 
method of calculating it. Different ways of calculating exergy 
efficiency lead to different values of exergy efficiencies and 
they are significantly less when the irreversibility of heat 
transfer in the boiler from flue gases to steam is taken into 
account in the calculation. 

The exergy efficiency of the unit when operating at 
nominal load and without high - pressure heaters is 6 to 10 % 
lower, depending on the calculation method, while when 

operating the unit without high - pressure and low pressure 
heaters, it is lower by 10 to 16.5 %. 

The exergy efficiencies of the boiler and turbine during 
the operation of the unit at nominal load and without high 
pressure heaters are 2 to 4.2 % less compared to the operation 
of the unit with high pressure heaters. The exergy efficiencies 
of the turbine at this load and operation without high pressure 
and low pressure heaters are further reduced and are 5 to 10 
% lower. The operation of the unit at nominal load and 
without high pressure and low pressure heaters leads to a 
greater reduction in the exergy efficiency of the turbine than 
the boiler.  

The analysis confirmed previous researches that indicate 
that the boiler within the steam block has the highest exergy 
losses. The analysis of exergy losses and exergy efficiency 
indicates that certain components such as LPH3, LPH4 and 
HPH6 have significantly lower values of exergy efficiency 
and that their performance can be improved with certain 
measures through revitalization or maintenance. Also, there 
is room for increasing exergy efficiency in both steam 
condensers. The fact that about 3 MW of cooling water 
exergy is released into the atmosphere at the cooling tower 
indicates the possibility of installing commercially available 
technologies for its use and generation of additional electrical 
and thermal energy.  

NOMENCLATURE 
Abbreviations:  
HPH High pressure regenerative system heaters 
LPH Low pressure regenerative system heaters 
LHV Fuel lower heating value (kJ/kg) 
Latin Symbols: 
m mass flow rate (kg/s) 
Q heat transfer rate to the system (W) 
W work rate or power done by the system (W) 
h specific enthalpy (J/kg) 
ex specific exergy (J/kg) 
Ex total exergy rate (W) 
T temperature (K) 
s specific entropy (J/kg K) 
ϑ temperature (°C) 
p pressure (bar) 
Greek symbols: 
φ  exergy factor 
η  exergy efficiency 
Subscripts: 
net  netto 
own consump own consumption 
TUR turbine 
o dead state conditions
B boiler
ex exergy
extr  extraction 
el electrical 
C1 condenser 1 
C2 condenser 2 
CP condensing pump 
FWP feed water pumps 
DEA deaerator 
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P pump 
i inlet 
e exit 
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Error Analysis for Designed Test and Numerical Integral by Using UED in Material Research 
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Abstract: In this article, the error analysis for designed test and definite integral in employing uniform experimental design is analogically developed on basis of midpoint rule in 
rectangle method for assessing definite integral through conducting discretized sampling approximately. It concluded that the discrete sampling-point by means of good lattice 
point in the evaluations of definite integral and maximum value of a function is promised with higher accuracy, and the predicted entire error of this uniform sampling point method 
for above problems decreases with the number of sampling points significantly. 
  
Keywords: definite integral; error analysis; midpoint rule; rectangle method; uniform experimental design 
  
 
1 INTRODUCTION 
  

Experiment design is an essential topic to scientific and 
industrial developments. How do we arrange and design 
experiments to get effective results with less number of 
trials? Some approaches are proposed to answer this 
encountered question frequently, such as Response Surface 
Methodology, Orthogonal Experimental Design, and 
Uniform Experimental Design, etc. Better design could lead 
to results that are more effective. 

In 1978, due to the need for missile designs, a special 
demand for total trial number being no greater than 50 with 
18 factor levels of a five-factor experiment was faced to Prof. 
K. T. Fang [1], He and Prof. Y. Wang thus proposed a novel 
solution by employing number-theoretical methods [2]. They 
created a brand new experimental design methodology to 
conduct the design of the problem in that time, which was 
named as Uniform Experimental Design (UED). UED is 
attributed to number - theoretical method or quasi-Monte 
Carlo method. This novel methodology was employed to the 
design of missiles successfully, and got series of meaningful 
achievements in China due to its wide applications [1, 2]. 

Early in 1950s, Ulam and Von Neumann developed 
Monte Carlo method, which is a statistical stimulation. The 
main idea of their method is to convert an analysis problem 
into a probability problem and then employ a statistical 
simulation to deal with the problem to get a same solution. 
This seems an effective solution for some difficult analysis 
problems, including the approximate estimation of 
complicated definite integrals. The general idea of Monte 
Carlo method is the need of a set of stochastic numbers to 
enable to perform this statistical simulation. The precision of 
this method strongly depends on the independence and 
uniformity of stochastic numbers. 

Almost in the same period of 1950s, deterministic 
methods were also proposed to deal with some difficult 
analysis problems by some mathematicians, which aimed to 
give solution by using uniformly distributed points in space 
instead of random numbers like that in Monte Carlo method 
[3], such as, Korobov put forward the concept of a point set, 
which is uniformly distributed. Since then Hua et al 
developed the good lattice point (GLP) method in 1960s for 

evaluation of definite integral approximately, which is with 
low-discrepancy on basis of number theory [2, 3]. Therefore, 
this kind of method is called a number-theoretical method or 
quasi-Monte Carlo method naturally thereafter. UED can be 
seen as one of the successful applications of the number-
theoretical method [1, 2]. This methodology was 
subsequently used in evaluations for approximation of 
multiple-integral successfully.  

There are many beneficial features of GLP [4-6], besides 
the uniformity of distribution of sampling-point over the 
specific domain and good space-filling characteristic. 

Currently, the UED finds its wide applications over the 
world, it spreads in designs of Chinese medicine, chemical 
reaction and missile, as well as Ford Motor Co. Ltd for its 
design of standard exercises and automotive as computer 
experiments for providing a support of the preliminary design 
of production [7]. 
 
1.1  Essential Characteristics of UED 
 

The essential characteristics of UED involves [1, 2, 7]: 
A)  Homogenization 

The distribution of specimen point is homogeneously 
scattered in the variable space; therefore it gains a 
surname of "space filling design" occasionally [1, 2, 7]. 
A number of "Uniform Design Table" (UDT) was 
specifically developed by Fang to arrange the 
distribution of the specimen point for UED [8], which is 
fully deterministic. 

B)  Entire Mean Model 
UED intends to get an outcome consequence, which is 
with minimum deviation of the entire averaged value 
from the actual total averaged value through uniform 
distribution of specimen points.  

C)  Robustness 
UED is expected to be used in many cases with 
robustness regardless of variation of model. 

 
1.2  Basic Principle of UED 

 
The fundamental principle of UED is as followings: 

1)  Entire Mean Model  
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The fundamental hypothesis is the existence of a 
deterministic relationship of the response g vs. the 
independent input variables x1, x2, x3, ..., xs, the formula of the 
response can be expressed as, 

1 2 3 1 2 3( , , , ..., ), { , , , ..., } .s
s sg G x x x x x x x x x C= = ∈          (1) 

The further hypothesis is that the entire averaged value 
of the response g on Cs = [0, 1]s is,  

1 2 3 1 2 3( ) ( , , , ..., )d d d , ..., d .s ssC
E g G x x x x x x x x= ∫               (2) 

Moreover, if one takes m sampling points q1, q2, q3, …, 
qm on Cs to conduct an average value of g, then the averaged 
value of g over these m specimen points is, 

1
1( ) ( )m

m iig D G q .
m =

= ∑                                                      (3) 

In Eq. (3), Dm = {q1, q2, q3, …, qm} represents a design of 
such m specien points. 

Fang et al indicated that the deviation ( ) ( )mE g g Dε = −  
of the specimen point set on Cs and Dm will be quite small 
provided the specimen points q1, q2, q3, …, qm are uniformly 
distributed in the domain Cs.  
 
2)  Uniform Design Table  

In order to provide an appropriate application for UED, 
a number of UDT as well as the "Utility Table" were 
conducted [8], with which the location of specimen points 
can be specifically determined with convenience.  

 
3)  Regression 

In general, under condition of discretization with 
sampling points, an approximate expression for response r' = 
R'(x1, x2, x3, ..., xm) vs. the independent input variables can be 
regressed to reveal the resemble formation.  
 
1.3  Aim of This Study 
 

Until now, the estimation of the accuracy of applying 
each UDT to conduct actual problem is unclear though the 
discrepancy of each point set of UDT is provided by Fang in 
his book [5]. 

In this paper, the study of entire error of definite integral 
and maximum value by using sampling points from UDT is 
preliminarily conducted in the point of view of practical 
application. 
 
2 ERROR ANALYSIS FOR APPLYING UED TO CONDUCT 

ACTUAL PROBLEMS 
2.1  Distribution Rule of UED in Space 
 

A uniform table Un(nq) has n rows and q columns, and q 
is the Euler function for a positive integer n, q = ϕ(n) = n⋅(1 
– 1/p1)⋅(1 – 1/p2)⋅…⋅(1 – 1/pv) for each n. According to 
number theory, it assumes that there is a unique prime 
decomposition 1 2

1 2
r r rv

vn p p ... p= ⋅ ⋅ ⋅  for each n [1, 2, 8], in 
which r1, r2, ..., rv express positive integers and p1, p2, …, pv 

indicate different primes. Furthermore, the number of 
independent factors at most is t = ϕ(n)/2 + 1, i.e., s ≤ t for 
each n, s is the actual number of the independent variables of 
the studied problem [1, 2, 8]. 

In the hyper cubic [0, 1]s, the specimen point is 
homogeneously distributed. Especially, for one independent 
variable case, the design X* = [1/2n, 3/2n, 5/2n, ..., (2n‒3)/2n, 
(2n‒1)/2n]T is the unique design on [0, 1] with low - 
discrepancy or under star discrepancy of D*(X*) = 1/2n [1, 2, 
8].  

Obviously, the homogeneously spreading of the 
specimen point in the above design for one independent 
variable case is the same as that of the Midpoint Rule in 
rectangle method of definite integral [9-11].  

Following midpoint rule, the definite integral 
20
20

( ) ( )d
x /

x /
E g g x x

δ

δ

+

−
= ∫  around position x0 with a subsection 

δ is approximated by I = g(x0)·δ, which is with the local error 
of εM =δ3⋅g″(x0)/24 [9-11], where g″(x0) indicates the second 
derivative at location x0, in general εM is negligible as δ is 
sufficiently small. 

According to mean value theorem of integral, one could 
always find a proper position ζ within [x0 ‒ δ/2, x0 + δ/2], 
such that the value of the function g(ζ) meets the demand of 

20
20

( ) ( ) ( )d .
x /

x /
g E g g x x

δ

δ
ζ δ

+

−
⋅ = = ∫  However, above discussion 

indicates that the value of the integral approximates to I = 
g(x0)·δ with the small local error of εM =δ3⋅g″(x0)/24 [9-11], 
therefore, g(ζ) approximately equals to g(x0), i.e., g(ζ) ≈ 
g(x0). 

Furthermore, the local error of the function g(x) around 
x0 within area of [x0 ‒ δ/2, x0 + δ/2] is about g′(x0)⋅δ/2.  

Moreover, considering the maximum value of the 
function g(x) within its range of [a, b], it supposes that if the 
function g(x) within its range [a, b] derives its maximum 
value g(xl) at a discrete point xl = a + (2l – 1)(b – a))/2n, l ∈ 
[1, 2, 3, …, n], then the realistic error of the actual maximum 
of this function gmax(x) from the nominal maximum g(xl) at a 
discrete point xl is Eactual = gmax(x) – g(xl), and it could be 
approximately estimated by, 

est. 1( ) 2 ( ) ( ) 2l l lE g' x g x g x .δ += ⋅ ≈ −                             (4) 
  

Table 1 Distribution of 11 sampling points within domain [0, 1.5] 
No. Position ex 
1 0.0682 1.0706 
2 0.2045 1.2270 
3 0.3409 1.4062 
4 0.4773 1.6117 
5 0.6136 1.8471 
6 0.7500 2.1170 
7 0.8864 2.4263 
8 1.0227 2.7808 
9 1.1591 3.1871 
10 1.2955 3.6527 
11 1.4318 4.1863 

 
As an example, lets’ conduct the error analysis for ex 

within range of [0, 1.5] by using 11 discrete uniform 
sampling points [12, 13]. As to such problem, following the 
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procedure of UED [1, 2, 8], the 11 sampling points are 
uniformly distributed within range of [0, 1.5], see Tab. 1. 

The actual value of function ex is 4.4817 at x = 1.5, while 
the maximum value of discretized function ex in Tab. 1 is 
4.1863. The actual error is Eactual = 0.2954, while the 
estimated value by using Eq. (4) is Eest. = 0.2668, which is 
close to Eactual. 
 
2.2  Error Analysis of Applying UED for Maximum Value 
 

In general, as to a s-dimensional problem, it assumes that 
the discretization is conducted for a function px  within its 

domain [0, 1]s, and the maximum ( )pg x  of this function 

( )g x is at the discrete point px  due to this discretization, then 

the error of the maximum ( )pg x  at the discrete point px  

from the actual maximum max ( )g x  of the function ( )g x  due 
to this discretization is actual max ( ) ( ),pE g x g x= −

   and it can 
be estimated by following equation, 

est. 1
1 ( ) ( ) .

2 p i piE g x g xγ

γ +=
≈ −∑                                         (5) 

In Eq. (5), γ is the number of nearest neighbour of px . 

Thus, the error of the maximum ( )pg x  at the discrete 

point px  from the actual maximum max ( )g x  of the function 

( )g x  corresponding to the discretization can be estimated by 
using Eq. (5) in principle.  
 
2.3  Error Analysis of Applying UED for Integral 
 

As to midpoint rule [9-11], the definite integral 

( ) ( )d
b

a
E g g x x= ∫  can be approximated by a summation, i.e., 

[ ]1
( )( ) ( 1 2) ( )n

n i
b ag D g a i b a n

n =

−
= + − ⋅ −∑  in 1-

dimension, while the entire error is, 

[ ]

[ ] [ ]{ }

3

M 2 1

2

2

1 ( ) 1 ( 1 2) ( )
24

( ) ( ) 2 ( ) 2 ,
24

n
i

b aE g" a i b a n
nn

b a g' b b a n g' a b a n
n

=

−
= ⋅ ⋅ + − ⋅ − ≈

−
≈ ⋅ − − − + −

∑
 (6) 

where g″(a + (i ‒ 1/2)⋅(b – a)/n) is the 2nd derivative at 
position "a + (i – 1/2)⋅(b – a)/n", and g′[a + (b – a)/2n] 
expresses the 1st derivative at position "a + (b – a)/2n". 

If the integrand g(x) behaves a wavy form, the 
summarizing [ ]1 ( 1 2) ( )n

n i g" a i b a nε
=

= + − ⋅ −∑  is quite 

tiny; or else the summarizing εn remains for some monotone 
function like ex. However even in latter case good precision 
could be obtained with 11 specimen points which are 
homogeneously distributed [12, 13]. Take the integral 

1 5

0
e d

. x x∫  as an example, which is with the precise value of 

1 5

0
( ) e d 3 4817,

. xE g x .= =∫  while the summarizing of the 

discrete specimen points in manner of GLP is 
11 [( 0 5) 1 5 11]

11 1
1 5( ) e 3 4790,
11

i . . /
i

.g D .− ⋅
=

= =∑  the actual total 

error is 0.0027, while the predicted value of total error is of 
0.0025, which is not far from the actual error. 

For higher dimensions, the entire error could be estimated 
analogically by, 

3
M 1

1 ( ) ( ).
24

s
l liE b a M l

s n =
≤ − ⋅

⋅ ⋅ ∑                                 (7) 

In Eq. (7), the term M(l) indicates max|g″(x)|in lth 
independent variable, xl ∈ [al, bl].  

Until now, the error estimation of applying UED for 
integral is estimated in principle. 
 
3 APPLICATIONS 
3.1  Error Analysis of Maximum Value of Functions in Their 

Domains by Using Discrete Uniform Sampling Points 
 

Lets’ study the function f1(x, y) = ln(x + 2y) in the domain 
of [1.4, 2.0] × [1.0, 1.5] by using discrete uniform sampling 
points first. Assume that the actual maximum value of the 
function f1(x, y) within the domain is f1max(x, y), and the 
maximum value of the function f1(x, y) due to the 
discretization is at a discrete point px  and denoted by 1( )pf x . 

Fig. 1 shows the variations of the actual error Eactual = |f1max(x, 
y) − 1( )pf x | vs. the number of sampling points n, together 
with the estimated error Eest.. It can be seen that the tendency 
of the variation of the actual error Eactual. is the same as the 
those of the estimated error Eest, which decreases 
significantly with the increase of the number of sampling 
points n. 
 

 
Figure 1 Comparison of the variations of the actual error Eactual and the estimated 

error Eest. vs. number of sampling points n for f1(x, y) = ln(x + 2y) 
 

Next, Lets’ study the function f2(x, y) = 1 + 2x2 + 2y3 in 
the domain of [1.4, 2.0] × [1.0, 1.5] by using discrete uniform 
sampling points. Fig. 2 shows the comparison of the 
variations of the actual error Eactual and the estimated error 
Eest. vs. the number of sampling points n for f2(x, y). It can be 
seen again that the tendency of the variations of the actual 
error Eactual and the estimated error Eest. is the same, which 
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decreases with the increase of the number of specimen points 
n obviously. The accuracy of the estimation varies with the 
exact detail of the function f(x, y). 

 

 
Figure 2 Comparison of the variations of the actual error Eactual and the estimated 

error Eest. vs. number of sampling points n for f2(x, y) = 1 + 2x2 + 2y3 

 
3.2 Error Analysis of Definite Integral in 2-D 
 

Under condition of higher dimensions, Fang set up a 
number of UDTs and the corresponding utility tables 
specifically for appropriate utility of UED, which is based on 
GLP and number-theoretic methods [1, 2, 8].  

Now, lets’ take a definite integral of a 2-dimensional 
problem as an example, i.e., 

2 0 1 5 2 0 1 5

1 4 1 0 1 4 1 0
d ( , )d d ln( 2 )d .

. . . .

x . y . x . y .
H x H x y y x x y y

= = = =
= ≡ +∫ ∫ ∫ ∫ (8) 

The UDT U17(178) is tried to be used to conduct the 
definite integral, 17 sampling points are included [12, 13].  

The accurate data of this integration is 0.429560 [14].  
The specimen points of U17(178) within the integral range 

[1.4, 2.0] × [1.0, 1.5] are distributed uniformly and shown in 
Tab. 2, the values of function H(x, y) at each discrete location 
are displayed in Tab. 2 as well. The symbols x10 and y20 in 
Tab. 2 show the nominal locations of the original table 
U17(178) within the domain [1, 17] × [1, 17] [2, 3].  
 
Table 2 Positions of the specimen points within domain [1.4, 2.0] × [1.0, 1.5] by 

means of U17(178) 
No. = x0 y0 x y H 

1 11 1.4176 1.3088 1.3951 
2 5 1.4529 1.1324 1.3131 
3 16 1.4882 1.4559 1.4816 
4 10 1.5235 1.2794 1.4067 
5 4 1.5588 1.1029 1.3257 
6 15 1.5941 1.4265 1.4922 
7 9 1.6294 1.25 1.4181 
8 3 1.6647 1.0735 1.3381 
9 14 1.7 1.3971 1.5028 
10 8 1.7353 1.2206 1.4295 
11 2 1.7706 1.0441 1.3504 
12 13 1.8059 1.3676 1.5132 
13 7 1.8412 1.1912 1.4407 
14 1 1.8765 1.0147 1.3625 
15 12 1.9118 1.3382 1.5235 
16 6 1.9471 1.1617 1.4518 
17 17 1.9824 1.4853 1.6000 

In according with the method of UED [1, 2, 8], the 
integration H in the domain [1.4, 2.0] × [1.0, 1.5] becomes a 
summation in the discrete specimen points as 

17
1

0 6 0 5 ( , )
17 i ii

. .H H x y .
=

×
≈ ∑                                             (9) 

Summarizing Eq. (9) acquires a result, says 0.429613, 
which causes an error of 5.3×10−5 as respect to its actual 
result of 0.429560 [14], while the estimated error from the 
sampling points of the uniform design is 7.6×10−5. 
 
3.3 Comparative Assessment of Discrete Specimen Points by 

Means of GLP with Monte Carlo Simulation for Integral 
6 6

0 0
( )d (2 3)dF f x x x x≡ = −∫ ∫   

 
The accurate value of the definite integral of

6

0
(2 3)dF x x= −∫  is 6.  

Han and Ren once assessed this integral by employing 
Monte Carlo algorithm [15].  

Now, lets’ try to re-study this integral by means of GLP 
with 11 discrete specimen points for comparison [15]. The 
locations of the specimen points and the discrete values of 
the function f(x) are given in Tab. 3.  
 

Table 3 Locations of the specimen points and the discrete data of the function  
No. x f(x) 
1 0.2727 1.9091 
2 0.8182 1.7273 
3 1.3636 1.5455 
4 1.9091 1.3636 
5 2.4545 1.1818 
6 3 1 
7 3.5455 0.8182 
8 4.0909 0.6365 
9 4.6364 0.4545 
10 5.1818 0.2727 
11 5.7273 0.0909 

 
Following the procedure of UED, the definite integral F 

now becomes a summation of the 11 discrete specimen points 
within the integral domain [0, 6]. The summation gives a 

value of 11
1

6 ( ) 6
11 ii f x

=
=∑ , which is exactly and luckily 

same as that of the accurate value of this integral. However, 
the use of Monte Carlo simulation results in a varying error, 
which changes even up to 1000 random specimen points [15]. 
As was shown in [15], the Monte Carlo simulation gives an 
error of 0.1214 at 1000 specimen points, while the error of 
the simulated result reaches to 0.2908 with 100 specimen 
points [15]! This result reflects the merit of the assessment 
with discrete specimen points by means of GLP in evaluating 
definite integral and maximum value of a function once 
more. 
 
4 CONCLUSION 

 
Error analysis of designed test and definite integral by 

employing UED to conduct discrete specimen is analyzed in 
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this paper, the estimation of error is performed with the aid 
of midpoint rule in rectangle method for predicting definite 
integral analogically. The study indicates the decreasing 
tendency of the entire error of specimen point in predictions 
of definite integral and maximum value of a function vs. the 
number of specimen points, and the proper number of 
specimen points can be determined by the promised 
requirement of accuracy conversely. 
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Quick Review: Uncertainty of Optimization Techniques in Petroleum Reservoir Management 
 

Amir Naser Akhavan*, Seyed Emad Hosseini, Mohsen Bahrami 
 

Abstract: The notable increase in petroleum demand, together with a decline in discovery rates, has highlighted the desire for efficient production of existing oil wells worldwide. 
Mainly, the productivity of the existing large oil fields makes us consider the principles of managing reservoirs to make the most of extraction. At the same time, many different 
uncertainties in the course of the developing oil field, including geological, operational, and economic uncertainties, have a detrimental impact on the reservoir's effective production, 
which is why dealing with uncertainty is crucial for maximizing output. There is a broad variety of studies on managing oil reservoirs under uncertainty information in the literature. 
In this study a short review of earlier works has been done on optimization strategies and management of uncertainty in reservoir production. 
 
Keywords: management of reservoir; management of uncertainty; optimization approaches 
 
 
1 INTRODUCTION  
     

For many years, oil has defined the world economy, this 
trend will most likely continue in the coming years. Demand 
for oil has increased with the population growth, and this 
demand needs to be met with proper optimization. 
Optimization management between the two factors of oil 
field development and oil production methods should be 
done that overall demand does not face problems. Proper 
planning for optimization requires ground and underground, 
data these data always have uncertainties that should be 
considered. 

Uncertainty is due to incomplete and imprecise 
knowledge as a result of limited sampling of the subsurface 
heterogeneities. Well data and seismic data have incomplete 
coverage and finite resolution. Sub ground and oil Reservoirs 
are heterogeneous and difficult to predict away from wells or 
seismic data. Ignoring uncertainty and locking in important 
model parameters and choices amounts to an assumption of 
perfect knowledge and is generally an unacceptable 
approach. One way to reduce the effects of uncertainty on 
optimizations is to model them. Understanding the (1) 
sources of uncertainty, (2) methods to represent uncertainty, 
(3) the formalisms of uncertainty, and (4) uncertainty 
modeling methods and workflows were essential for the 
integration of all reservoir information sources and providing 
good models for decision making in the presence of 
uncertainty and improvement of optimization. 

  Geophysical prospecting consists of making a 
quantitative inference about subsurface properties from 
geophysical measurements. Due to many ineluctable 
difficulties, observed data are almost always insufficient to 
uniquely specify the rock properties of interest. Hence, 
inevitable uncertainty remains after the estimation. The 
sources of the uncertainty arise from many factors: 
inconsistency in data acquisition conditions, insufficient 
available data as compared to the subsurface complexities, 
limited resolution, imperfect dependence between observed 
data and target rock properties, and our limited physical 
knowledge. While the uncertainty has been identified for a 

long time, quantitative framework to discuss the uncertainty 
has not been well established.  

In this study we examine several sources of uncertainty 
in the development of the oil field make the estimation of the 
future productivity of a reservoir inaccurate. In general, 
uncertainty in information about the management of 
reservoirs falls into four categories. 

 
2  LITERATURE REVIEW 
2.1 Conceptual Model 
 

Based on field studies the following conceptual model 
has been proposed to explain the subject. 

 

 
Figure 1 Conceptual model of the present research 
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2.2 Uncertainty 
2.2.1 Engineering Data Uncertainty 
 

Methods such as gas-injection, intermittent water and 
gas injection (WAG), smart water, and thermal and 
polymeric methods are commonly used to increase oil 
recovery. Injecting water into reservoirs is one of the oldest 
oil recovery methods that has been used for many years. Over 
time, this method has undergone many alterations and 
improvements, which has led to its use as the most popular 
oil recovery method in sandstone and carbonate reservoirs. 

Establish a relationship between different types of oil 
production techniques that consider all factors on oil 
production for proper optimization is necessary. 
Uncertainties of Geological, fluid mobility, laboratory, and 
field heterogeneity are the engineering uncertainties that we 
will examine in the following. 
 
2.2.2 Uncertainty of Geophysical and Geological Information 
 

Two main types of uncertainty affect our confidence in 
the results from numerical models:  parametric uncertainty 
and structural uncertainty. Parametric uncertainty arises 
because of incomplete knowledge of model parameters such 
as empirical quantities, defined constants, initial conditions, 
and boundary conditions. Structural uncertainty in models 
arises because of inaccurate treatment of dynamical, 
physical, and chemical processes, inexact numerical 
schemes, and inadequate resolutions. Uncertainty from 
geology is usually related to seismic data, which is classified 
as Structural uncertainty. 

Seismic data used in the construction of a reservoir 
system are unclear. These uncertainties relate to data 
collection, analysis, and statistical explanation. Typically, 
uncertainties occur as a result of errors in data collection, 
conflicting explanations, error in converting depth data, error 
in preliminary explanation, and the wavelength map error 
that has to do with the crest of the reservoir. 

Probably uncertainties are mostly geological. In 
geological information, uncertainties arise due to 
sedimentation, rock nature (lithology), rock extension region, 
and rock physical properties, which leads to the following 
uncertainties: 
• of the reservoir's gross volume 
• of the size and direction of sedimentation 
• of difference in extension of rock type 
• of porosity data 
• of the net/gross ratio 
• of contact between fluids. 
 

These uncertainties have an impact on the assessment of 
on-site hydrocarbons and the movement of fluid across the 
reservoir. 
 
2.2.3 Uncertainty of Dynamic Information 
 

Petroleum reservoirs are very heterogeneous and it is 
difficult to predict the movement of fluid in them and always 
cause uncertainties that prevent proper and practical 

optimization. To reduce these uncertainties, various models 
and simulation methods should be used to perform the correct 
optimization to compensate for global oil demand. For 
example one of this method is grey bootstrap is proposed to 
resolve some problems about evaluation of the uncertainty in 
the process of dynamic. This method can evaluate the 
uncertainty without any prior information about probability 
distribution of random variables, separating trends with 
known and unknown law. 

At this point, uncertainties of all variables that have an 
impact on the flow of a fluid through the reservoir are 
addressed. These variables include absolute, vertical-
horizontal, and relative permeability (the measurement of a 
rock's ability, to transmit fluids), fault transmissibility, rate 
of injection, productivity index, pores, and skin (around a 
wellbore), capillary pressure curve, aquifers (water-bearing 
portions). Such uncertainties influence both the calculation 
of the reserve and the change of flow rates with time. 
 
2.2.4 Uncertainty of PVT Information 
 

PVT data are known to be the least uncertain data. Lack 
of certainty of PVT data affects the capacity of process 
units, hydrocarbon transportation, and marketing. Among 
the uncertainties in this category are as follows: 
• Uncertainty of fluid tests 
• Uncertainty of fluid structure 
• Uncertainty of the calculation of PVT properties 
• Uncertainty of interfacial tension. 
 
2.2.5 Uncertainty of Field Performance Information 
 

The well drilled in Pennsylvania was the first example of 
a well that showed the earth's layers, but with the drilling of 
other wells, a variety of different layers of the earth emerged, 
and engineers concluded that the earth's layer was different 
in each basin. Therefore, information of different layers and 
surface data should be used to minimize uncertainties 

Furthermore, data on field performance might as well be 
swayed by the following uncertainties: 
• The cost of oil production is usually calculated 

systematically and accurately; nevertheless, calculations 
of the water-oil ratio (WOR) and the gas-oil ratio (GOR) 
are occasionally performed; 

• The rate of production fluctuation is normally evened out 
as it can occur at short durations; the rate of gas is not 
calculated correctly, especially if parts of it is burned; 

• Injection information is less accurate than production 
information as a result of errors in the calculation stage, 
loss of fluid at a different time because of leakage in the 
skin or flow behind the piping system; and 

• Pressures gauged at a certain phase of the flow analysis 
are generally less reliable than those acquired during 
shut-in. 

 
2.2.6 Uncertainty of Economic Information 
 

In all different parts of human life, the economy is the 
most effective factor. In the oil industry, drilling a well or 
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using an oil production method or using new technology is 
only used when it has an economic benefit. The main purpose 
of optimization is to reduce the risks that may impede the 
economic benefits of an operation. By accurately recognizing 
the uncertainties, the most optimal model for an economic 
operation can be used. For example, the use of nanoparticles 
to wettability Alteration and reduce sand production is a 
technique that has received much attention from researchers 
in the past few years, but since its economic uncertainty is 
very high, it has not been widely used in industry. 

Production management is challenged by some uncertain 
risks of going up or down in oil prices. Conventional 
production enhancement approaches concentrate on net 
present value over time. The lack of reliability of long-term 
predictions is the key problem of many strategies. Given the 
time-dependent nature and the instability of oil prices, more 
often than not, it makes oil risky production [1, 2]. 
 
2.2.7 Uncertainty of Political Information 
 

The uncertainty of the political system is a key feature 
affecting the local investment climate, which firms and 
entrepreneurs must consider when deciding to start, expand, 
or contract their businesses. Given the impact of oil on the 
economy and relations between countries and its key role in 
determining world powers, it is governed by very complex 
policies. Investors and entrepreneurs engaged in oil trade in 
different countries must act in accordance with that country's 
policy and also consider the impact of factors such as 
sanctions. 

 In order to predict the future of their business, these 
investors must pay close attention to the behavior of 
countries and world powers in order to avoid destructive 
global policies. Many countries have a major source of oil 
revenue, which, given the lifespan of their reservoirs, which 
are in the semi-finals, is forced to use techniques that reduce 
uncertainties and are able to meet demand. Therefore, their 
policy should be formulated in such a way as to give the 
leading companies investment security so that they do not 
face any problems. 
 
2.2.8 Uncertainty of Environmental Information 
 

Coping with the above uncertainty would be a serious 
factor in the production of the oil field. Being less sensitive 
to uncertainty along with the implementation of calculations 
are two methods that have been found to be exceedingly 
contradictory in some research. In this study, however, we 
present a small report of certain optimization techniques in 
the development of the petroleum field, based on the data on 
uncertainty to be able to both reduce uncertainty and 
sensitivity to its data. 

In this study, we present an up-to-date analysis of 
optimization methods used to solve these problems by first 
analyzing the cause of uncertainty and then reviewing some 
practical optimization techniques against technical problems. 

 
 
 

3  RESEARCH METHOD 
 

The principles of robust optimization have been 
introduced primarily in the research papers of engineering 
design. 

The first approach to deal with uncertainties is probably 
stochastic (linear) programming in the form of a risk factor 
to manage robustness, whereas robust optimization is known 
to be more useful in engineering fields, according to the study 
by Mulvey and Bai [3, 4]. 

The person who discussed the great implications 
regarding Robust Optimization in Engineering [5] was 
Taguchi, who is well recognized for developing a leading 
design strategy and has gained a lot of interest in the last few 
years. 

Risk management should be addressed, too, when we 
deal with oil project investments. The recovery of oil is 
severely affected by geological, financial, and technical risks 
of exploration & production operations. The major elements 
of risk reduction [6] are the collection of relevant data and 
flexibility. 

As a result of risk quality dynamics and the amount of 
risk exposure (RE) that threaten risk management's 
efficiency, it has been recommended that dynamic risk 
assessment in oil production and robust optimization 
programs be examined [7]. 

Van Essen et al. (2009) introduced the Robust 
Optimization (RO) approach to minimize the risk of 
geological uncertainties inherent in the development stage of 
the oil field, by implementing a series of discoveries that 
explain a range of possible geological systems to address 
geological uncertainty data [8]. 

NPV included a single objective with fixed oil pricing, 
and it was the related objective function.  They also used a 
standard gradient-based optimization strategy wherein they 
access the gradients through an adjoin formulation. 

Alhuthali et al. (2010) evened up the time of arrival of 
waterfronts across all producers with the aid of several 
geological realizations and implemented two optimization 
parameters of expected value and standard deviation, in 
linear form with a risk aversion coefficient; actually, they 
have employed the gradient and the analytical form of 
Hessian calculation of the objective function [9]. 

Almeida et al. (2010) attempted, under technological and 
geological uncertainties, to generate a pro-active approach 
and specify a project using a genetic algorithm to optimize 
the single objective NPV [10]. 

Chen and Hoo (2012) present a link between the Markov 
chain Monte Carlo (MCMC) and the Kalman filter ensemble 
(EnKF) in trying to collect changes of certain variables to 
monitor the amount of water pumped to a reservoir entitled 
the water-flooding program. They accomplished this by 
employing an efficient model-based system involving the 
uncertain parameter changes and a specific low-order model 
developed from a first principle model [11]. 

Oil production increased (by 9.0 percent and 8.2 percent 
with EnKF and MCMC adjustments, respectively), and water 
production decreased in the final total net present value in the 
parameter update model. The findings also indicated that 
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maximizing the reservoir's oil production had an effect on the 
amount of water added to drive the contained oil out, so it is 
of utmost importance to change the uncertain geological 
variables (porosity and permeability) to optimize the 
reservoir's oil production. 

In water flooding modeling, Capolei, et al. (2013) also 
included an open-loop modeling scenario with no input and 
a closed-loop modeling scenario with geological uncertainty. 
To bolster the RO technique, they developed an updated 
robust proposed methodology (modified RO) with larger 
profits and less risk. The gains were calculated according to 
the predicted NPV, while the risk was calculated according 
to the normal NPV deviation [12]. Yasari, et al. (2013) put 
forth an interesting theory to minimize uncertainty sensitivity 
while no measurement data were expected to be available 
[13]. As such, by using a derivative-free Evolutionary Multi-
objective Optimization (EMO) technique in the context of an 
updated Non-dominated Sorting Genetic Algorithm 
(NSGA), known as NSGA-Il, they established the robust 
optimization technique to generate several Pareto-optimal 
alternatives without theoretical deduction of the dynamic 
reservoir systems. And in 2015, in an effort to obtain the 
optimal - yet robust - waterflood strategies, they offered 
multi-objective optimization formulations. Two multi-
objective, Pareto-based robust optimization models have 
been tested to overcome the permeability uncertainties. 

The test studies showed that the proposed approach 
delivered better performance in providing a robust optimal 
alternative(s based on Pareto (injection policies) against 
permeability uncertainties that were accurate for the original 
group of realizations [14]. 

In contrast with the alternative equivalence of certainty 
and robust optimization techniques, the mean-variance 
parameter's potential to help minimize the significant 
inherent geological uncertainties has been suggested for 
production optimization. 

Through their study, it became clear that maximizing 
certainty equivalence and robust optimization remain to be 
risky solutions. Still, the efficiency of mean-variance 
optimization in risk management and reducing the degree of 
uncertainty in optimizing efficiency is quite remarkable. 

Siraj, et al. (2015) suggested a multi-objective 
optimization question that takes into account financial and 
model uncertainties to subsidize the adverse effects, that is, 
the risk of these uncertainties on production output [15]. 

Without significantly sacrificing the main priority of 
economic life-cycle efficiency, they established improved 
robustness. In order to describe the financial and geological 
uncertainty domain, they also provided a set of different oil 
price possibilities and geological system realizations. An 
average NPV among these groups is the main priority. 

Their second goal was to optimize the pace of oil 
production to minimize risk since the risk of uncertainty 
grows with time. The multi-objective model was applied 
separately in a dynamic or lexicographic fashion for both 
types of uncertainties. 

Geological uncertainty greatly affects the optimum well 
placement strategy and has to be considered in the question 
of optimization of well placement. A geological realization 
control mechanism for well placement against geological 
uncertainty was established by Rahim and Li (2015) [16]. 

Hanssen and Foss (2015) framed the question of 
optimization as a two-level stochastic programming 
question, and the outcome was a technique to run the wells, 
rather than a single set point acquired by the deterministic 
problem. The principles of risk theory are super beneficial as 
a result of high degrees of uncertainty in model-based 
financial modeling of the water-flooding mechanism in oil 
reserves. They proposed an inverted risk management system 
in another study to optimize the lower tail (worst instances) 
of the distribution of the economic objective function but 
without seriously sacrificing the upper tail (best instances). 
Within geological uncertainty, they found the worst robust 
optimization scenario and Conditional Value-at-Risk 
(CVaR) measure to optimize the worst problem(s). Also, a 
deviation method of semi-variance was included in 
geological and economical uncertainty defined by a set of 
geological system realizations and a set of different oil price 
scenarios to optimize the worst cases [17, 19]. 

Foroud, et al., and Siraj, et al. (2016, 2017) stressed the 
geological system as a primary cause of uncertainty in the 
simulation of petroleum reservoirs that can lower the 
reliability of optimization process outcomes of simulation. 
The clustering algorithms such as the Kernel K-means 
Method (KKM) were suggested to pick a generic subset of 
geological systems and reduce the overall calculation cost 
during the process of simulation. 

The strategy of some researchers is to control uncertainty 
in the field design. They proposed new methodologies to 
quantify and minimize risks based on an efficient production 
plan and decision-making procedure. It is called risk 
management. In the construction of elaborate petroleum 
fields, Santos, et al. (2017), for instance, considered the 
robust risk assessment strategy by introducing resilience to 
the production mechanism and developing a robust 
production plan. 

The proposed method is based on the performance 
evaluation of all possibilities of an algorithmically optimized 
production plan, which aims to further evolve the 
optimization procedure and minimize risk. Multi-Attribute 
Utility Theory (MAUT) through multiple objectives 
(technological and financial indicators) is the essence of this 
system [22]. They recommended systematic, objective 
methods in subsequent work to quantify the expected value 
of flexibility (EVF). In the production process, this approach 
applies to complex reservoirs with several uncertainties 
shaping the selection of the production strategy [23]. 

Silva, et al. proposed (2017) a five-stage approach to 
estimate the importance of flexibility under exogenous and 
endogenous uncertainties in oil production operations, and 
each stage is split into certain secondary stages to identify the 
specifics of problem analysis and strategy development [24]. 

Measuring the uncertainties of reservoir aquifer response 
by conducting a complete simulation of fluids flow on a wide 
range of models also assumes prohibitive intractable 
calculation of costs and time. Some methods suggest an 
estimated solution (flow proxies) to address this challenge 
[25] or organize the realizations inside a multidimensional 
sphere depending on the flow results received through an 
estimated (computationally cheaper) design [26]. 

In order to measure the uncertainties for a broader class 
of variables, Bardy 2019 employed both methods and 
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combined the complex performance of the entire group of 
models [27]. 

Olalotiti-Lawal provided (2018) a novel technique for 
calibration of the subsurface system and quantification of 
uncertainty through Markov chain Monte Carlo (MCMC), 
wherein proper mixing is improved by contact among 
parallel Markov chains. This approach substantially 
increases the convergence of the sampling performance 
without loss [2]. 

In 2018, Zanbouri and Salahshoor proposed a novel 
robust modeling approach to specify a group of robust 
surrogate systems with unorganized uncertainty for 
economical performance estimation of an uncertain 
petroleum reservoir during the water flooding phase, based 
on geological uncertainty as a serious hurdle in the 
development of petroleum fields. In this process, the MIMO 
surrogate system combined with the desired nonlinear NPV 
objective function was recognized to produce a new updated, 
robust surrogate system in a configuration form of multi-
input single-output (MISO) and allow direct economic 
quality evaluation calculation [5]. 

The robust optimization method was developed by 
Mudhafar et al. in 2018 to evaluate the optimal intervals of 
gas injection, soaking, and oil processing in diverse 
reservoirs within geological uncertainties [9].  

In his analysis, the robust optimization method within 
geological uncertainties showed higher recovery of oil and 
NPV than nominal realization optimization, providing the 
decision-maker with a degree of freedom to substantially 
reduce the plan's risk. 

The redevelopment of Brownfield is a highly valued 
answer to manage the drop in production and to optimally 
position the infill well to optimize recovery and reduce 
operating costs given the unstable climate of oil price [11]. 

A new procedure for robust and efficient well placement 
optimization within geological uncertainty was suggested by 

Hutahaean 2019. Multi-objective aided background 
matching, Bayesian posterior estimation, and well 
positioning optimization were incorporated into the multi-
objective environment through various geological systems in 
their conceptual workflow. The proposed workflow provides 
robust and reliable optimal decisions in placing the infill well 
over multiple history match models [12]. 

In oilfield production and reservoir operations, well 
placement efficiency is a serious hurdle because reservoir 
asymmetries generate deeply non-smooth, discontinuity, 
non-convex cost functions comprising several local 
optimums. It is also important to run a massive number of 
simulations on the reservoir. 

Several optimizing strategies can be categorized into two 
classes of approaches to assess the location of the well: 
gradient-based ex, and derivative-free ex approaches [23, 
24]. Optimization techniques have recently been 
implemented to design and reduce the computational 
problem of well-placement optimization within uncertainty 
[27, 3]. 

In order to find an infill drilling scheme for vertical or 
horizontal well positioning optimization, Jesmani 2020 used 
the Simultaneous Perturbation Stochastic Approximation 
(SPSA) method, a local optimization technique, which would 
reduce computation significantly [13]. 
 
3.1 Propose an Optimal Model of Integrated Reservoir 

Management 
 

Basically, there are five main factors in integrated 
reservoir management: well design and management, 
reservoir properties, reservoir modeling, surface facility 
design and economy. The first three cases are surveyed 
below. The integration of these three makes it possible to 
propose and design efficient and economical ways to enhance 
production from petroleum reservoirs (as schematically 
shown in Fig. 2). 
 

 
Figure 2 Integrated Reservoir Management 

 
Reservoir properties use two main methods: structural 

modeling and stratigraphy modeling. In relation to structural 
modeling, interactive modeling software now helps to 
examine the compatibility between horizons and seismic 
faults and observations made in wells. In stratigraphic 

modeling, core information is used in an integrated manner 
to extract rock types based on geological and petrophysical 
criteria. In practice, a multivariate statistical experiment and 
analysis of well logs is performed, and the resulting cross-
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plots are analyzed jointly with petrophysical core data to 
identify rock types. 

The advantages of this approach are twofold: 1. Using 
the information available in all wells; 2. Calibration of 
geological facies in terms of information flow characteristics 
in several wells, Therefore, the identified rock types remain 
significant for both the sedimentologist and the reservoir 
engineer. 

The purpose of describing the reservoir is to improve the 
geological modeling of the reservoir, thereby reducing 
subsequent uncertainties in the reservoir model and assigning 
dynamic properties to network blocks on a good scale to 
reduce uncertainties in production forecasting. These studies 
include performing the required laboratory tests (mainly 
measuring relative permeability and capillary pressure) in 
real reservoir conditions to observe fluid properties, 
wettability conditions, and saturation endpoints. Although 
much more complex and time consuming than conventional 
laboratory studies, SCAL results are much more reliable for 
calibrating the reservoir model. Special methods and 
equipment have been developed for this purpose. The role of 
flow units defined in the scale of the reservoir model can be 
easily related to the distribution of rock types in the exact 
geological model [27]. 

In order to adapt to different development plans, the 
repository simulator must be implemented with a number of 
options. Thus, the reservoir simulator must consider the 
mechanical effects of the rock. Optimization process to 
simulate hybrid effects such as gas injection and management 
Due to the complex well adaptation and modeling of 
heterogeneities, the simulator should be run with 
unstructured networking facilities. Finally, in order to be able 
to perform heavy calculations and use it to make quick 
decisions, the simulator must be able to run on parallel 
machines. 

In addition, the integration of dynamic data greatly 
contributes to the reliability of the geological model for 
subsequent reservoir applications. This integration can be 
done in the early stages of field development using well test 
resources. Later, new dynamic information from the wells 
will allow the geological model to be updated. In practice, 
advanced mathematical methods are now available to model 
the geological model with good experimental results [19]. 
They include: Inversion techniques of simulated well 
experiments, such as the gradient method, to adjust the 
petrophysical properties. And a gradual deformation 
technique to adjust the geological model itself, the 
distribution of facies, reservoir boundaries and fault position. 
In the field of reservoir properties, there are complete 
software lines. This is the case for IFP with Reservoir 
Modeling Line (LMR). 

4 CONCLUSION 

Uncertainty is due to incomplete and imprecise 
knowledge as a result of limited sampling of the subsurface 
heterogeneities. In this study, optimization strategies in 
petroleum reservoir planning are introduced. It has been 
shown the output of each method independently. It can be 
seen that for reservoir management priority, many 
optimization studies have so far focused on production 

optimization. Mainly, the efficiency of the existing large 
petroleum fields causes us to consider the principles of 
reservoir management in order to increase EOR. There are 
several sources of uncertainty in the oil field development 
that misrepresent the future reservoir productivity. In 
general, uncertainty in information about reservoir 
management is divided into four categories. At the same 
time, many different ambiguities in the course of the 
developing oil field, including geological, operational and 
economic uncertainties, have a devastating effect on the 
effective production of this reservoir. 
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Prototyping and Integration of Educational Low-Cost Mobile Robot Platform 
 

Petar Piljek*, Denis Kotarski, Alen Šćuric, Tomislav Petanjek 
 

Abstract: This paper describes the process of designing and prototyping a low-cost robotic platform based on existing equipment and projects that enable extracurricular STEM 
activities in Croatia and beyond. A robotic platform with a differential drive configuration was chosen for education from an early age due to its simplicity and a wide range of cheap 
and compatible components from which it can be made. From the aspect of integration into extracurricular or curricular activities, the BBC micro:bit ecosystem was considered, 
enabling block-based visual programming. Components with printable parts make up the assembly of the educational robot. The main steps in designing and creating a robot 
prototype are presented, which consist of the modelling, 3D printing of robot parts, and assembly into a functional system. After several stages of testing, an interactive workshop 
was held with 7th-grade primary school pupils. Further work is planned to create educational material for extracurricular STEM workshops. 
 
Keywords: 3D printing; BBC micro:bit; differential drive; Scratch; STEM education 
 
 
1 INTRODUCTION 
 

Education in the STEM field is quite diverse, which is 
made possible by the availability of a variety of components, 
technologies, and ultimately curricula that include practical 
work. 3D printers are very popular and are found in a wide 
range of applications, which is possible by creating a wide 
range of parts that can be further used in assemblies. The title 
of the paper [1] asks the question: What to build next, given 
in mind that the era of affordable 3D printing is underway. 
An interesting area is robotics which can be integrated into 
different levels of education with different outcomes. In 
paper [2], a study on learning and the problem-solving 
process among junior high school pupils through 
participation in robotics projects using Lego Mindstorm is 
presented.  

The use of robotics education in Croatia in primary 
school is carried out mainly through extracurricular 
activities. The IRIM Association has launched various 
programs through the Croatian Makers League and other 
projects [3], which have further popularized the STEM area. 
One of the projects involved equipping libraries with BBC 
micro:bit sets of educational boards and 3D printers. This 
allows the integration of 3D printing with the BBC micro:bit 
unit, which is especially interesting from the aspect of 
robotics. In addition to the existing infrastructure, it is 
possible to further expand it with smaller investments, given 
that a low-cost system is being considered. Compared to 
existing robots available on the market such as mBot, 
keeping in mind a set of robots, for the same price range, it is 
possible to purchase a 3D printer and create your own robotic 
platforms. BBC micro:bit boards are versatile and can be 
used for various purposes such as mobile robots or robotic 
arms. Paper [4] presents a study that explores pupils' 
experience when designing programmed technological 
solutions using a BBC micro:bit board and identifies the 
technological knowledge in order to successfully solve a real-
world task. Furthermore, in [5] study investigates ways of 
experiencing the process of solving a real-world task with 
programming material for pupils aged 10 and 14.  

Differential drive robot configuration is very interesting 
from the aspect of education at primary school levels. The 
principle of operation is intuitive because the movement 
depends on the angular velocities of the drive motors. An 
example of a task can be to define the functions that allow for 
different movements, such as forward, backwards or turning 
in place. The Croatian Makers League used mBot robots, and 
the effectiveness of their usage to increase the basic 
knowledge in programming and robotics for pupils of age 13 
is shown in [6]. Such robots can be made as low-cost 
platforms and can be integrated with existing BBC micro:bit 
sets. In addition, this type of robot is used at higher levels of 
education such as fuzzy control of a mobile robot in case of 
obstacle avoidance [7], using the Arduino eco-system. 
Arduino-based control is widespread and is particularly 
interesting in the field of education given its versatility [8], 
low component cost, and compatibility with various software 
packages such as MATLAB [9]. As mentioned, interesting 
platforms are also robotic arms, which in low-cost versions 
mainly consist of drive components in the form of servo 
motors [10].  

Educational robots can usually be purchased in kits that 
need to be assembled, or they can be designed and developed 
mainly by rapid prototyping technologies, including 3D 
printing. The process of 3D printing (additive manufacturing) 
is preceded by the process of designing parts. Various tools 
can be used for 3D modelling, depending on the level of 
education, from primary school level to engineering 
education, some of which are presented in [11]. 3D tools used 
in teaching and extracurricular activities in the field of STEM 
education are mostly free. Preparation for manufacturing is 
carried out in so-called slicers and further production is 
realized by open-source printers [12]. The paper [13] 
presents a study on approaches to design and 3D printing in 
teacher education.  

In this paper, potentials in the field of STEM education 
based on the existing infrastructure in Croatia are discussed. 
The concept of the educational platform has the following 
goals: do it yourself, take off the shelve components, low 
cost, and easy to repair and maintain. The components, their 
possibilities within such a system, and their advantages in the 
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wider integration of education in the field of robotics are 
presented. In the robot design phase, it is necessary to 
construct the parts of the system that, together with the 
components, form a functional system. For constructed parts, 
the process of prototyping parts with fused deposition 
modelling (FDM) technology is presented. Then, the parts 
and components of the educational mobile robot with 
differential drive were assembled. A workshop was 
conducted with pupils up to 7th grade, using a presented 
platform. Through the workshop, the basic movements of 
robots were tested, and pupils were introduced to the 
principles of operation. Also, the reactions of pupils gave the 
impression that, as expected, there is an increased interest in 
the STEM area. 
 
2 EDUCATIONAL ROBOTICS IN CROATIA – CURRENT 

STATE AND POTENTIALS 
 

The education process in the Republic of Croatia consists 
of an eight-year elementary school level, then secondary 
school level whose length varies by qualifications, and higher 
education which is divided into university level and 
professional studies. Regarding engineering education in the 
field of mechatronics and robotics, there are a large number 
of institutions in Croatia that provide such education, such as 
universities with related technical faculties and universities 
of applied sciences. At such institutions, some studies consist 
of theoretical and practical knowledge in the field of robotics 
through a series of courses, many of which are 
interdisciplinary. This includes knowledge of mechanical 
engineering, electrical engineering, computer science, and 
other branches. It should be noted that engineering education 
has been established in Croatia. Robotics has been studied 
more intensively in secondary school level education since 
the early 2000s, when a new profession, mechatronics 
technicians were introduced. In gymnasium programs, 
programming is more common and can be applied to robots. 
As for extracurricular activities, they are provided through 
centres for technical culture and various workshops. 
Commonly, robots are available as kits or didactic sets, 
which have become more and more advanced and diverse 
over the years. The emergence of robotics at the elementary 
school level has so far been mainly carried out through 
extracurricular activities. There were various workshops, 
summer schools, and leagues such as the "Liga kumpanija" 
which took place from the beginning of 2010 and the most 
widespread Croatian Makers League, which continues today. 

In general, as far as STEM in Croatia is concerned, it can 
be freely said that the IRIM Association launched the STEM 
revolution in Croatia, but also in the surrounding countries. 
Various projects made extracurricular activities for various 
levels of education and lifelong learning possible. The Junior 
Engineer Academy project distributed equipment such as 3D 
printers and electronics kits and organized mentor training in 
the involved secondary schools. The goal is to enable the 
development of project ideas and to establish and maintain 
close contacts with companies and universities that provide 
students with an early insight into the world of engineers and 
qualified professionals in various fields of technology and 

science. In addition to secondary schools, the libraries 
involved in projects "Digital libraries for local development 
- DL4LD" and "STEM Revolution continues - Libraries" 
were equipped with 3D printers, and training for librarians 
was also organized. This project was preceded by the 
crowdfunding campaign "STEM revolution", which enabled 
the financing of the mass introduction of BBC micro:bit 
technology in Croatian schools, libraries, associations, and 
other institutions that work with children. From the aspect of 
robotics, since 2014, IRIM has launched the Croatian Makers 
League as the most massive extracurricular activity in 
elementary schools in the field of robotics and programming. 
 

 
Figure 1 Demonstration of robots performing a task within the Croatian Makers 

League 
 

The Croatian Makers League is part of the Croatian 
Makers project, the main goal of which is to enable the broad 
inclusion of robotics, automation, and programming in 
education at elementary school age. It is the largest 
competition of its kind in the EU with more than 12.000 
children included per school year in more than 600 schools. 
The IRIM association donated more than 3000 robots, 
therefore Croatian Makers League represents IRIM’s 
flagship project in robotics. The competition is divided into 
two categories: 1st-5th and 6th-8th grade of elementary 
school and takes place approximately four times a year. 
Institutions can be involved in the project by purchasing their 
equipment or by applying for a donation tender. The league 
was using the mBot platform until 2021 when they switched 
to another platform based on BBC micro:bit which offers an 
even easier entry into the world of robotics but also allows 
for more advanced usage. Fig. 1 shows the task to be 
performed by two mBot robots within the Croatian Makers  
League for the 2016/2017 school year. A common mission 
consists of a line-tracking task which is a typical problem that 
needs to be solved at that level of education. 

From the aspect of understanding the principle of 
operation of the differential drive and understanding the 
operation of individual sensors, it is common to program 
robots to perform missions, such as those involved in 
education through the Croatian Makers League. Basic 
mission tasks are line tracking and obstacle avoidance. At the 
level of elementary school, in the first phase of education, the 
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basic functions required for the movement of robots are 
defined, namely forward, backward, turn right and turn left. 
After the initial phase of education which includes testing the 
robot's differential drive, various types of sensors are 
implemented in the system. For the basic functions of the 
robot required for education at the elementary school level, 
infrared line-tracking sensors and an ultrasonic distance 
sensor were considered. Such sensors come in low-cost 
variants and are used in many educational kits. In the 
preliminary design phase of a low-cost system, drive and 
sensor components and their compatibility with control 
ecosystems were considered. Fig. 2 shows the testing of 
components that include line tracking sensors and distance 
sensors. 
 

 
Figure 2 Preliminary testing of the low-cost platform considered components 

 
3 LOW-COST MOBILE ROBOT PLATFORM 
 

The mobile robot with a differential drive configuration 
is applied in a wide range of missions, which is especially 
interesting from the aspect of preparing pupils in the STEM 
field for future technicians, engineers, and scientists. The 
differential drive configuration of an unmanned ground 
vehicle (UGV) consists of two actuators (electric motor 
drives). Such a mobile robot has a simple principle of 
operation, therefore it can be applied from the earliest age to 
teach technical skills.  
 
3.1 The Principle of Operation of the Differential Drive 
 

Differential drive allows rotation in place (without 
translation), and the angle of rotation of the robot (heading 
angle) is determined by the differences in rotational speeds 
of the left and right wheels. This type of robot exists in two-
dimensional space and has three degrees of freedom (DOF). 
The operating principle is defined with respect to the 
assumed two Cartesian coordinate systems (Fig. 3), the base 
coordinate system (ℱE) and the mobile robot coordinate 
system (ℱB). This type of drive configuration represents a 
non-holonomic mobile robot [15], given that the number of 
control variables is smaller than the number of robot DOFs, 
which are represented by the position (𝑥𝑥, 𝑦𝑦) and orientation 
(𝜓𝜓) of the robot. The translational 𝑣𝑣 and rotational 𝜔𝜔 
velocities of the robot are defined in ℱB and represent the 
motion of the robot in 2D space. 
 

 
Figure 3 Schematic representation of a robot with a differential drive configuration 
 

From the aspect of engineering education, robot 
kinematics is defined, where the robot speeds with respect to 
the base coordinate system are defined by the following 
expressions 
 
�̇�𝑥 = 𝑣𝑣 cos𝜓𝜓,   �̇�𝑦 = 𝑣𝑣 sin𝜓𝜓,   �̇�𝜓 = 𝜔𝜔. (1) 
 
The translational and rotational speeds of the robot depend 
on the angular velocities of the left and right wheels, i.e., the 
drive motor velocity 𝜴𝜴 = [𝜔𝜔L 𝜔𝜔R]T, and the configuration 
parameters defined by the wheel diameter 𝑑𝑑 and the distance 
between the drive wheels 𝑙𝑙. The robot velocity vector 𝒗𝒗B =
[𝑣𝑣 𝜔𝜔]T is defined by the robot drive allocation matrix 𝜞𝜞R 
which maps the angular velocities of the motor to the robot 
velocity vector. 
 

𝒗𝒗B = 𝜞𝜞R𝜴𝜴 = �
𝑑𝑑
4

𝑑𝑑
4

− 𝑑𝑑
2𝑙𝑙

𝑑𝑑
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� �
𝜔𝜔L
𝜔𝜔R

� (2) 

 
The above Eq. (2) is a problem of direct kinematics 

which determines the translational and rotational speeds of 
robots based on the angular velocities of the wheels that 
represent the input variables of the model. The characteristic 
of a differential drive is that it has a smaller number of 
actuators than the number of DOFs, so a robot with this type 
of drive is a non-holonomic robot. The problem of inverse 
kinematics is the determination of the angular velocities of 
the left and right wheels based on the desired state of the 
robot, or the desired translational and rotational speed of the 
robot. From the aspect of motor control, there are different 
types of electric motor drives. Servo motors with continuous 
rotation were considered for the low-cost prototype. 
 
3.2 System Components 
 

From the aspect of education, the basic component of the 
educational robot is the control unit that is in charge of the 
system functioning. Practically speaking, it receives data 
from the sensor, interprets it and, based on the program, 
sends commands to the drive module. Since part of the 
infrastructure in Croatia has been secured through IRIM 
projects, and considering that since 2021 the most massive 
robot competition has been used by robots based on BBC 
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micro:bit boards, it is logical to consider this board as a key 
robot component. The great advantage of the BBC micro:bit 
board is the versatility from the aspect of programming 
where it can be used from elementary school levels to 
engineering education. It can be programmed in a block-
based visual programming language (Scratch) and using 
Python or JavaScript programming language. One of the 
advantages is that it is cheap, it is very widespread, and there 
is a very large community. Furthermore, no software is 
required, it can be programmed in a browser. Besides, no 
large computing resources are required, just a PC or tablet 
with an installed compatible browser. On the hardware side, 
there are a lot of input/output pins, also, there are numerous 
additions and compatibility with other components. Fig. 4 
shows a BBC micro:bit board with marked parts. 
 

 
Figure 4 BBC micro:bit control unit 

 
The success of the integration of BBC micro:bit boards 

as a robotic system has been presented to several commercial 
robots used primarily in education. An example of such a 
robot is cyber:bot [15]. If there is a need to involve a large 
number of pupils, for this price it is possible to provide a 
device for 3D printing and the necessary components for 
making robots, including BBC micro:bit boards. With a little 
time and imagination, robots can be made relatively easily. 
The advantages of such an approach are multiple. Through 
different phases, pupils get acquainted with electronics, 3D 
modelling, and 3D printing. In addition to being easy and 
cheap to build and repair, it is also easy to do system upgrades 
with new options. Such robots can also be combined with 
other control components like an Arduino board. The choice 

of components depends primarily on the level at which it is 
intended to be programmed, i.e., the programming language. 

Two servo motors were used to drive the mobile robot. 
The advantage of this type of motor is compactness since the 
servo motor consists of a gearbox and feedback electronics. 
Such motors are controlled by a PWM signal, which is 
interesting because this signal modulation is used in a 
broader sense of robotics, from UGV robots to unmanned 
aerial vehicles (UAVs). Also, servo motors are often used in 
educational robotic arms. The servo motors with a price 
range of up to 10 $ were used in the different phases of 
system testing and they are shown in Tab. 1. 
 

Table 1 Considered low-cost servo motors 
Continuous 

servo Size (mm) Weight 
(grams) 

Operating 
voltage (V) RPM @ 6V 

FEETECH 
FS90R 22,5×12,1×23,4 9 3-6 130 

FEETECH 
FT90MR 23,2×12×25,5 12,5 3-6 100 

FEETECH 
FS5103R 40,8×20,1×38 36 4,8-6 62 

 
A basic sensor package was tested that includes IR 

sensors used in tasks involving line tracking and an ultrasonic 
distance sensor for obstacle avoidance tasks. The sensor 
package can be further expanded. The power supply of the 
mobile robot depends on the selected control, drive, and 
sensor components. These components do not necessarily 
operate at the same voltage levels. Different voltage levels 
can be achieved with buck/boost converters or with multiple 
batteries with required voltage levels. Fig. 5 shows the wiring 
diagram of a possible mobile robot, which was later tested. 
 

 
Figure 5 Schematic representation of the mobile robot electronic components 

connection 
 
4 ROBOT PROTOTYPING AND INTEGRATION 
4.1 Prototyping Procedure 
 

The process of prototyping parts consists of the design 
and production phases, as shown in [16]. Although the same 
procedure is used at different levels of education, there are 
differences in approach, tools and learning outcomes. 
Additive manufacturing technologies enable an ever-
widening range of research and applications in education, as 
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shown in the case of designing a modular educational 
multirotor UAV that can be used in engineering education 
[17]. The process of prototyping a low-cost educational 
mobile robot that can be used at different levels of education, 
primarily at the primary school, but also at the secondary 
school level, is considered and presented. The Prusa i3 
MK3S 3D printer, which enables FDM printing, was used for 
parts manufacturing. 
 

 
Figure 6 Schematic representation of the prototyping process 

 
From idea to realization, it is necessary to take several 

steps that include 3D modelling, preparation of models for 
printing in the so-called slicer software, and part printing, as 
shown in Fig. 6. TinkerCAD software package for parts 3D 
modelling and assemblies was considered. Since the Prusa 
3D printer was used to make the parts, the parts were 
prepared in the compatible Prusa Slicer software. Different 
print parameters can be set in the slicer, depending on the 
requirements of a particular part. Fig. 7 shows the robot 
wheel with different print parameters. The advantage of the 
FDM process is the low cost of materials compared to other 
technologies. Furthermore, in addition to the considered 3D 
printer, there are many different printer kits on the market, so 
the implementation of education can be even less expensive. 
 

 
Figure 7 A slice of a wheel model with different print parameters 

 
 

4.2 Experimental Testing and Integration of Robot Platform 
 

After obtaining all the necessary components and 
making the final versions of the robot parts, the assembly of 
the robot can be started. The line tracking task at the primary 
school level of education can be achieved using several 
approaches, but in essence, it comes down to reading the left 
and right IR sensors which can have two output states, logic 
unit (white) or logic zero (black). By combining these two 
inputs, the movement of the robot is controlled. The basic set 
of robot movements consists of forward, backward, left turn, 
and right turn functions. Fig. 8 shows one of the possible 
implementations of the line tracking program. 
 

 
Figure 8 Scratch line tracking program 

 

 
Figure 9 Experimental testing during a workshop 
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After successfully testing the robotic platform, a 
workshop was held as part of extracurricular activities at 
Mače Elementary School in collaboration with the Trivium 
STEM Edu association (Fig. 9). The participants of the 
workshop were 7th-grade pupils. Through the workshop, 
pupils were shown various tasks that can be implemented on 
the proposed low-cost platform. The integration of Bluetooth 
wireless control with another BBC micro:bit or with a phone 
was also tested. 
 
5 CONCLUSION 
 

In this paper procedure of educational low-cost robot 
platform design is presented. A mobile robot with a 
differential drive configuration was described in order to 
show the working principle and to define system 
components. In addition to the low cost of such a robot, it is 
important to emphasize several advantages of this design 
approach. Such a system can be used at different levels of 
education because it is easily upgradeable. Low-cost 
components can be used, but also more professional 
components can significantly expand the range of education. 
Furthermore, the considered drive components are also 
applied in a wide range, from mobile robots, and robotic arms 
to unmanned aerial vehicles. By conducting a series of 
experiments and workshops, it has been shown that such a 
system can be easily integrated into existing institutions and 
schools that have a 3D printer or plan to purchase it. 
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Dynamic Context Awareness of Universal Middleware based for IoT SNMP Service Platform 
 

Hae-Jun Lee 
 

Abstract: This study focused on the Universal Middleware design for the IoT (Internet of Things) service gateway for the implementation module of the convergence platform. 
Recently, IoT service gateway including convergence platform could be supported on dynamic module system that is required mounting and recognized intelligent status with the 
remote network protocol. These awareness concepts support the dynamic environment of the cross-platform distributed computing technology is supported by these idea as a 
Universal Middleware for network substitution. Distribution system commonly used in recent embedded systems include CORBA (Common Object Request Broker Architecture), 
RMI (Remote Method Invocation), DCE (Distributed Computing Environment) for dynamic service interface, and suggested implementations of a device object context. However, 
the aforementioned technologies do not support each standardization of application services, communication protocols, and data, but are also limited in supporting inter-system 
scalability. In particular, in order to configure an IoT service module, the system can be simplified, and an independent service module can be configured as long as it can support 
the standardization of modules based on hardware and software components. This paper proposed a design method for Universal Middleware that, by providing IoT modules and 
service gateways with scalability for configuring operating system configuration, may be utilized as an alternative. This design could be a standardized interface provisioning way 
for hardware and software components as convergence services, and providing a framework for system construction. Universal Middleware Framework could be presented and 
dynamic environment standardization module of network protocols, various application service modules such as JINI (Apache River), UPnP (Universal Plug & Play), SLP (Service 
Location Protocol) bundles that provide communication facilities, and persistence data module. In this IoT gateway, management for based Universal Middleware framework 
support and available for each management operation, application service component could be cross-executed over SNMP (Simple Network Management Protocol) version 1, 
version 2, and version 3. The way of SNMP extension service modules are conducted cross-support each module and independent system meta-information that could be built 
life cycle management component through the MIB (Management Information Base) information unit analysis. Therefore, the MIB role of relation with the Dispatcher applied to 
support multiple concurrent SNMP messages by receiving incoming messages and managing the transfer of PDU (Protocol Data Unit) between the RFC 1906 network in this 
study. Results of the study revealed utilizing Universal Middleware that dynamic situations of context objects with mechanisms and tools to publish information could be consisted 
of IoT to standardize module interfaces to external service clients as a convergence between hardware and software platforms. 
 
Keywords: context awareness; dynamic java; dynamic network; IoT gateway; universal middleware 
 
 
1 INTRODUCTION 
 

The IoT industry's ongoing transition from service-
centered to deliverable network requires the use of auxiliary 
devices with interface for application integration, execution, 
and management. The complexity of these costs, 
decentralized and distributed computing systems presents 
significant import for external modules. Network protocols 
are increasingly requiring communication modules to offer 
context awareness systems that are dynamically, residential, 
remote interface way, service-oriented, decentralized, 
energy-efficient, and customized. The dynamic context 
awareness system with such network management properties 
must be capable of adjusting its behavior at run-time in 
response to its perception of its environment and its own state 
in the unit of effective adaptation. Looking at an emerging 
trend in network Forensic, internet, and network services 
grows in the IoT industry of infrastructure, more and more 
inefficient networks are exploited for temporary purposes. 
The dynamic context awareness of network forensics has 
provided researchers insufficient enforcement systems with 
such as dynamic service platform.  

Dynamic Context Awareness should be designed in 
service deliverable component architecture that is a 
distributed residential system from the local area network to 
the broadband network. In the dynamic network system of 
service awareness, considering distributed system that 
proposed an implementation model for dynamic run-time 
context object [1]. Universal Middleware models of CORBA 
(Common Object Request Broker Architecture), RMI 
(Remote Method Invocation), and DCE (Distributed 

Computing Environment), which are representative 
distributed computing technologies, are implemented by 
network infrastructure management conventionally based on 
interface modularization for standardized application service 
module [2]. 

While the benefits of convergence solutions have been 
partially acknowledged in prior research in relation to SAAS 
(software as a platform) computing system, and edge, more 
about context object awareness have also converged to 
another applicable service of an additional component by 
internal and external network environment [3]. IoT (Internet 
of Things) and network resources have been transferred to 
deliver from the service platform as a management protocol. 
However, not all the device interfaces initialized by such 
information have been tracking handled [4]. 

IoT research and standardization have been done for 
activities and technologies including UPnP (Universal Plug 
and Play) / DLNA (Digital Living Network Alliance), and 
PUCC (Peer-to-peer Universal Computing Consortium) that 
uses Universal Middleware. There has not been concern 
about networking in a distributed BCN, peer-to-peer/overlay 
networking management module to important things and 
add-on valued for a suitable platform for internal network 
among facility devices over heterogeneous service. Recently, 
peer-to-peer studies on the peer-to-peer metadata module, 
and a general middleware platform were researched and 
described [5]. These devices include desktop, home gateway, 
mobile phones, tablet computers, cloud servers, and others 
[5, 28, 29]. 

The implementable methods that support this model are 
representative of OSGi (Open Service Gateway initiative), 
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Android platform, and ASP.NET Core, and there is a 
difference in the method of constructing a cross-platform 
centered on the operating system [6]. The majority of cross-
platform support for the real-time operating systems can be 
easy to establish a correlative networks. Universal 
Middleware provides a service platform for integration way 
of the deployment of modules and services. This service 
module can be dynamically loaded and consume services 
applications that take advantage of the dynamic updating 
components without the required add-on process. The 
activation services make the application context object of 
network module available in the activation services.  

In particular, RMI provides a standard interface suitable 
for the convergence of IoT devices and reliability 
applications for remote diagnostic management between 
application services in context object classes supported by 
Java environments [7]. An application service module for the 
Facility Device was configured based on Universal 
Middleware for porting to the residential gateway [8]. 
Remote diagnostic and device application context specific 
situations were possible with some MIB (Management 
Information-Based) customization for SNMP. Explain the 
dynamic service model and MIB for SNMP customization 
scenarios that can be adopted. Commonly, The number of 
nodes that this platform can support or the capabilities of 
SNMP managers are frequently constrained, making it 
difficult to use advanced features for more complex networks 
with tens of thousands network nodes. This MIB database 
based on Universal Middleware design is a text MIB file that 
itemizes and describes all contexts on a particular device that 
can be queried or controlled using SNMP. Globally, each 
MIB item could be assigned an object identifier domain for 
SNMP. 

 

 
Figure 1 IoT SNMP service platform based on universal middleware 

 
Practically, Eclipse's Equinox framework could be 

supported deliverables through the bundle context object that 
deployed standardize modules for transfer network, 

application components, and various data schema as a 
provider-centered system design [9]. It is possible to 
construct a mesh-scenario service between the 
communication module and the data module for configuring 
such an IoT environment, which is effective in systems 
whether it is a dynamic situation for devices or a dynamic 
situation on a platform. 

Fig. 1 describe for IoT service platform depending on the 
device interface driver with standardized remote way 
diagnostics use case model. A common IoT application 
service model based on context bundles that depend on the 
framework of Universal Middleware. This diagnostic means 
to catch the SNMP Application Service model on UDP (User 
Datagram Protocol), IPX (Inter-network Packet Exchange), 
and other BCN (Broad Cast Network) areas. In addition, 
version 3 of the SNMP context also depends on the Security 
service context, as it offers enhanced security. As the SNMP 
context is used on another IoT-SNMP service platform, the 
Universal Middleware should be installed for the SNMP 
management process [10]. The above mentioned properties 
of the SNMP agent were recognized by this process. The 
generator is used dynamically for SNMP service 
implementations built upon this MIB.  

In order to configure a scenario-based IoT module that is 
dynamically configured, concurrency must be provided on 
the Universal Middleware platform [11]. Until now, there 
have been studies on models and terminal system modules 
for implementing SNMP-based network management 
functions, but there are limitations in applying them to 
different versions of the operating environment. In this paper, 
existing methods with these limitations support multiple 
distributed structures and support them in the form of 
deliverable bundles, so it is possible to configure a scenario 
between the internal and the external BCN network of the 
IPX [12]. By implementing dynamic content based on a life 
cycle linked with SNMP, service attributes of a terminal may 
be stored and analysed in real-time. Chapter 2 shows the 
design of a Universal Middleware platform with dynamic 
context, and Chapter 3 shows that MIB information 
containing service attributes is tested through virtualization 
consoles of multiple devices to implement the proposed 
method and exchange it normally in a distributed 
environment. 
 
2 DYNAMIC CONTEXT-AWARENESS OF UNIVERSAL 

MIDDLEWARE 
2.1 Universal Middleware Platform for Context-Awareness 

 
The name and modeling techniques for the contextual 

recognition procedure are configured differently for each 
application system. The structure of the contextual media 
constituting the system is generally composed of a modeling 
technique for the problem area and an inference technique 
suitable for the constructed model. In the existing situation 
recognition system, the basic configuration method consists 
of the development of middleware or intelligent situations, 
such as a module that interprets input information, a module 
that models the interpreted information and determines the 
situation, and a module that processes the defined situation 
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according to the application system. By applying Universal 
Middleware on a network basis suitable for IoT 
environments, this study designed existing internal services 
as a dynamic context module that can organically configure 
devices and service interfaces while maintaining 
independence from the infrastructure associated with the 
external network, BCN area. Therefore, even when the 
existing built system is maintained, the system burden is 
reduced for managers, and modules can be effectively added 
for users to dynamically use the service. [13] 

Universal Middleware could be provided a system model 
that extends to the external network interface with tracking 
and event handler. The scalability of the communication 
network module, application service module, and data 
module for each standard module is controlled by these 
external systems, which also offer convergence services for 
device interfaces. The system implementation specifications 
of this model were applied based on the Java-based Equinox 
framework supported by the Eclipse development 
environment [14]. 

An IoT device or the network administrator provides an 
interface to the management device through an SNMP agent. 
Fig. 2 shows that virtual information is shared by MIB, a 
database of performance statistics, and parameters directly 
related to the current operation of the device, including 
dynamic management object context. In addition, SNMP 
provides notify, command, and response, a mechanism by 
which administrators can communicate with agents, and 
consists of a dictionary store. IoT service-type information 
for an object context could be used based on MIB. These 
MIB resources get the information of device interface context 
object between SNMP Protocol Service and SNMP Agent. 

 

 
Figure 2 SNMP MIB information with service agent on universal middleware 

 
Dynamic modules of objects for dynamic context 

awareness in the framework provide a device vendor-
independent standards-based approach to Java Virtual 
Machine for CDC (Connected Device Configuration)-based 
applications and infrastructure [15]. Universal Middleware 
platform model communicates local area network and is 
distributed object system over the communication to provide 
a residential end-to-end architecture, and supports stable and 
evolving technical specifications for the open-source projects 
[16].  

IoT service-type information on the object may be used 
based on the MIB information. Various manufacturing 
devices can be supported for RFC 1212, RFC 1213, RFC 
1513, RFC 1757, and RFC 2021 remote monitoring as 
defined in the Internet RFC standard [17]. Thus, the private 
MIB for network components is available on the delivered 
context-object on the framework. The MIB resources can 
also be loaded and describes the entirety of all SNMP objects 
that are available in the network on context bundles, 
including addresses within this structure are set meta-data of 
the manufacturer [18]. It could be transferred to allow and 
distribution service consumers by the network manager, only 
the manufacturer number has to be registered. 

 
2.2 IoT Convergence Service for SNMP 

 
SNMP application of IoT service on the platform 

executes the commands issued by the agent that is to 
communicate messages and to store the MIB database. In this 
case, an SNMP service model designed according to the RFC 
2571 method was suggested to process message contents 
differently for each version. Firstly, IoT Convergence 
Service for SNMP Service should be exchanged with handle 
messages to the network domain [19]. Secondly, the 
clustering module's convergence method offers security 
services that authenticate and encrypt messages. Thirdly, 
from the module to the others controls the access to 
distributed object context.  

IoT SNMP Service declares separate convergence model 
for version 1 and version 2. Version 3 of SNMP implements 
that SNMP version 2 application bundles are designed 
according to RFC 2571. These platform models offer 
services that the network gateway's SNMP entity's 
convergence module is connected to [20].  
 

Table 1 Management object context of MIB ID tree structure 
Item Format Comment 

Format serviceNumber.identfierName.identfierName Unique 

Network 
Access 

Property 

iso.org.dod.internet.private, 
console.1001.mySNMP.myUID.aaa.bbb 

Last No. 
Service 
Instance 
Object 

Configuration 
Property 

Vector String 
<address>:<port>:<type>:where: Trap Listener 

SNMP port(Primary/Secondary) Platform Port 

Physical Name of SNMP Agent System 
Location 

Domain Node Full-Name Domain Name 

Contact Operator Name System 
Operator 

Access Version 1, 2 or other future Community 
Name 

 
The IoT service domain should be to have a private 

identity that unambiguously identifies the entity the platform 
is running on the real-time execution environment. The 
converged module of platform is constructed dispatch 
including message processing, security, and access 
management. Thus, Tab. 1 describes IoT convergence 
service for SNMP contains a MIB tree control system with 
items that could be building scenario based. MIB ID should 
be assigned to context for identifying the object of the 
following format in Tab. 1.  
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IoT MIB service format is used by network managers to 
access the properties of the device type that the service 
represents that hold properties. To access the properties of a 
particular service uses the notifications to inform the 
manager that a predefined event has occurred and the 
generation of the agent assigns time-stamp fields, object ID, 
and variable [21]. 
 
2.3 Evaluation of Building for Dynamic Context-Awareness 

 
Evaluation of Building for Dynamic Context Object is 

based on the installation and test environment of a framework 
that implements Equinox and commercial engine of 
Universal Middleware. Use the equation editor to show each 
equation. Thus, a Universal Middleware-based SNMP 
platform was established for application service bundles for 
dynamic context awareness experiments [22]. An application 
service bundling operation for object context applied to the 
module standard in the Equinox framework supported by the 
Eclipse 2021 IDE (Integrated Development Environment). 
For multiple supports of IoT service devices, a configuration 
management service bundle that supports SNMP version 1, 
version 2, and version 3 were configured on the platform 
[23]. 

 

 
Figure 3 SNMP application service of equinox framework JDK 1.5 

 
Fig. 3 shows the execution monitoring of IoT Service 

Platform Engine and SNMP services running on a Windows 
10 compatible with Equinox framework based on JDK 1.5 
JVM (Java Virtual Machine) as an active state [24]. 
Commonly, SNMP architecture supports a device service 
with a control module in each version of the architecture by 
adding DDS (Device Driver Subsystem) to the module for 
controlling different devices. Context-Aware SNMP apps 
send messages to the BCN network in XML (Extended 
Mark-up Language) format which removes the length 
restriction [25]. The first recognition experiment case is 
about an SNMP-based IoT convergence service. Fig. 4 shows 
the experiment and results of setting and changing MIB 
information after installation of SNMP version 2 and version 
3 in a multi-support environment on a service platform that 
applies Universal Middleware. 

Subsequently, Fig. 4 shows a process for setting and 
driving a service gateway according to the SNMP version on 
the console after driving for platform evaluation. This 
evaluation system is used for managing the SNMP MIB 

framework management network, and configuring service 
context through the object configuration service through 
SNMP. The role of the configuration module runs to all 
awareness of the context object mentioned above itself and 
should connect to the framework. Also, in order to run with 
the SNMP management service, there is a need to have 
connection information about SNMP [31]. In this application 
test, MIB information constructs a standard interface for 
lighting devices, an IoT service scenario, to confirm the 
applicability of multiple preferences for each version 2 of the 
application service. It is possible to set the authority for the 
person in charge of the operation, and domain name for 
reading, writing and notification [26]. 

 

 
Figure 4 Connecting and setting for process of SNMP 

 
Externally, security services could be extended in 

version 3 with Trap libraries to connect a multi-platform 
based on dynamic situations. SNMP agent uses trap 
notifications to inform the manager that a predefined event 
has occurred.  

The second experiment was Fig. 5 shows MIB 
information. A number of IoT modules configured on the 
framework have been configured, and the MIB information 
of the lighting device for the SNMP service and the 
configuration levels are configured differently according to 
versions 2 and 3.  

In addition, system Lister information, including access 
manager information, domain information, and port number, 
can be additionally set to dynamically expand the interface 
so that it can be easily configured when linking services 
between inside and outside the framework. 

Fig. 6 shows MIB for Dynamic Query Execution of 
Context Awareness. The condition of dynamic information 
located for each function of the device indicated by the MIB 
is changed, and status information can be checked in real-
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time through activity information. In addition, through an 
internet address and trap nodes information, it is possible to 
check the complex service status with notification functions 
including the failure status of the device. 

 

 
Figure 5 IoT SNMP multi-support of facility device interface 

 

 
Figure 6 Query execution of dynamic context awareness 

Fig. 7 shows one of result of property information about 
a device address with the object type. Supplementary, IP 
information, access information of the service, state, and 
additional system details may be confirmed. 
 

 
Figure 7 Result of property information network 

 

 
Figure 8 Query execution for dynamic recognition of situation 

 
Fig. 8 shows the dynamic situation recognition query 

execution experiments and results configured based on IoT 
service device for lighting devices control [27]. IoT 
application service in this platform standard SNMP MIB 
information configured that based on constructed by 
assuming various dynamic situation recognition scenarios. 
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This facility device configuration should be installed as 
a common interface modularization for integrated network 
management. An application context registers the SNMP 
context object. The manipulator in a manner so that the 
SNMP service agent is notified of its existence and refers to 
the Light Service and registers it as a node in the MIB. In this 
way, SNMP Manager should be sending commands to the 
device, which the Light device represents. The Light device 
implements SNMP Manipulator. This interface is 
instantiated by listener services which then calls the MIB 
service object. 

 
3 CONCLUSIONS 

 
The IoT convergence service gateway is continuously 

expanding that should be supported for implementation of 
IoT facility devices and interface environments. Integration 
of IoT systems should be unified into a service represented 
in a dynamic situation recognition system based on 
distributed objects. A context awareness object configured 
based on Universal Middleware is easy to handle internal and 
external situations of a terminal with a standard interface for 
a communication module, a data module, and an application 
service module. Previously, various studies on contextual 
computing have been conducted, but part of the dynamic 
service linkage method based on Universal Middleware has 
not been performed. Practically, it is challenging to 
standardize the integration of module information provided 
by previous versions and contemporary device interfaces, in 
addition to integrating several network services. In response, 
in this study, a scalable platform was constructed based on 
the part that can objectify common resources for each SNMP 
version through Universal Middleware and the method that 
can be configured in the form of a life cycle process. Due to 
the constraints of the construction environment, this study 
could not demonstrate the use of service configurations with 
UPnP, DLNA, etc., which are part of the expansion of 
external systems, but if it is expected that usability for 
commercial devices can be secured, it is easy to configure 
convergence services. 

According to the following, the standard interface of 
Universal Middleware could be handled with the event and 
tracking from context object through IoT service gateway. 
First, communication query, Second, data result, lastly, 
application service. First, like the lighting device shown in 
the standard communication module on the framework, it is 
possible to check SNMP configuration information at the 
same time as MIB information on the device's authority, 
dispatcher, engine, system, etc. Second, user tracking data 
may be used through Income information due to a query 
result on the framework. Third, it is possible to dynamically 
recognize situations between application service modules. 
Thus, by dynamically configuring these three standard 
service modules, you get the resources to configure the 
services for administrators and users as a simple and clear 
dashboard.  

A context awareness object configured based on 
Universal Middleware is easy to handle internal and external 
situations of a terminal with a standard interface for a 
communication module, a data module, and an application 
service module. In particular, MIB Data information for each 

version based on SNMP enables efficient management of 
devices that require future scalability from basic information 
such as device settings, service configuration, domain 
configuration, and operator. 

Through the evaluation of the system built based on the 
IoT SNMP platform design presented in this study, it was 
confirmed that instance objects that can be supported by 
dynamic system construction can be optimized and used as 
an enterprise-scale system. In this system, the SNMP agent 
service creates instances of the following assistant context 
objects. As the result, there are three kinds of context 
awareness classes. First, Device-Context properties maintain 
the property nodes of the facility device service in the 
configuration database. Second, Device-Base hosts all the 
nodes as fields that are inserted in the MIB tree. It provides 
methods for retrieval and modification of these fields. Third, 
Device-Trap, his is an SNMP trap, these reports changes in 
the value of the device nodes. Lastly, Device-Function such 
as turning on, off, and the other service functions. 

In conclusion, the MIB information of dispatcher 
supports the dynamic incoming of numerous concurrent 
SNMP messages and manages the transfer of PDU system. 
As a future research plan, there is a need to assign the IP 
address of facility devices, solving the problem of returning 
to residential device service. Actually, dynamic awareness of 
context objects with mechanisms and gateway to 
optimization to publish residential information could be 
consisting of IoT interfaces to external service clients.  

The configuration of dynamic modules that can be 
mounted on IoT service gateways discussed so far provides 
scalability to cover a wide range of service areas. In 
particular, it is expected that applying a platform designed 
based on Universal Middleware will contribute to the 
simplification of services suitable for the process of the IoT 
service. Optimization of dynamic service design is to grasp 
the propensity of service content, which was inherently 
complicated, rather than the expansion of network resources. 
It is necessary to use Universal Middleware to build 
situational recognition technology suitable for dynamic 
service design while maintaining hardware independence of 
network equipment, and it is expected to be applied as an 
example for the expansion of related research. 
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AI Machine Vision based Oven White Paper Color Classification and Label Position Real-time 
Monitoring System to Check Direction 

 
Hee-Chul Kim*, Youn-Saup Yoon, Yong-Mo Kim 

 
Abstract: We develop a vision system for batch inspection by oven white paper model color by manufacturing a machine vision system for the oven manufacturing 
automation process. In the vision system, white paper object detection (spring), color clustering, and histogram extraction are performed. In addition, for the automated 
process of home appliances, we intend to develop an automatic mold combination detection algorithm that inspects the label position and direction (angle/coordinate) using 
deep learning.  
 
Keywords: angle; color image processing; coordinate determination; machine vision; optimal operation; production management 
 
 
 
1 INTRODUCTION 
 

We support the process system of manufacturing 
companies to increase sales and promote employment 
through the successful technological advancement of 
companies. It is time to support the development of process 
automation systems in line with the 4th industrial revolution. 
It has secured significant technological accumulation and IoT 
solution development technology through government R&D 
projects of small and medium-sized enterprises that have 
created artificial intelligence convergence complexes. 
Appropriate government support is needed to overcome 
difficulties such as high risks in the subsequent 
commercialization stage and lack of self-commercialization 
capacity [1]. The driving force behind the machine vision 
market includes challenges that need to be addressed due to 
the lack of user awareness of the rapidly changing machine 
vision technology, such as growth accelerators, growth 
restraints, and market opportunities. Overcoming limitations 
in label position inspection and visual inspection of white 
paper color classification of products based on artificial 
intelligence. This is because it is important to increase the 
productivity by improving the reliability and speed of 
inspection. It is urgent to develop and commercialize low-
cost machine vision systems and automation software 
solutions suitable for small and medium-sized enterprises 
(SMEs), as it is required to avoid such qualitative judgments 
and establish quantitative judgment standards. In order to 
improve domestic manufacturing productivity and 
competitiveness, it is necessary to make smart production 
sites [2]. 

Technologies such as vision, AI, and robot control are 
essential fields that must be promoted along with the wave of 
the global 4th industrial revolution. The government is also 
focusing on key areas such as the Ministry of Industry’s 
smart factory supply project, smart industrial complex 
creation project, and the Ministry of SMEs and Startups’ 
DNA (Data, Network, AI) Korea construction project. 
Although these technologies are currently showing great 
results in global companies such as Dassault Systèmes and 

Siemens, they are mostly applied to large corporations. For 
small and medium-sized enterprises (SMEs) to apply, it is a 
field that has limited entry due to size and cost limitations. In 
addition, although manufacturing innovation that converges 
each independent unit technology is essential for smart 
factories, it is not easy to apply in small and medium-sized 
enterprises (SMEs), and although government-level support 
measures are being implemented. They are still insufficient 
products to be applied to the manufacturing process using AI 
are being introduced competitively by various companies, 
but it is difficult to compare and evaluate them as products 
for general consumers as it requires customization and 
grafting of know-how to suit the situation of the target 
company. Currently, technologies for controlling robots by 
grafting vision are being developed and introduced by many 
companies and research institutes under the category of 
digital twin. In Korea, there is an attempt to build a 
production line that incorporates this in the actual 
manufacturing process, but it is very difficult for small and 
medium-sized enterprises to apply this technology without 
government support as they are built mainly by large 
companies.  

By using AI-based object recognition algorithm, the 
position of the spring on the hinge is identified to increase the 
accuracy of product identification. Based on the histogram of 
the image obtained when identifying the corner, the reference 
value for judging the product was selected as the learned 
result. Smart factory-related technologies, such as product 
shape recognition, discrimination using AI, and robot control 
technology through simulation, are applied to actual 
processes and a system that can contribute to productivity 
improvement has been established.  

This paper is the development of a real-time monitoring 
system that inspects artificial intelligence based home 
appliances.  

In Chapter 2, the vision inspection system design and 
Chapter 3 develops a machine vision system for the 
automated process of home appliances, In Chapter 4, an 
automatic mold defect detection algorithm using deep 
learning was developed [3, 4, 17]. 
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2 RELATED WORKS 
2.1 Real-Time Monitoring Platform Design 
 

We designed the infrastructure to configure the hardware 
of the real-time quality control monitoring system for home 
appliances based on AI machine vision. As shown in Fig. 1, 
design H/W for optical and real-time Auto-Focus inspection 
processing that inspects product appearance. We are going to 
implement an inspection image processing system for 
development and segmentation of product injection mold 
appearance and image processing [5]. 

 

 
Figure 1 System logic 

 
AI-based vision inspection algorithms learn and analyze 

images. We develop solutions to improve process efficiency 
and inspection accuracy by detecting difficult- to-detect 
defects, fast speed, and low errors. Design an integrated big 
data management platform architecture such as data 
collection, storage, exchange, and security for AI-based 
analysis by building a database for developing AI models for 
bad prediction [6]. Decision tree, random forest, naive Bayes, 
SVM, gradient boosting, etc. are used to utilize classification 
algorithm in the development of data set quality inspection 
module for AI-based automatic reading of quality 
information. PCA principal component analysis uses AI-
based quality prediction modeling using quality inspection 
data and collected data [7, 8]. Defect occurrence prediction 
and predictive modeling results are linked in designing the 
monitoring system [9, 10]. Labeling is performed on various 
types of defects leaked from here. 
 
2.2  Design of Vision Inspection System to Acquire 

Appearance Information  
 

In Fig. 2, it is implemented as an integrated structure that 
can inspect both appearance inspection and Cabi curvature at 
the same time by designing and implementing the exterior 
vision inspection system infrastructure [11, 12, 18]. 

The inspection object is classified through the result of 
comparing/ analyzing/ processing images taken according to 
the vision inspection algorithm. As for the inspection object, 
we develop an injection mold exterior vision device that 

judges the status of good or defective products (scratches, 
dents, foreign substances detection, etc.) within 1 minute [13, 
14, 19]. Optical and real-time Auto-Focus processing H/W 
technology is applied as shown in Fig. 3 to obtain results 
obtained by comparing, analyzing, and processing images 
taken according to the vision inspection algorithm. This is to 
develop an injection mold exterior vision equipment that 
judges the condition of the inspection object as good or 
defective (scratches, dents, foreign substances detection, 
etc.) within 1 minute. Here, the optical and real-time Auto-
Focus inspection processing H/W design that inspects the 
curvature of home appliances is reflected. 

 

 
Figure 2 Facade Vision Inspection System Design 

 

 
Figure 3 Optical and real-time Auto-Focus processing H/W technology 

 
In Fig. 4, the defect calculation and judgment result are 

output using the blob area of the binarized image by 
removing the afterimage by adjusting the contrast from the 
image acquired by the scratch S/W algorithm. 

 

 
Figure 4 Scratch S/W technology 

 
In Fig. 5, the afterimage is removed by adjusting the 

contrast from the image acquired by the foreign substance or 
sunspot S/W algorithm. By calculating the binarized image 
on the removed image, the binarized blob area is obtained, 
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and foreign substances are detected in the image with 
gradation, and the found foreign substances are displayed in 
real time [15]. 

 

 
Figure 5 Scratch S/W technology 

 
In Fig. 6, the standard deviation S/W algorithm 

calculates the standard deviation of the averages within the 
inspection area to set the range for non-defective products. 
Here, an area having an average value out of the range is 
judged as defective and displayed [16].  

 

 
Figure 6 Standard deviation S/W technology 

 
3 RESEARCH METHODS AND CONTENTS  
3.1 Machine Vision Systems for Oven Manufacturing 

Automation Processes 
 

Fig. 7 is a color classification system for classifying 
white paper models for oven doors. Oven doors are heavier 
than doors of general home appliances due to heat resistance 
and the like, and an internal spring is used to support them. 
The color and size of the white paper spring used for each 
model in the automated process are different.  

After acquiring the image of the spring part using the 
machine vision system, we plan to identify the model by 
classifying the size and color of the spring. This is to detect 
the spring size of white paper by applying an object detection 
algorithm.  

 

 
Figure 7 White paper for oven door  

 
3.2 Vision Alignment System for Product Labeling   
 

Object detection (spring) is to extract only the spring part 
from white paper by applying the image object detection 
algorithm. Color clustering removes distorted information 

caused by light reflections and the like through color 
clustering. Here, histogram extraction is to extract the main 
color range by obtaining an RGB-related histogram based on 
the clustered image. By combining these two algorithms, the 
color detection algorithms are listed in Fig. 8 to identify the 
whiteness of the product being worked on and to check 
whether the product is currently being put into assembly.  

 

 
Figure 8 Color detection algorithm 

 
3.3 Edge S/W Algorithm 
 

In Fig. 9, FOV and Fixel values of the inspection 
effective part are given as an image processing S/W 
technology for image segmentation and image processing in 
the development of the interlocking system.  The operating 
PC is designed to be able to respond immediately when 
abnormal conditions such as distributed processing speed and 
line scan inspection speed occur. 

 

 
Figure 9 Image Processing Inspection image processing S/W technology 
 
Fig. 10 shows the Edge S/W algorithm, and it is an image 

to which Sub Pixel is applied. In the primary differential 
method, the number of pixels in the original image is 5, and 
the edge is detected by the differential method in the enlarged 
image using sub pixels. 

 

 
Figure 10 Edge S/W Algorithm 
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3.4 Big Data Management Platform Architecture 
 

Design an integrated big data management platform 
architecture such as data collection, storage, exchange, and 
security for AI-based analysis. It is to analyze and store a 
large amount of structured and unstructured data generated 
in the manufacturing process in real time and provide it to 
users. Design and use a big data management platform as 
shown in Fig. 11 [11, 12]. 
 

 
Figure 11 Big Data Management Platform Architecture 

 
4 EXPERIMENTAL RESULTS  
4.1  Development of Automatic Mold Defect Detection 

Algorithm Using Deep Learning  
 

In order to predict product defects from the data acquired 
in the inspection process for vision inspection, the most 
suitable predictive model is implemented for the training data. 
The learning data is targeted for 24-hour cumulative data of 
the day when the defect occurred. It is estimated by using the 
decision tree model under which conditions a defect occurs, 
and the composition of the variables is shown in Tab. 1 below.  

 
Table 1 Composition of variables 

Variables Description 
Date data generation time 
Model No Model Number 
Statics color, material, propose 

Defect factor Defective quantity 
Defect factor  

 

 
Figure 12 Automatic Mold Defect Detection Algorithm Using Deep Learning 

 
In developing the methodology for deriving optimal 

control variables, log data generated from the process model 
is acquired through a vision sensor. The data manager pre-
processed the data, and it was used as a model to suggest 
improved process variables based on empirical data and 
knowledge. For the process variable control model, an 

ensemble classification model that derives the optimal 
process variable region (process window) through voting of 
four classification models was applied. The optimal process 
variable region defines the margin border of the variable 
where defects occur. We use a regional ensemble 
classification model that combines optimal process variables 
that do not cause defects. First, if a defective product image 
is input, additional training data is generated as needed to 
label each defect type. A deep learning model with optimal 
conditions is created through the learning steps according to 
the selected mode and requirements. When the final model is 
created, the inspection image of the mass-produced product 
on the actual production line is input to determine whether it 
is a good product or a defective product. As shown in Fig. 12, 
the related information is an automatic mold defect detection 
algorithm using deep learning.  
 
4.2  Edge Acquisition Algorithm 
4.2.1 Hinge Recognition Unit  
 

Fig. 13 shows the different types of oven hinges used. 
An algorithm was developed to classify the spring part of the 
equipment based on the size and color. After recognizing the 
spring using the object recognition algorithm, the length is 
measured. In addition, by analyzing the color distribution 
through the histogram, the oven hinge of the selected model 
is distinguished.  

 

 
Figure 13 Oven hinges 

 
4.2.2 Corner Recognition Unit 

 
Fig. 14 is the result of recognizing the corners of the oven. 

After recognizing the corners of the top and sides of the oven, 
the exact location is derived on the image based on this. A 
black and white camera is used to acquire the image of the 
product, and the top and side are distinguished based on the 
black and white histogram. Based on the recognized line, two 
intersections are recognized as edges. Recognized edges 
calculate the exact product edge location based on the actual 
distance per pixel. Based on the value of the actual distance 
obtained in this way, a barcode label is later attached using a 
robot.  

For edge recognition, the above figure and algorithm are 
implemented on the Region of Interest, the outline of the top 
and side of the product is recognized. The intersection point 
is calculated on the image, and the actual distance is 
calculated based on the calculated distance value per pixel by 
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performing calibration. Based on this actual distance, it is 
possible to attach a barcode at a desired location on the 
product in the real coordinate system.  
 

 
Figure 14 Edge recognition result 

 
 
4.3  AI Exterior Vision Monitoring System Establishment   
 

When a model that satisfies all the requirements for 
inspection is created through learning, a system for 
monitoring the quality of the exterior in real time at the actual 
manufacturing site is built. It provides name node and data 
node system information through a dashboard-type 
monitoring environment. In Fig. 15, the number of 
Map·Reduce jobs and program success/failure information 
are provided, and system progress monitoring and log events 
are tracked.  
 

 
Figure 15 Application of AI injection mold exterior vision monitoring system 

 
4.4  Color Classification and Label Attachment Position 

Alignment System  
 

Fig. 16 is an oven hinge color classification and label 
attachment position alignment system applied with machine 
vision technology. Using two machine vision systems, images 
of hinges and edges for ovens are acquired, and image 
processing is used to recognize hinge models and edges for 
labeling. The oven hinge color classification and label 
attachment position alignment system to which this machine 
vision technology is applied is a system for deriving 
performance test results. 

 

 
Figure 16   Oven hinge color classification and label attachment position alignment 

system 
 
4.5  Hinge Model Grasp Speed 
 

After preparing 5 different hinges according to the test 
conditions and methods, one or more hinges are put into the 
equipment. In addition, after acquiring the external image of 
the input hinge through the machine vision system, the object 
recognition algorithm measures the time to recognize the 
currently selected model among the input hinges. The criterion 
for decision was within 400 ms, and a result value of 282 ms 
was obtained as a vision response time. Detailed test results are 
shown in Tab. 2.  
 

Table 2 Detailed test results 
Exam conditions Number Vision response time (ms) 

Hinge recognition speed 
1 time 279 

Episode 2 285 
average 282 

 
5 CONCLUSION 
 

In this study, the final inspection of the manufactured 
product is carried out to improve the manufacturing process. 
By significantly lowering inspection time and cost, 
productivity and management convenience of the process 
line have been increased. By securing the base technology, a 
technological foundation was prepared that could 
dramatically lower the production cost of products, which 
had previously been a problem. This created the effect of 
further enhancing the degree of completion of 
commercialization.  

These research results have improved quality and 
reliability, increasing quality satisfaction due to the 
introduction of a one-stop quality inspection system from the 
manufacturing stage to completion. The speed, stability, and 
accumulation of inspection results have made it possible to 
realize smart factories through big data in production and 
manufacturing processes. Through real-time process status 
monitoring, changes in the process capability index are 
immediately detected, and the process utilization rate is 
improved by shortening the processing time of abnormal 
factors such as registration, notification, and processing in 
case of abnormalities. Therefore, it has a relatively shortened 
inspection time and cost reduction effect and it is possible to 
conduct automatic discrimination inspection linked to the 
established product-specific database for future product line 
additions.   
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Based on the improvement of the quality of the products 
produced by the manufacturing company, it can be of great 
help to the growth of the company based on the increase in 
corporate reliability. In the inspection of parts such as 
automobile bearings, where safety is important, human error 
(human error) of the visual inspector was minimized and 
expectations were raised for improved accuracy in various 
inspection fields. In addition, healthcare, mail sorting, 
intelligent transportation system (ITS), intelligent security 
CCTV, autonomous vehicles, etc. It is expected that machine 
vision technology will be widely used in a wide range of 
fields, and eventually almost all inspections that can be done 
with the eyes can be replaced with machine vision. 

In addition, through multidimensional analysis of 
process data, quality problems were detected in advance to 
increase production efficiency by improving the defect rate. 
By acquiring and analyzing mold data and defect data in real 
time, the optimal combination of process variables that do not 
cause defects was derived. In addition, the flexibility of 
inspection work for process variable recombination is 
improved and costs are reduced.  
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A Study on the Effect of Quality Factors of Smartphone 5G Technology on the Reliability of 
Information and Communication Policy 

 
Chil-Yuob Choo 

 
Abstract: This paper analyzes the effect of the characteristics of 5G services on users' continuous intention to use, focusing on the technology acceptance model. With the start 
of the fourth industrial revolution in the 21st century, 5G is the best technology used in the Internet of Things, high-speed information and communication, artificial intelligence, big 
data, autonomous vehicles, virtual reality, augmented reality, robots, nanotechnology, and blockchain. The technical characteristics of 5G ultra-high-speed information 
communication are represented by ultra-high speed, ultra-high capacity, ultra-low delay, and ultra-high connectivity. 5G mobile communication technology is essential, and after 
the technology provided by 5G services is commercialized, it can play all its roles as a practical core new growth engine. 5G mobile communication (hereinafter referred to as 5G) 
is far superior to LTE, which is a 4G mobile communication, in terms of transmission speed, waiting time, and terminal capacity. 5G service is not just an axis of the process of 
developing mobile communication technology, but also the creation of innovative corporate value of technology. This is because higher network quality and innovation with 5G 
service technology will improve perceived usability, perceived ease of use, and perceived entertainment, which will ultimately have a positive impact on users' intention to use 5G 
services. Therefore, due to the lack of investment in information and communication bases, platforms, and applications, this paper can be used as the basis for establishing 
government policies. 
 
Keywords: 5G; AI; big-data; ICT; IOT; smart phone quality 
 
 
1 INTRODUCTION 
 

This study examines the service quality factors of 5G 
smartphones, one of the 4th revolution projects that have 
recently become an issue, closely analyzes the effects of 
these quality factors on user satisfaction from the perspective 
of the technology acceptance expansion model, and identifies 
how user satisfaction affects government policy. 

The effect of 5G service quality factors on perceived 
usability, perceived ease of use, and user satisfaction based 
on the technology acceptance model, and how this use 
satisfaction affects the trust of government policies are 
constructed by the technology acceptance research expansion 
model. 

Modern information society is the 4th revolutionary 
industry, and hope for information transmission and 
utilization of economic value and future is growing as 
information transmission is rapidly transmitted anywhere 
and anywhere through high-speed, hyper-connected, and big 
data. In Korea, the world's first ceremony to declare the use 
of 5G was held in 2019, and the vision for the fourth 
revolutionary industry is gradually being promoted day by 
day. By early 2020, it is predicted that the era of 100 years of 
Smart Convergence Hundred, in which the era of 5G smart 
information that can lead the world, becomes common. By 
2020, the government has designated 10 industries such as 
5G smartphones, robots, and drones as 5G+ (plus) strategic 
industries, and the Ministry of Science and ICT has selected 
5 service projects and 10 industries as strategic industries. 
This study should study the government's credibility in 
infrastructure and platform for high-speed information 
delivery industry, and establish support and supplement 
system for Korea to become a leader in global 4th 
revolutionary industry and improve people's lives and 
quality. 

As the scope of the information system, such as the 
establishment of a customer relationship management 
(CRM) system for customer-centered management, 
gradually expands and various complexity increases, 
information data quality becomes the most important factor. 
Therefore, this study focuses on the information quality, 
service quality, and system quality of public data for the 4th 
revolution project, and reveals the relationship between the 
government's reliability and policy trust. 
 
2 RELATED WORKS 
2.1 Theoretical Background 

 
The technology acceptance expansion model was 

introduced by Davis [1] by modifying Davis presented a 
technology acceptance expansion model as a basis using the 
variables perceived usefulness and perceived convenience as 
the main related variables of computer acceptance behavior. 
The perceived usefulness and perceived convenience 
variables can be said to be the core of the technology 
acceptance expansion model (TAM). Analyzing the 
definitions of these two variables, perceived usefulness refers 
to the difference in the degree to which individuals believe 
that working with a particular information system can 
improve work performance, and perceived convenience 
refers to the degree to which they believe working with it will 
be a little less [1]. The technology acceptance the rational 
behavior theory, and the purpose of the introduction was to 
model the user acceptance of the information system. The 
technology acceptance expansion model provides a sufficient 
explanation of the determinants of computer acceptance and 
is characterized by a wide range of end-user computing 
technologies and comprehensive enough to explain user 
behavior across the user population. The core purpose of the 
technology acceptance expansion model is a technology that 
provides a basis for tracking the integrated impact of external 
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factors on inner beliefs, attitudes, and intentions. In order to 
achieve these goals, the technology acceptance expansion 
model fully identified a small number of basic variables 
presented by continuous previous studies dealing with the 
determinants of computer acceptance and used rational 
behavior theory as a theoretical background to model them 
based on their theoretical relevance expansion model 
proposed by Davis [2] is shown. 
 
2.2 Exploration of the Previous Research Model 
 

In the field of information systems such as [5], models 
for expanding technology acceptance are being expanded and 
applied in various forms. As external variables suitable for 
mobile media, information system quality, social impact, 
self-efficacy, driving conditions, and trust were presented, 
and the causal relationship with mobile banking was verified 
from the overall perspective of TAM, trust, and influence 
variables. In addition, in a study on the success factors of the 
mobile video UCC service, the promotion of personal 
characteristics, system characteristics, and content 
characterization was expanded by expanding mobile content 
characteristics to analyze users' learning about e-learning. 
Empirical analysis of non-users and users of smartphone 
applications in the technology acceptance expansion model 
shows that they are willing to use the application in terms of 
perceived enjoyment and usefulness, such as repeated 
verification of the technology acceptance expansion model 
and adding external or belief variables. Although there are 
various studies on the extended technology acceptance 
model, website information quality has a significant effect on 
perceived pleasure, perceived usefulness, perceived ease of 
use, especially accuracy, clarity, sufficiency, and reliability 
among website information quality characteristics. The trend 
of research on the recently expanded technology acceptance 
expansion model is to supplement the explanatory power of 
information technology delivery technology by integrating 
the core variables, perceived ease, and perceived usefulness 
of the technology acceptance expansion model [6]. In order 
to explore previous studies related to 5G information 
technology, which is the main focus of this study, the study 
on the extended technology acceptance model centered on 
the Internet and mobile was examined. And Kim Soo-Hyun 
[7] expanded the effect of IPTV service on adoption 
intention. 
 
2.3 Rational Theory of Behavior (TRA) 

 
The theory of reasoned action (TRA) model is an 

extended model widely studied in social psychology, in 
which individual behavior is determined by behavioral 
intention, and behavioral intention is determined by 
individual attitude and subjective norm [3]. Behavioral 
intention is estimated to contain motivational factors that 
affect actual behavior. Attitude to behavior refers to 
expectations related to behavioral evaluation, and evaluation 
refers to evaluations related to desirable performance 
achievement, which are expressed as beliefs along with 
subjective norms. In addition, subjective norms are defined 

as perceived social pressures associated with performing 
actions. Normative beliefs also refer to beliefs related to 
meaningful behavioral expectations. Motivation for consent 
means motivation for pursuing consent of the subject of 
reference. However, there is a limitation that this expansion 
model has no choice but to apply only to actions within the 
scope of voluntary control. There must be a problem when 
applying information to areas such as the use of involuntary 
information technology that require the skill to access and 
utilize computer systems [4]. 
 
2.4 Planned Behavior Theory (TPB) 

 
The theory of planned behavior (TPB) model is an 

extended theoretical model that adds the concept of a user's 
perceived behavioral control to the rational behavioral theory 
(TRA) model. This is a theoretical model for dealing with the 
behavior of people with incomplete voluntary control, and its 
scope of application is wider than the rational behavioral 
theory model. Perceived behavioral control can be seen as 
related to people's perception of the degree of ease (excessive 
resources, opportunities, proficiency, etc.) in performing 
actions. In other words, it is based on the assumption that the 
performance of behavior depends on both ability (behavior 
control) and motivation (behavior intention). Control beliefs 
can be said to be the degree to which an individual can 
control the resources, opportunities, and proficiency to 
perform an action. Perceived facilitation is a concept related 
to whether or not to promote control beliefs to prevent or 
promote action. However, empirical analysis of this series of 
mutual causality and interdependence between preceding 
variables is still insufficient [4]. 
 
3 RESEARCH AND DESIGN 

 
Based on previous studies on the expanded technology 

acceptance model, a research model was established as 
shown in Fig. 1. Since the commercialization of smartphones 
using 5G information technology is not satisfactory yet, the 
results derived when applying 5G information technology to 
the smartphone quality sector based on existing data quality 
factors will be very significant. 
 

 
Figure 1 Conceptual new model diagram of the study 

 
Information quality, service quality, and system quality 

were set based on the research of Lee Seong-Taek [8] as 
smartphone quality factors to which 5G information 
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technology was applied. To see how these factors finally 
affect government policy trust related to 5G information 
technology, perceived usefulness and perceived ease were 
introduced as parameters, and information utilization 
satisfaction was selected as parameters in the relationship 
between perceived usefulness and perceived ease of 
government policy trust. 

For the design of this study, a survey was conducted on 
310 people. As a result, there were 157 men (50.6%) and 153 
women (49.4%), and 78 people (25.2%) in their 20s, 76 
(24.5%) in their 30s, 76 (24.5%) in their 40s, and 80 (25.8%) 
in their 50s. There were 37 (11.9%) graduates from high 
school or below, 230 (74.2%) graduates from junior college 
or university, 43 (13.9%) graduates from graduate school or 
above, 6 (1.9%) public servants, 39 (12.6%) professionals, 
161 (51.9%) office workers, 45 (14.5%) students, and 59 
others (19.0%). There were 238 people (76.8%) in "yes" and 
72 people (23.2%) in "no", and 92 people (29.7%) in "yes" 
and 218 (70.3%) in "no" in terms of 5G technology usage 
experience. The advantages of applying 5G technology to 
government public services were 78 (25.2%), 71 (22.9%) for 
disaster response and public safety services, 123 (39.7%) for 
big data-based intelligent services, 37 (11.9%) for VR and 
AR services, and 1 (0.3%). 

As mentioned above, Jeong Man-Soo [9] while studying 
the intention to use 5G mobile communication services 
applied Amos 21 Structural Equation Modeling [10]. We 
constructed a new model by referring to a research model 
based on an extended technology acceptance model. It 
verifies the effect of belief variables on intention to use based 
on the research model. 

Exploratory factor analysis was conducted to verify the 
validity of the measurement tool used in this study. Among 
the factor analysis methods, principal component analysis 
was used to minimize information loss while extracting 
factors explaining as much of the variance of the original 
variables as possible, and Varimax rotation was used to rotate 
the factor until the factor structure was most obvious.  

As for the smartphone quality factors to which 5G 
technology is applied, one item (information quality number 
4) that hinders validity was excluded, and the factor analysis 
was finally conducted with 11 items. As a result of the 
analysis, the KMO measure is. It was found to be 910, and 
Bartlett's sphericity test results were also significant (p < 
0.001), the factor analysis model was judged to be suitable. 

Factor classification was classified as a factor when 
factor loading exceeded 0.50, and smartphone quality factors 
applied with 5G technology were classified into three factors, 
and the three factors showed 64.743% factor explanatory 
power. The first factor was composed of three items, 
'information quality', the second factor was four items, and 
the third factor was four items, 'system quality'. 

In addition, the Cronbach's α coefficient was 0.783, the 
service quality was 0.785, and the system quality was 0.779. 
As a result, since all measurement tools showed a reliability 
index of 0.70 or higher, the reliability of the measurement 
tools was judged to be good. 

The perceived usefulness and perceived ease of use were 
excluded from two items that hinder validity (recognized 

ease of use No. 1 and No. 2) and finally, a factor analysis was 
conducted with 12 items. As a result of the analysis, the KMO 
measure is. It was found to be 899, and Bartlett's sphericity 
test results were also significant (p < 0.001), the factor 
analysis model was judged to be suitable. 
 

Table 1 Results of factor analysis of smartphone quality factors using 5G 
technology 

Category Main Cause 
1 2 3 

Information Quality 2 0.767 0.208 0.244 
Information Quality 1 0.757 0.327 0.206 
Information Quality 3 0.729 0.210 0.220 
Service Quality 3 0.109 0.814 0.129 
Service Quality 4 0.189 0.756 0.119 
Service Quality 2 0.372 0.659 0.207 
Service Quality 1 0.442 0.575 0.246 
System Quality 1 0.128 0.080 0.796 
System Quality 3 0.150 0.351 0.740 
System Quality 2 0.474 0.061 0.663 
System Quality 4 0.396 0.233 0.584 
An Eigenvalue (Eigen value) 2.495 2.380 2.247 
Co-Dispersion (%) 22.678 21.639 20.426 
Cumulation Variance (%) 22.678 44.317 64.743 

Cronbach’s α 0.783 0.785 0.779 
KMO = 0.910  Bartlett χ2 = 1333.793 (p < 0.001) 

 
Factor classification was classified as a factor when 

factor loading exceeded 0.50, perceived usefulness and 
perceived ease of use were classified as two factors, and the 
two factors showed 58.173% factor explanatory power. The 
first factor consisted of seven items, 'cognitive ease', and the 
second factor consisted of five items, 'cognitive usefulness'. 

In addition, the perceived usefulness of the Cronbach's α 
coefficient was 0.789, and the perceived ease was 0.878. As 
a result, since all measurement tools showed a reliability 
index of 0.70 or higher, the reliability of the measurement 
tools was judged to be good. 

Information utilization satisfaction and policy trust were 
analyzed in nine items. As a result of the analysis, the KMO 
measure was 0.821, and Bartlett's sphericity verification 
result was also significant (p < 0.001), the factor analysis 
model was judged to be suitable. 

The factor classification was classified as a factor when 
the factor loading exceeded 0.50, and information utilization 
satisfaction and policy trust were classified into two factors, 
and the two factors showed a factor explanatory power of 
58.572. The first factor was composed of four items, 'policy 
trust', and the second factor was five items, 'information 
utilization satisfaction'. 

In addition, the Cronbach's α coefficient was 0.756 for 
satisfaction with information use and 0.827. As a result, since 
all measurement tools showed a reliability index of 0.70 or 
higher, the reliability of the measurement tools was judged to 
be good. 

The statistical analysis method conducted for this study 
is summarized as follows. First, frequency analysis was 
conducted to understand the demographic characteristics of 
the study subject.  

Second, an exploratory factor analysis was conducted to 
analyze the validity of the measurement tool, and the 
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reliability of the items constituting the factor was analyzed 
using the Cronbach's alpha coefficient.  

Third, descriptive statistical analysis was conducted to 
understand the level of major variables, and skewness and 
kurtosis were calculated to determine whether the normality 
assumption was satisfied. Fourth, Pearson's correlation 
analysis was conducted to understand the correlation 
between major variables. Fifth, an independent sample t-test 
and one-way variance analysis were conducted to verify the 
difference between major variables according to the 
demographic characteristics of the study subject. Sixth, 
structural equation modeling was analyzed to verify the 
research model. Seventh, bootstrap analysis was conducted 
using phantom variables to verify the indirect effect between 
variables. IBM SPSS 22.0 and AMOS 22.0 were used for 
statistical analysis, and statistical significance was 
determined based on the significance level of  5%. 
 
4 RESEARCH RESULTS 
4.1 Feasibility and Reliability Analysis of Measurement Tools 

 
Smartphone quality factors using 5G technology 

Exploratory factor analysis was conducted to verify the 
validity of the measurement tool used in this study. Principle 
component analysis was used to minimize information loss 
while extracting factors that explain as much of the variance 
of the original variables as possible, and Varimax rotation 
was used to rotate factors until the factor structure was most 
pronounced while maintaining factor independence. 

As for the smartphone quality factor to which 5G 
technology was applied, one item (information quality No. 4) 
that hinders validity was excluded, and factor analysis was 
finally conducted with 11 items. As a result of the analysis, 
the KMO measurement is. It was shown as 910, and Bartlett's 
sphericity verification results were also significant (p < 
0.001), the factor analysis model was judged to be suitable. 

Factor classification was classified as a corresponding 
factor if the factor loading exceeds .50, and smartphone 
quality factors using 5G technology were classified into three 
factors, and the three factors showed 64.743%. The first 
factor consisted of 'information quality' with three items, the 
second factor consisted of 'service quality' with four items, 
and the third factor consisted of 'system quality' with four 
items. 

In addition, the Cronbach's coefficient was 0.783 for 
information quality, 0.785 for service quality, and 0.779 for 
system quality. As a result, the reliability of the measurement 
tool was judged to be good because all measurement tools 
showed a reliability index of 0.70 or more. 
 
4.2 Perceived Usefulness and Perceived Ease 
 

For perceived usefulness and perceived ease, factor 
analysis was finally conducted with 12 items, excluding two 
items (recognized ease No. 1 and No. 2) that hinder validity. 
As a result of the analysis, the KMO measurement is. It was 
899, and Bartlett's sphericity verification results were also 
significant (p < 0.001), the factor analysis model was judged 
to be suitable. 

The factor classification was classified as a 
corresponding factor if the factor loading exceeded 0.50, and 
perceived usefulness and perceived ease were classified into 
two factors, and the two factors showed 58.173% factor 
explanatory power. The first factor was composed of 7 items, 
'perceived ease', and the second factor was composed of 5 
items, 'perceived usefulness'. 

In addition, the perceived usefulness of Cronbach's 
coefficient was 0.789, and the perceived ease was 0.878. As 
a result, the reliability of the measurement tool was judged to 
be good because all measurement tools showed a reliability 
index of 0.70 or more. 

 
Table 2 Results of factor analysis of perceived usefulness and perceived ease of 

use 

Category Main Cause 
1 3 

Perceived Ease 9 0.866 0.075 
Perceived Ease 8 0.816 0.205 
Perceived Ease 7 0.719 0.328 
Perceived Ease 3 0.703 0.067 
Perceived Ease 5 0.652 0.346 
Perceived Ease 6 0.642 0.399 
Perceived Ease 4 0.558 0.423 
Perceived Usefulness 2 0.028 0.805 
Perceived Usefulness 4 0.217 0.786 
Perceived Usefulness 1 0.204 0.770 
Perceived Usefulness 3 0.286 0.577 
Perceived Usefulness 5 0.383 0.528 
An Eigenvalue (Eigen value) 3.894 3.087 
Co-Dispersion (%) 32.451 25.722 
Cumulation Variance (%) 32.451 58.173 
Cronbach’s α .878 .789 

KMO = 0.899   Bartlett χ2 = 1663.229 (p < 0.001) 
 
4.3 Satisfaction with Information Utilization and Policy Trust 
 

Factor analysis was conducted with nine items for 
information utilization satisfaction and policy trust. As a 
result of the analysis, the KMO measure was 0.821, and 
Bartlett's sphericity verification result was also significant (p 
< 0.001), the factor analysis model was judged to be suitable. 

 
Table 3 Results of factors analysis of satisfaction with information utilization and 

policy trust 

Category Main Cause 
1 2 

Policy Trust 1 0.816 0.065 
Policy Trust 2 0.804 0.146 
Policy Trust 4 0.786 0.175 
Policy Trust 3 0.770 0.195 
Satisfaction With Information Utilization 2 0.082 0.784 
Satisfaction With Information Utilization 3 0.069 0.746 
Satisfaction With Information Utilization 1 0.233 0.689 
Satisfaction With Information Utilization 4 0.379 0.618 
Satisfaction With Information Utilization 5 0.215 0.610 
An Eigenvalue (Eigen value) 2.778 2.494 
Co-Dispersion (%) 30.866 27.707 
Cumulation Variance (%) 30.866 58.572 
Cronbach’s α 0.827 0.756 

KMO = 0.821   Bartlett χ2 = 881.234 (p < 0.001) 
 

Factor classification was classified as a corresponding 
factor when the factor loading exceeded 0.50, and 
information utilization satisfaction and policy trust were 
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classified into two factors, and the two factors showed 
58.572% of factor explanatory power. The first factor 
consisted of 'policy trust' with 4 items, and the second factor 
consisted of 'information utilization satisfaction' with 5 
items. 

In addition, the Cronbach's coefficient was 0.756 for 
satisfaction with information use and 0.827 for policy trust. 
As a result, the reliability of the measurement tool was 
judged to be good because all measurement tools showed a 
reliability index of 0.70 or more. 
 
4.4 Correlation 

 
Pearson's correlation analysis was conducted to 

understand the correlation between major variables. 
Perceived usefulness is information quality (r = 0.609, p 

< 0.001), quality of service (r = 0.663, p < 0.001), system 
quality (r = 0.582, p < 0.001),There was a statistically 
significant positive (+) correlation with 0.001), and the 
perceived ease was information quality (r = 0.398, p < 0.001), 

quality of service (r = 0.616, p < 0.001), system quality (r = 
0.403, p < 0.001)There was a statistically significant positive 
(+) correlation with 001). 

Satisfaction with information utilization is information 
quality (r = 0.541, p < 0.001), quality of service (r = 0.513, p 
< 0.001), system quality (r = 0.490, p < 0.001). There was a 
statistically significant positive (+) correlation with 0.001, 
and perceived usefulness (r = 0.680, p < 0.001), perceived 
ease (r = 0.528, p < 0.001) also showed a statistically 
significant positive (+) correlation. 

 Policy trust is information quality (r = 0.290, p < 0.001), 
quality of service (r = 0.436, p < 0.001), system quality (r = 
0.182, p < 0.001). There was a statistically significant 
positive (+) correlation with 001), and perceived usefulness 
(r = 0.360, p < 0.001), perceived ease (r = 0.650, p < 0.001). 
There was a statistically significant positive (+) correlation 
with 0.001), and a statistically significant positive (+) 
correlation with information utilization satisfaction (r = 
0.402, p < 0.001). 

 
Table 4 Correlation between key variables 

Variable 1 2 3 4 5 6 7 
1. Information quality 1       
2. Service quality 0.619*** 1      
3. System quality 0.625*** 0.532*** 1     
4. Perceived usefulness 0.609*** 0.663*** 0.582*** 1    
5. Perceived Ease of use 0.398*** 0.616*** 0.403*** 0.584*** 1   
6. Satisfaction with the use of information 0.541*** 0.513*** 0.490*** 0.680*** 0.528*** 1  
7. Policy trust 0.290*** 0.436*** 0.182*** 0.360*** 0.650*** 0.402*** 1 

 
4.5 Suitability of Measurement Model 

 
Before conducting the structural equation model 

analysis, the suitability of the measurement model was 
verified through confirmatory factor analysis to confirm 
whether the observed variables explain the latent variables 
well. The maximum likelihood method was used to estimate 
the parameters of the measurement model, and the observed 
variables were composed of items constituting the latent 
variables. 
 

Table 5 Goodness of fit of measurement model 

Fitness index Measured value Criteria for 
determining suitability 

Absolute fit 
index 

χ2(CMIN)p 940.832 
(p < 0.001) p > 0.05 

χ2(CMIN)/df 2.124 1.0 ≤ CMIN/df ≤ 3.0 
RMSEA 0.060 ≤0.08 

RMR 0.044 ≤0.08 
GFI 0.827 ≥0.80‒0.90 

Incremental 
fit index 

NFI 0.817 ≥0.80‒0.90 
TLI 0.880 ≥0.80‒0.90 
CFI 0.893 ≥0.80‒0.90 

 
Looking at the fit of the measurement model, the value 

22 (df = 443) is 940.832 (p < 0.001). Although it was shown 
as 001, other goodness-of-fit indices were identified because 
the 2 value was greatly influenced by the size of the sample 
and the complexity of the model [11]. As a result, 

22(CMIN)/df is 2.124, showing a value between 1 and 3, and 
RMSEA = 0.060, RMR = Suitable for 0.044, GFI = 0.827, NFI 
= 0.817, TLI = 0.880, CFI = 0.893. It was judged that the 
measurement model was suitable as all 893 showed good 
levels. 

 
4.6 Structural Model Verification 
 

In the structural model, the significance of the direct 
influence relationship between latent variables was verified. 

As a result, quality of service (β = 0.545, p < 0.001) and 
system quality (β = 0.342, p < 0.001) was found to have a 
statistically significant positive (+) effect on perceived 
usefulness, and information quality did not have a significant 
positive (+) effect on perceived usefulness. 

Service quality was found to have a statistically 
significant positive (+) effect on perceived ease (β = 0.002, p 
< 0.001), information quality and system quality did not have 
a significant positive (+) effect on perceived ease. 

Perceived usefulness (β = 0.746, p < 0.001) and 
perceived ease (β = 0.171, p < 0.05) was found to have a 
statistically significant positive (+) effect on information 
utilization satisfaction. 
  Perceived ease (β = 0.780, p < 0.001) and satisfaction 
with information utilization (β = 0.314, p < 0.05) was found 
to have a statistically significant positive (+) effect on policy 
trust, and perceived usefulness did not have a significant 
positive (+) effect on policy trust. 
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Table 6 Results of direct effect analysis of structural model 

Path Non-standardized 
coefficient 

Standard 
error 

Standardization 
coefficient 

Test 
statistics 

Significance 
probability 

Information quality → Perceived usefulness 0.057  0.121 0.059 0.472  0.637 
Quality of service → Perceived usefulness 0.531  0.103 0.545 5.141***  <0.001 
System Quality → Perceived usefulness 0.382  0.116 0.342 3.280**  0.001 
Information quality → Perceived ease ‒0.385  0.183 ‒0.360 ‒2.104*  0.035 
Quality of service → Perceived ease 1.082  0.183 1.002 5.916*** <0.001 
System Quality → Perceived ease 0.068  0.152 0.055 0.448  0.654 
Perceived usefulness → Satisfaction with information utilization 0.620  0.078 0.746 7.973***  <0.001 
Perceived ease → Satisfaction with information utilization 0.128  0.052 0.171 2.465*  0.014 
Perceived usefulness → Policy trust ‒0.448  0.180 ‒0.368 ‒2.481*  0.013 
Perceived ease → Policy trust 0.855  0.110 0.780 7.756***  <0.001 
Satisfaction with information 
utilization → Policy trust 0.459  0.231 0.314 1.990*  0.047 

* p < 0.05 ** p < 0.01 *** p < 0.001 
 

4.7 In the Modified Model, the Significance of the Direct 
Influence Relationship between Latent Variables Was 
Verified 
 
As a result, quality of service (β = 0.548, p < 0.001) and 

system quality (β = 0.392, p < 0.001) was found to have a 
statistically significant positive (+) effect on perceived 
usefulness, and service quality was found to have a 
statistically significant positive (+) effect on perceived ease 
(β = 0.743, p < 0.001). 

Perceived usefulness (β = 0.736, p < 0.001) and 
perceived ease (β = 0.177, p < 0.05) was found to have a 
statistically significant positive (+) effect on information 
utilization satisfaction. 

Perceived ease of use (β = 0.790, p < 0.001) and 
satisfaction with information utilization (β = 0.324, p < 0.05) 
was found to have a statistically significant positive (+) effect 
on policy trust, and perceived usefulness did not have a 
significant positive (+) effect on policy trust. 

 
Table 7 Summary of hypothesis test results and mediated effect test results 

Hypothesis Result 
1-1 Service quality will have a significant positive (+) effect on perceived usefulness. Adopt 
1-2 System quality will have a significant positive (+) effect on perceived usefulness. Adopt 
1-3 Service quality will have a significant positive (+) effect on perceived ease. Adopt 
2-1 The perceived usefulness will have a significant positive (+) effect on information utilization satisfaction. Adopt 
2-2 The perceived ease of use will have a significant positive (+) effect on information utilization satisfaction. Adopt 
3-1 The perceived usefulness will have a significant positive (+) effect on policy trust. Dismiss 
3-2 The perceived ease of use will have a significant positive (+) effect on policy trust. Adopt 
3-3 Satisfaction with information use will have a significant positive (+) effect on policy trust. Adopt 

Mediated effect path Result 
4-1 Service quality Service quality perceived usefulness → Policy trust Dismiss 
4-2 Service quality → Perceived usefulness → Satisfaction with the use of information → Policy trust Dismiss 
4-3 Service quality Service quality Perceived availability → Policy trust Adopt 
4-4 Service quality → Perceived availability → Satisfaction with the use of information → Policy trust Dismiss 
5-1 System quality → Perceived usefulness → Policy trust Dismiss 
5-2 System quality → Perceived usefulness → Satisfaction with the use of information → Policy trust Dismiss 

 
5 DISCUSSION AND CONCLUSION 

 
This study was conducted using an expanded technology 

acceptance model to find out how quality characteristics and 
personal characteristics of smartphones with 5G information 
technology affect reuse intention and continuous use. First, 
the background and purpose of the study were described, the 
research method and the thesis composition of the previous 
paper were re-established, and before this study, the concept 
and theoretical characteristics of the independent major 
variables of the previous paper were studied, analyzed, and 
grasped. 

Next, in previous studies, the relationship between 
independent variables was examined through a theoretical 
review, and based on this, 12 sub-factors constituting the 
independent variable were derived, measurement items were 
constructed through operational definition along with the 
dependent variable, and selected samples were verified. The 

objectivity of the study was secured through validity and 
reliability analysis of the measurement results, the study 
model was schematized with an expanded technology 
acceptance model, hypotheses were established, and major 
variables were empirically studied and analyzed with 
correlation. Exploratory factor analysis was performed to 
verify the validity and reliability of the measurement tool 
used in the study. 

The principal component analysis was used to minimize 
information loss by extracting factors that account for as 
many of the original variables as possible, and to use a 
Verimax rotation analysis that rotates factors until the factor 
structure is most pronounced while maintaining factor 
independence. Factor classification consisted of one factor 
when the eigenvalue was 1 or more, and the factor load was. 
If it exceeded 40, it was classified as a corresponding factor. 

To achieve the purpose of this study's extended 
technology acceptance model, technical standards and 
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terminology for 5G information technology were 
reorganized, and information quality was selected as 
independent variables to analyze the difference and effect of 
smartphone users' interests. 

The trend analysis and improvement model of the 
expanded technology acceptance model were applied by 
referring to 10 overseas papers and 8 domestic papers. The 
effect of smartphone quality characteristics on perceived 
usefulness, perceived usability, and perceived playfulness 
was verified in detail. 

Information data collection was surveyed on 519 5G 
users, mainly in groups using smartphones, with 259 men 
(49.9%), 260 women (50.1%), 130 people (25.0%) in their 
20s and younger, 187 people (36.0%), 142 (27.4%) in their 
40s and older (11.6%). There were 89 (17.1%) who 
graduated from high school or below, 338 (65.1%) who 
attended or graduated from vocational colleges and 
universities, 92 (17.7%) who attended or graduated from 
graduate schools, 25 civil servants (4.8%), 61 professionals 
(11.8%), 262 (50.5%), 71 (13.7%) and 100 others (19.3%). 

The research model was set based on the extended 
technology acceptance model, and the results of verifying the 
model are as follows. The 5G user-centered research model 
has good exploratory factor analysis of 10 factors of network 
quality, cost of use, smartphone quality, social influence of 
individual characteristics, personal innovation, self-efficacy, 
perceived usefulness, perceived play, and continuous use 
intention. It was found to be 950, and Bartlett's sphericity test 
result was also significant (p < 0.001), so the factor analysis 
model was suitable, and the eigenvalue was 1.380 or higher, 
and the factors of 10 items showed 78.378% explanatory 
power, which was overall suitable and good. A path that 
affects continuous use intention was established by 
mediating the cognitive process and use satisfaction. The 
suitability of the model was found to be good, so it was 
judged that the research model was suitable. 

As a result of path analysis of the research model, 
network quality and personal innovation were found to have 
a significant positive (+) effect on perceived usefulness, 
perceived ease, and perceived play, and user satisfaction had 
a significant positive (+) effect on user satisfaction. 

It was verified that the positive (+) indirect effect of 
smartphone quality and social influence on continuous use 
intention was statistically significant, the positive (+) indirect 
effect of smartphone quality on continuous use intention was 
significant, and the positive (+) indirect effect of social 
influence on continuous use intention was verified to be 
significant. 

In addition, smartphone quality and social influence 
were found to have a statistically significant positive (+) 
effect on perceived usefulness, smartphone quality and social 
influence were found to have a significant positive (+) effect 
on perceived play, and perceived usefulness, perceived ease, 
and perceived play had a significant positive (+) effect on 
continuous use. 
 
5.1 Research Summary 

 
This research was conducted using an extended 

technology acceptance model to investigate how the quality 
and personal characteristics of smartphones to which 5G 

information technology is applied have an effect on the 
intention to reuse and continuous use. First, the background 
and purpose of the study were described, the research method 
and the composition of the thesis were redefined, and prior to 
this study, the concepts and theoretical characteristics of the 
main independent variables of the previous thesis were 
studied, analyzed, and identified.  

Next, the relationship between independent variables 
was examined through theoretical review in previous studies, 
and 12 sub-factors constituting independent variables were 
derived based on this, and measurement items were 
constructed through operational definition along with 
dependent variables, and verified for selected samples. The 
objectivity of the study was secured through the analysis of 
the validity and reliability of the measurement results, and 
after schematizing the study model into an extended 
technology acceptance model and establishing a hypothesis, 
the main variables were empirically studied and analyzed. 
Exploratory factor analysis was performed to verify the 
validity and reliability of the measurement tool used in the 
study. Among the factor analysis methods, principal 
component analysis was used to minimize information loss 
while extracting factors that explain as many parts of the 
variance of the original variables as possible, and to rotate the 
factors until the factor structure is most pronounced while 
maintaining factor independence. The factor classification 
was composed of one factor when the eigenvalue was 1 or 
more, and the factor loading amount was. If it exceeded 40, 
it was classified as a corresponding factor. In order to achieve 
the purpose of this study's expanded technology acceptance 
model, technical standards and technical terms for 5G 
information technology were reorganized, and in order to 
analyze the differences and effects of perceived ease of use, 
perceived usability, and perceived playability of smartphone 
users. A total of 18 previous papers were applied to the trend 
analysis and improved model of the extended technology 
acceptance model by referring to 10 overseas papers and 8 
domestic papers, and the effect of smartphone quality 
characteristics on perceived usefulness, perceived usability, 
and perceived play was verified in detail. Information data 
collection targets 519 5G users were surveyed, centering on 
groups using smartphones, and the gender of the general 
characteristics of the study was 259 (49.9%) for men, 260 
(50.1%) for women, 130 (25.0%) for those in their 20s and 
under, 187 (36.0%) for those in their 30s, 142 (27.4%) for 
those in their 50s and 60 (11.6% for those in their 50s. In 
terms of education, 89 students (17.1%) graduated from high 
school or less, 338 students (65.1%) enrolled or graduated 
from vocational colleges and universities, 92 (17.7%) 
enrolled or graduated from graduate schools, 21 (48%) 
professional workers, 262 (50.5%) office workers, 71 
(13.7%) and 100 others (19.3%). The research model was set 
based on the expanded technology acceptance model, and the 
results of verifying the model are as follows. In the 5G user-
centered research model, 5G service quality characteristic 
factors and personal characteristic factors are good, 
excluding 5 factors that hinder validity, network quality, 
smartphone quality, social influence of individual 
characteristics, personal innovation, self-efficacy, perceived 
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usefulness, perceived ease, perceived playfulness, and KMO 
measurement. It was found to be 950, and Bartlett's sphericity 
verification result was also significant (p < 0.001), the factor 
analysis model was suitable, the eigenvalue was 1.380 or 
higher, and the factors of 10 items showed 78.378% 
explanatory power, which was suitable and good overall. A 
path that affects the intention of continuous use was 
established by mediating the cognitive process and 
satisfaction of use. The fitness of the model was found to be 
at a good level, and the research model was judged to be 
suitable.  

As a result of path analysis of the research model, 
network quality and personal innovation were found to have 
a significant positive (+) effect on perceived usefulness, 
perceived ease, and perceived playfulness, and user 
satisfaction had a significant positive (+) effect on user 
satisfaction. It was verified that the positive (+) indirect effect 
of smartphone quality characteristics and social influence on 
the perceived usefulness was statistically significant, the 
positive (+) indirect effect of smartphone quality on the 
perceived playability was significant. In addition, 
smartphone quality and social influence were found to have 
a statistically significant positive (+) effect on perceived 
usefulness, smartphone quality and social influence were 
found to have a significant positive (+) effect on perceived 
playfulness, perceived ease of use, and perceived play. 
 
5.2 Discussions and Implications 

 
The result that there was a significant difference in the 

path centered on the users of the 5G service in this study 
supports the research results of [9] Since the factors 
influencing the use of the service differ depending on 
whether or not the service is used, other variables should be 
considered in order to increase the intention to use the service 
for each user group. It has been verified that it is necessary to 
increase user satisfaction in order to induce 5G users to 
continue to use 5G services, and to increase user satisfaction, 
it is necessary to increase perceived usefulness, perceived 
ease, and perceived playability. In addition, in order to 
increase perceived usefulness, perceived ease of use, and 
perceived playability, improving network quality and 
personal innovation was suggested as a valid way. In other 
words, higher network quality applying 5G service 
technology will improve perceived usefulness, perceived 
ease, and perceived playability, increasing satisfaction with 
information utilization, and eventually positively influencing 
users' intention to use 5G service. Therefore, it is necessary 
to invest at the national level to improve the quality of online 
platforms. However, Korea, which commercialized 5G 
services for the first time in the world, also lacks foundation, 
platform, and application-related pools. In the future, it is 
necessary to improve service quality by investing in facilities 
related to 5G. The results of this study are expected to be used 
as evidence for improving smartphone quality applying 
domestic 5G service technology, intention to use subscriber 
information, and base data for information utilization. 
Therefore, for the development of the fourth industry at the 
national level, it is necessary to establish and actively support 
multimedia Big DATA Service that specializes in real-time 

interaction such as artificial intelligence (AI), augmented 
reality (AR), virtual reality (VR), and real-time online games. 
In order to improve the quality of information utilization, the 
information center, which is always managed, needs to be 
fully confirmed even if it is inconvenient to train and use 
certification and verification agencies along with AI and Big 
DATA security technology. In addition, an institution that 
can always monitor and control defective information by 
publicly authenticating the information and communication 
countries and platforms based on artificial intelligence 
networks will be needed, and short-term, medium- and long-
term plans should be made every year. And it can be seen that 
this study contributed to the following aspects. First, the 
actual needs and phenomena were sufficiently reflected 
because the actual experiences of smartphone users related to 
actual information were analyzed. Second, the perceived 
usefulness, perceived ease, and perceived playability 
according to information quality were analyzed to derive the 
importance between factors of information quality as an 
expanded technology acceptance model. Third, by 
examining the satisfaction level of information use according 
to the perceived usefulness, ease of use, and perceived 
playability, it was confirmed with an expanded technology 
acceptance model which part to focus more on to increase the 
satisfaction level of information use. Fourth, by analyzing the 
impact on the intention to use information, it researched, 
analyzed, and confirmed what factors should be emphasized, 
analyzed, and nurtured in order to increase the intention of 
existing service users to use and secure new users in the 
future. This study is the world's first paper on 5G information 
technology built on April 3, 2019, and summarizes the latest 
trends and issues related to the opening of information and 
communication by using smartphone-applied information 
technology. Based on this, 5G information technology was 
defined as a broad concept from basic definition, and the 
information quality of 5G technology was analyzed and 
summarized by considering previous studies. It is also 
important to investigate how characteristic factors such as 
information quality, system quality, and service quality 
influence from the perspective of the expanded technology 
acceptance model and how these influencing factors affect 
perceived ease, perceived usefulness, and perceived play. 

 
5.3 Contributions and Important Points of Research 

 
It can be seen that this study contributed to the following 

aspects. 
First, the actual information-related experiences of 

smartphone users were analyzed and the actual needs and 
phenomena were sufficiently reflected and compared.   

Second, the importance between information quality 
factors was compared and derived with an expanded 
technology acceptance model by analyzing the perceived 
usefulness and perceived convenience of use according to 
information quality. 

Third, we investigated the satisfaction level of 
information use according to perceived usefulness and ease 
of use, and compared and analyzed areas that should focus 
more on information use satisfaction through an expanded 
technology acceptance model. 
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Fourth, by analyzing the impact on the reliability of 
government policies, the research analysis confirmed what 
factors should be emphasized and fostered in order to 
increase trust in government policies in the future. 

This study summarizes the latest trends and issues 
related to the opening of information policy as a research 
paper on how information use and user satisfaction will affect 
government policies using smartphone-applied information 
technology without existing research on 5G in the world. 
Based on this, 5G information technology was defined as a 
broad concept from the basic definition, and the information 
quality of information transmission was summarized through 
insufficient prior research. 

It is also important to investigate how characteristic 
factors such as information quality, information system 
quality, and information service quality affect user 
satisfaction and policy trust in perceived ease of use and 
perceived ease of use. 

As such, the public's requirements for new information 
quality, information application services, and product 
development continue to increase, but actual facility 
investment and support for it are still insignificant, and it is 
necessary to maximize the infinite value of use directly or 
indirectly. In order to maximize the value of using such 
information, it is necessary to establish a center that develops 
and provides compatible information systems for 
convenience of use and to connect to various infrastructure 
and platforms, and to continuously improve the use 
environment. Another problem of the domestic public 
information and communication centers is that information 
opening is still limited due to information security, and above 
all, the issue of establishing national standards for 
information formats such as standardization of information 
should be continuously researched and analyzed. 

In addition, even if information delivery customer 
services are commercialized into the private sector, it is very 
important to ensure the quality, certification, and verification 
of actual information services as similar information services 
may become competitive. 

From the perspective of raising the government's public 
awareness, improving people's understanding of government 
policies, and enhancing people's feelings, it is desperately 
necessary to actively implement public relations policies and 
develop more active public relations activities. In order to 
improve the public's sense of information service through 
5G, it is important for all citizens to feel the public's public 
interest, and by holding ideas and competitions on a regular 
basis, various events and plans should be published, and 
public relations and educational activities should be 
systematically conducted. The use and ease of information 
services affect the satisfaction of use, and this satisfaction of 
use affects the trust of policy, so the government should 
establish a national strategy for the promotion of information 
use and the satisfaction of users and developers. 
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The Assessment of Robotic Process Automation Projects with a Portfolio Analysis: First Step 
- Evaluation Criteria Identification and Introduction of the Portfolio Concept 

Bernhard Axmann*, Harmoko Harmoko, Rahul Malhotra 

Abstract: RPA’s (Robotic Process Automation) usage in organizations has rapidly increased in recent years; as a result, companies have developed high expectations from this 
technology. However, according to Ernst & Young (E&Y), 30-50% of observed RPA projects initially fail and reveal several risks, which lead to investment losses. Consequently, 
the RPA project is prematurely retired, and the company is back to the manual process. This premature retirement is mainly because of wrong process selection and the not 
sufficient company automation (RPA) maturity. Therefore, this paper will introduce the concept of an RPA Portfolio, which will assess the complexity of business processes with a 
company’s automation (RPA) maturity. The RPA Portfolio is a new innovative concept to simplify and visualize the business process selection for RPA projects, and will help to 
introduce successfully the right RPA projects. 

Keywords: automation maturity; business process; portfolio; robotic process automation; technology assessment 

1 INTRODUCTION 

Robotic Process Automation (RPA) is a technology that 
emulates humans in executing repetitive and rule-based tasks 
in the office [1]. In comparison to other modes of business 
process automation, RPA bots act at the front-end level of the 
application such as understanding the text on the desktop 
screen, completing the keystrokes on the keyboard, 
identifying, and extracting data on the website or digital 
document, and other activities which require human-
computer interaction [2, 3]. 

Currently, RPA is not wanted by large companies only, 
but also by SMEs (Small and Medium Sized Enterprises) [4]. 
Adopting RPA in SMEs is like hiring assistants for a fraction 
of the cost, and empowering employees to do high-value-
added tasks [4]. SMEs can leverage the instant benefits of 
RPA such as increasing productivity, reducing operational 
costs, and improving the quality of customer services. In a 
nutshell, RPA can benefit SMEs to scale up their operations 
and revenues [5].  

Once the foundation of RPA is started, any bot 
implemented will undergo a maintenance and monitoring 
phase [6, 7]. The Maintenance cost is sometimes higher than 
the implementation cost. It depends on the number of bots 
and the complexity of the process [8]. This condition burdens 
companies with a longer period of return on investment 
(ROI). On the other hand, without maintenance, the error rate 
of bots will increase, and more time will be spent fixing the 
errors [9]. This dilemma leads decision-makers to drop Bots 
before reaping the benefits and returning to manual processes 
[10, 11]. To avoid this circumstance, companies should select 
the right process by considering its complexity as well as the 
maturity of their automation. This research will provide a 
scientific approach that can help the company to select the 
best business process and assess its automation maturity, by 
answering the following research questions: 
• How to identify the process selection criteria to evaluate

the RPA project?

• How to identify the automation maturity criteria of an
organization?

2 STATE OF KNOWLEDGE 
2.1 The Challenges of RPA and Automation Maturity in the 

Organization 

Companies have been increasingly adopting RPA in the 
last few years for automating their time-consuming, error-
prone, and highly expensive business processes [12]. 
However, the challenges to adopting RPA are also enormous, 
which are defined into three dimensions: 
• Organizational: (1) the inability to prioritize RPA

initiatives related to process selection, (2) aversion to
risk, (3) limited RPA skills and talents, and (4) little
sense of urgency [10].

• Technological: (1) concerns about cybersecurity and
data privacy, (2) difficulty in scaling applications, and
(3) the difficulty of deciding on the best applications [13,
14]. 

• Financial: (1). High Implementation Costs, (2). Making
better and more convincing business cases and (3)
regulatory constraints [8, 15].

When all the challenges have been accounted for, the 
next step is to measure the automation maturity of the 
organization, so the company can understand where they 
currently stand and where they need to go in the future. 
According to Kumar (2016), The Company’s automation 
maturity consists of five levels: 
• Level 1 Ad hoc: the automation is not a planned activity,

but it happens in small-small pockets across teams at
different levels on a need basis. There is no management, 
and budget allocation.

• Level 2 Opportunistic: the automation is addressed to
the specific issue, such as providing 24/7 service.  At this
level, the organization starts to create formal evaluation
& governance tools and budget allocation.
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• Level 3 Systematic: at this level, the organization 
evaluates the automation initiatives, which means 
exploring areas of automation to achieve defined levels 
of accuracy, productivity, and quality. 

• Level 4 Institutionalized: at this level, automation 
initiatives are taken up at the organization with a 
portfolio of different solution providers and tools. 
Automation becomes the way of life and there is a 
documented automation strategy. It includes the usage of 
advanced technologies such as machine learning, 
artificial intelligence, optical character recognition, 
natural language processing, chatbots, and so on. 

• Level 5 Adaptive: at this highest level of automation, 
the automated process becomes adaptive to the changing 
demands of the business. The selected automation 
technology has the capabilities of self-learning, self-
healing, auto-scaling, auto-optimization, and so on [16]. 

 
2.2 The Overview of RPA Process Selection 

 
Before implementing RPA, organizations must be able 

to identify what types of processes can be automated. Fung 
(2014) suggested that non-complex processes with high 
repetition and high human error should be prioritized. 
Meanwhile, Tripathi, (2018) required more detail, that the 
process should have (1) repetitive steps, (2) time-consuming, 
(3) high risk, (4) low-added value, and (5) involving many 
people in multiple steps. Nevertheless, the other process is 
deserving to be automated, if (1) it is well-defined by rule-
based task, (2) it has logic steps, (3) the input of the process 
can be diverted to the software system, (4) the output process 
is accessible and (5) the benefit of automation is higher than 
the cost [1, 17].  

Doguc (2020) suggests that volume is a considerable 
factor to prioritize which processes deserve to be automated 
by RPA. The process with high volume and repetition should 
be selected first. While Capgemini Consultant (2017) and 
Siderska (2020) argue that the process complexity has a 
significant role to determine the best process for RPA [18–
20].   
 
3 RESEARCH METHODOLOGY 
3.1 Systematic Literature Research (SLR) 
 

According to Huelin and Payne (2015), SLR is a type of 
scientific study that is designed to address a specific research 
problem or question by collecting all the available 
information on a topic that is being defined at the outset by 
absolute inclusion and exclusion criteria [21, 22]. This 
research used SLR to synthesize existing scientific 
contributions about the topic:  the failures and challenges of 
RPA projects, with searching queries: RPA, robotic process 
automation, RPA benefits, robotic process automation 
benefits, RPA used cases, robotic process automation used 
cases, RPA challenges, robotic process automation 
challenges, RPA failures, and robotic process automation 
failures. 

SLR started by focusing on Computer Science databases 
such as ACM Digital Library and IEEE Xplore. Later, the 

literature search was extended to multidisciplinary databases 
such as Science Direct, Research Gate, and SpringerLink. 
Following this strategy, 574 academic contributions were 
found. Through title, keyword, and abstract analysis, 56 
contributions remained. Subsequently, through full-text 
analysis, SLR identified only 13 contributions that are 
relevant to answer the research questions (see Fig. 1). 
 

 
Figure 1 Result of the Systematic Literature Research 

 
Since only n = 13 contributions dealing with challenges 

and failures were found, so, this was extended to Google 
search, where grey literature such as statistic reports, articles, 
and white papers from consulting firms and software 
development companies, describe real-world RPA 
challenges and failure reasons. As a result, in total n = 35 
contributions were listed from academia and practitioner. 
 
3.2 Expert Interviews and Questionnaires 
 

Using RPA or Robotic Process Automation as a 
keyword, several experts were identified from the LinkedIn 
and LinkedIn groups such as "Robotic Process Automation 
(RPA), RPA (Robotic Process Automation) professionals 
Australia, Robotic Process Automation (RPA) / IPA / 
Artificial Intelligence / Machine Learning / Analytics, RPA 
Gurus Direct – India, RPA (Robotic Process Automation), 
VBA Excel & Access, Training, Jobs, Process Automation 
Solution" but only a few agreed to support this research topic 
that is 20 and out of it only 12 agreed for a detailed 
conversation over the telephone, but the expert 
questionnaires were filled by everybody. Due to the novelty 
of the topic and the low number of potential interviews 
locally, only telephonic interviews via Microsoft Teams and 
Zoom were opted to enable synchronous communication.  

The interviews have not been recorded due to privacy 
constraints, but their ideas have been captured verbally and 
define the criteria for evaluating business process BP 
complexity and the criteria for measuring RPA’s maturity 
model (see Tab. 1). 

All the interviewees were from these backgrounds, some 
were Internal Consultants, some External Consultants, RPA 
Providers, RPA developers, and RPA leads. The average 
company size of every interviewee was more than 500 
employees. The interviews were held from the time span of 
April to June 2022. 
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Table 1 Expert Interviewees 
Interview Date Role Company Size 

I1 09.05.2022 Global Head - Intelligent Automation 48,500 
I2 09.05.2022 Director Intelligent Automation 5,000 
I3 13.05.2022 Principal Consultant 950 
I4 16.05.2022 Internal Consultant 310,000 
I5 18.05.2022 Senior Manager - Digital Transformation 55,000 
I6 25.05.2022 RPA Lead 112,000 
I7 31.05.2022 RPA Lead 29,800 
I8 06.06.2022 Chief Transformation Officer - Intelligent Automation 130,000 
I9 08.06.2022 RPA Lead 34,200 
I10 15.06.2022 RPA Expert 1,000 
I11 22.06.2022 External Consultant 8,000 
I12 22.06.2022 Internal Consultant 500 

 
4 RESULTS 
4.1 General Overview 
 

RPA is valuable to organizations that have many manual 
tasks typically performed on a daily, weekly, or monthly 
basis.  However, not all organizations are successful to adopt 
RPA into their business process. It is a common tendency for 
organizations to shine on the R of Robotics and A of 
Automation but forget the P of Process in R-P-A).  

According to SSON Analytics and Hofmann et al, 2019, 
"wrong process selection" is the leading cause of RPA project 
failures followed by "wrong tool selection", "insufficient 
change management support", and "lack of experience" [23, 
24]. Shortlisting the wrong process to automate can cause the 
greatest headaches and is generally related to a highly 
complex, multi-step process that may contra productive with 
the goal of automation [25]. This condition will tarnish 
RPA's good name and be considered a technological "failure" 

which should have been avoided with more strategic 
anticipation in evaluating the process.  
 
4.2 Criteria to Evaluate Business Process Complexity 
 

Different RPA vendors have their own way of evaluating 
the business process complexity. Therefore, it is important 
that RPA should not simply be implemented to support the 
"as-is" process, without examining the current processes and 
identifying areas for improvement [26]. Examining the 
process from end-to-end with a clear focus on automation can 
help identify steps or sub-processes, which need to be 
simplified, standardized, and eliminated. Organizations 
should evaluate current business process’s performance and 
review relevant business practices for immediate impactful 
improvements.  

 
Table 2 Criteria to Evaluate Business Process Complexity 

Evaluation Criteria Definition Effect on BP Complexity 
Input Data Type [17]  
[Interview] 

How much percentage of the data is structured and 
unstructured? It also specifies whether the data is 
digitalized or non-digitalized.  

The higher the value of the Input data type, the lower will be 
the value of BP complexity (Inverse Trend)  

Process Stability [3]  
[Interview] 

How stable a process is in terms of its technicality, 
functioning, and reliability? 

The higher the value of process stability, the lower will be 
the value of BP complexity. (Inverse Trend) 

Number of Applications [1] 
[Interview] 

How many numbers of applications or tools are involved in 
the process? The Applications can be MS Office, SAP, 
CRM and so on. 

The higher the value of the number of applications, the 
higher will be the value of BP complexity.  
(Direct Trend) 

Application Stability [14] 
[Interview] 

How stable application(s) to run the process.  The higher the value of applications stability, the lower will 
be the value of BP complexity.  
(Inverse Trend) 

Number of Process Steps [1, 24]  
[Interview] 

How many steps are involved in a process for its 
completion?   

The higher value of number of steps, the higher will be the 
value of BP complexity. 
(Direct Trend) 

Complex Decisions [17, 19, 20]  
[Interview] 

How is the decision complexity in each stage of the 
process? The simple decision process is the straightway 
process from one-step to another step (the complex decision 
process = the complex process). 

The higher the value of complex decisions, the higher will 
be the value of BP complexity.  
(Direct Trend) 

Standardization [1, 3]  
[Interview] 

How much percentage of a rule-based or standardized 
process without individual justification?  

The higher the value of standardization, the lower will be the 
value of BP complexity. 
(Inverse Trend) 

OCR (Optical Character 
Recognition) [3, 14]  
[Interview] 

How OCR involve in the process (the amount of document 
reading which is required in a process)? 

The higher the value of OCR, the higher will be the value of 
BP complexity. 
(Direct Trend) 

Process Frequency [1, 17, 18]  
[Interview] 

How many times does the process repeat itself on a daily, 
weekly, or monthly basis? 

The higher is the value of process frequency; the lower will 
be the value of BP complexity. 
(Inverse Trend) 

Manual Hours [1]  
[Interview] 

How many manual hours does a human workforce spend on 
that process? 

The higher the value of manual hours, the lower will be the 
value of BP complexity. 
(Inverse Trend) 
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The right process for RPA is the one that follows clearly 
defined business rules with minimal interruptions/ 
manipulations or exception handling. In summation, the data 
should be structured, digitalized, easily accessible, and 
logically formatted. Moreover, when identifying perfect 
candidate business processes for automation, rigid 
applications with no integration capabilities or applications, 
which are not stable, should be avoided. 

When starting an RPA journey, low-complexity 
processes provide quick wins (low-hanging fruits) to 
demonstrate the rationality of RPA and help out building 
confidence and internal buy-in for the technology [19]. RPA 
is naturally a "strategically lean step" for companies whose 
business processes are supported through Shared-services or 
Business Process Optimization (BPO). 

There are certain identified criteria that will evaluate the 
complexity of a Business Process. These criteria are very 
different from each other, for some criteria, a higher value 
will mean lower BP Complexity (and vice-a-versa) and for 
some other criteria, a higher value will mean higher BP 
Complexity (and vice-a-versa) which is negative while 
selecting a process for automation. Tab. 2 describes all the 
criteria identified from the systematic literature review (SLR) 
and expert interviews. Mostly the criteria identification came 
from the literature and the definition was created by literature 
and interview. These criteria play a role in assessing the 
complexity of a business process. 

Every time, lower complexity processes should be 
selected at least during the initial start of the RPA journey 
and when a certain level of automation maturity has been 
achieved, then the company can automate the higher 
complexity processes with consideration of process viability 
and Return on Investment (ROI).  

 
4.3 Criteria to Measure RPA Maturity 
 

One of the risks associated with scaling up the RPA after 
initial deployment is the underutilization or overutilization of 
the company’s present automation maturity or RPA maturity. 
So, what exactly is meant by maturity automation? It is a 
maturity model that evaluates an organization's ability for 
continuous improvement in the automation area. It is done by 
accessing the business against a certain set of characteristics 
or criteria. Over a while, companies can re-evaluate their 
automation maturity to measure progress and continue to 
drive toward perfection. Three connected areas form the 
basis of any technique for achieving automation maturity:  
1. Process Viability or the first step towards a high-quality 

process is to examine and map out how a particular 
process works i.e. who is involved, what is involved, 
what works well and what does not. 

2. Process Automation: Robotic Process Automation 
works from the digitalization of manual and paper-based 
processes to more complicated processes or projects that 
impact the synergy of human labor, processes, and 
automation systems.  

3. Process Improvement: All automation projects should 
be seen as iterative and continuous processes. Analyses 
and insights into process performance should be the fuel 

for continuous process improvement and investment 
[27]. 

 

 
Figure 2 Stages of Robotic Process Automation Maturity Model 

 
Companies using process automation more extensively 

establish an organization-wide, standardized, people-centric 
approach. However, less mature or "emerging" companies 
consider process automation to be impromptu, unmatched, 
process-centric projects predominantly geared around fixing 
a specific problem. The following is a further explanation of 
how established and emerging organizations differ in their 
view of the automation process. 

Emerging Organizations: Organizations see process 
automation as a one-off project case, whether it is a "fire-
fighting" meaning fixing a broken process, or an extemporary 
investment. It is an approach to fixing an immediate problem. 
It of no doubt that such kind of initiative produces a greater 
value to the organization and good ROI but still the company 
scratches only at the surface and doesn’t produce a great 
benefit [27]. These types of organizations have a process-
centric approach, where the automation happens on a 
process-by-process basis [27].  

Established Organizations: Organizations sees process 
automation as an organization-wide, centralized, and 
standardized approach. The projects are planned strategically 
and systematically in order to scale up the technology. A 
culture is created in the organization where everybody is 
encouraged and empowered to pro-actively contribute to 
process automation. It is more like a people-centric approach 
as everyone in the organization is involved. This centralized 
body that takes ownership over the process automation 
decisions is called the Centre of Excellence (CoE). This body 
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helps to identify & update the processes, develops areas of 
improvement, and improve the skill and automation 
capability of people/worker in the organization [27]. 

In this research, four stages of the Robotic Process 
Automation Maturity model have been identified and 
evaluated against the criteria. Each stage is more advanced 
on the road to maturity than the previous stage, in terms of 
process viability, automation, and improvements (see Fig. 2). 
As the company matures, it moves from one stage to the next 
and evolves from a process-centric focus to people-centric 
culture [10, 27]. The Robotic Process Automation Maturity 
Model estimates and describes fourteen unique criteria to 

identify a company at a specific stage. Each of the four stages 
provides a measuring scale to determine each criteria's 
positioning.  

Tab. 3 demonstrates the fourteen criteria along with their 
definitions. The criteria are defined by a systematic literature 
review and expert interviews. Some criteria have inferential 
or quantitative value for all stages, which means they can be 
easily measured in a specific value. However, there are also 
some criteria that have descriptive or qualitative values, 
which means that each stage must be quantified based on 
textual values so that it becomes measurable. 

 
Table 3 Fourteen Criteria Measuring Robotic Process Automation’s Maturity Model 

Criteria Definitions 
Outlook on Process Automation 
Technology [3] [Interview] The criteria measures to how a company views on this low-code automation technology. 

View on Low-Code Automation Provider(s) 
[Interview] 

The criteria refers to how RPA vendor(s) or supplier(s) is selected by the decision maker for the process 
automation. 

Disposition on Process Automation needs 
[13, 24] [Interview] The criteria evaluates how process automation is viewed and used within an organization. 

Deployment Purpose [13, 24, 26] 
[Interview] 

The criteria looks at the reasons why processes are being automated. Across all stages, the reason to why an 
organization adopts a low-code automation may differ. In the initial stage, a team or an individual may seek out 
a tool to get a specific job done fast. However, as an organization matures, this approach is then standardized 
across different departments. The objective becomes clear on functional and cross-departmental needs to enable 
an ongoing cycle of digital transformation. 

Number of Processes Automated with Low-
Code Automation [27] [Interview] 

The criteria measures an organization’s level of process automation adoption. It includes assessing an 
organization’s use of RPA. It also measures how an organization views on process automation. 

Number of Departments with Access to 
Process Automation outcomes [27] 
[Interview] 

The criteria reflects the ability of an organization to scale robotic process automation across entire organization 
/ department.  

Process Mapping Initiatives Connected to 
Process Automation [27] [Interview] 

The criteria measures how process mapping is available within an organization. Typically, process mapping 
occurs within the line of business and ranges somewhere between the use of enterprise-grade process mapping 
technology (mature) and the use of less scalable methods such as Excel or Visio (emerging). 

Number of Processes Mapped with Process 
Mapping Technology [27] [Interview] 

The criteria measures the number of end-to-end processes that a company has mapped and are currently 
managing it. The earlier stages include a learning curve on how best to map and understand the process. The 
later stages recognize the importance of discovering and mapping process.  

Number of Departments with Access to 
Process Mapping Technology [27] 
[Interview] 

The criteria measures the number of departments with access to process mapping technology. It indicates the 
ability of an organization to scale process mapping across many departments in the company. If a single 
department uses a process mapping technology for themselves that is a good start, however the ability to gain 
maximum ROI, comes with scaling process mapping technology across other areas in the company. 

Enterprise Strategy on Right Mix of Low-
Code Automation Tools, [Interview] 

The criteria measures an organization’s mix of Low-Code Automation providers to gain more out this 
initiative. 

Deployment Model 
[Interview] 

The criteria measures the quality of Process Automation Deployment strategies. Process Automation excellence 
initiative can start as a one-off solution and modify over time into larger strategic business solutions.  

Process Excellence included in Hiring/ 
Training Plans [6, 27, 28] [Interview] 

The criteria measures whether process excellence is influencing or being reflected in hiring and training 
programs in the company. Evolving into a process excellence culture means that process excellence is not the 
job of just a few, but of everyone. Maturing to a scalable people-centric culture requires regular training of 
existing personnel with access to collaborative process mapping tools. 

Governance Model [7, 28, 29] [Interview] 

The criteria measures whether an organization is empowered to solve its own problems related to Process 
Automation flow, and, therefore, scales it efficiently. Empowering the organization’s workforce with 
automation technology can also present challenges. The most mature organization have a well-defined 
governance model, which ensures a secure and enterprise-grade path. 

Process Excellence/ Automation Executive 
Sponsorship [10, 27, 28] [Interview] 

The criteria surveys the amount of executive sponsorship within an organization. The most successful 
initiatives always have executive sponsorship to clearly signal their importance. Without strong executive 
sponsorship that is reinforced at every turn, many large-scale initiatives will fail. 

 
4.4 Robotic Process Automation Portfolio 
 

The Most common reason for failed automation 
initiatives is wrong process selection, and then the most 
common risk associated with it, is over or under-utilization 
of automation maturity. Our proposed innovation is a 2-
Dimensional graph (see Fig. 3) with two variables, the Y-
Axis which represents business process (BP) complexity, and 
the X-Axis which represents automation / RPA maturity.  

The BP complexity (Y-Axis) is a dependent variable, 
which is divided into three levels: Maximum, Average, and 
Minimum. The Criteria to define BP complexity have 
already been listed in Tab. 2. While, The Automation /RPA 
maturity (X-Axis) is an independent variable, which is 
divided into four stages: Stage 1, Stage 2, Stage 3, and Stage 
4.  The Criteria to define automation / RPA maturity are listed 
in Tab. 3. The criteria on the variables X and Y are assessed, 
weighted, and averaged to the value from 0 to 1.  
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Figure 3 Robotic Process Automation Portfolio 

 
The area between the X-axis and Y-Axis is divided into 

four quadrants: Long-Term Improvement, No Brainer, Must 
Do Improvement, and Quick Wins (see Fig. 4). The values or 
the proportion of the area covered by each of these quadrants 
is 25% each and equally. The maximum value that "No-
Brainer" quadrant will take is X = 0.5 and Y = 0.5, so, any 
business processes whose X and Y values are under these 
maximum values will be treated as "No-Brainer" projects. 
"Long-Term Improvement" quadrant will take X = 0.5 and Y 
= 1, so, any business processes whose X and Y values are 
under these maximum values will be treated as "Long-Term 
Improvement" projects. "Must-Do Improvement" quadrant 
will take X = 1 and Y = 1, so, any business processes whose 
X and Y values are under these maximum values will be 
treated as "Must-Do Improvement" projects. Finally, "Quick-
Wins" quadrant will take X = 1 and Y = 0.5, so, any business 
processes whose X and Y value are under these maximum 
values will be treated as "Quick-Wins" projects.  
 

 
Figure 4 Robotic Process Automation Portfolio with Benefits 

 
4.5 Robotic Process Automation Portfolio Benefits 
 
 As already described above there are four quadrants 
inside RPA Portfolio, starting from the bottom left which is 
"No-Brainers" and moving clockwise in order – "Long-Term 
Improvement". "Must-Do Improvement" and "Quick-Wins" 
(see Figure 4). From the results of the literature study and the 
interviews, we have created a draft description of the four 
quadrants for better orientation and understanding. This draft 
description needs to be verified and improved in future 
research. 

No-Brainers (-): RPA Projects that are easily 
implemented without any complications and have low 
outcomes in terms of investments are referred to as "No-
Brainers". Their benefits are expected to be less as compared 
with the "Quick-Wins", as the RPA Maturity of a company 

is not so advanced yet. Even though the complexity of a 
process is not much complicated in terms of, the flow 
development or its working but still the automated process 
will be a premature baby with no one to take care of or be 
responsible for its working and monitoring.  

There can be frequent stoppages of the bot and every 
time the company has to be dependent upon external partners 
to fix it, as there is no expert yet in the company who can 
easily monitor the process execution and in times of 
breakages, they can fix it. Therefore, in terms of economics 
related to the implementation of that RPA Project, the 
maintenance cost would be rising significantly with no or 
little chance to jump over the total cost of RPA 
implementation and hence generate or give less ROI or no 
ROI at all.  

Whenever a process has these kinds of characteristics, it 
is essential for the organizations to set their expectations and 
priorities right. Oftentimes, an RPA project becomes a "No-
Brainers" project instead of a "Quick-Wins" project when the 
outcome is not much scalable. However, "No-Brainers" 
projects have specific advantages, like serving as a self-
learning tool before more complicated and impactful 
processes are automated. Since "No-Brainers" are less 
impactful as compared to "Quick Wins", therefore, 
organizations with the low level of automation maturity can 
first move up the learning curve before moving on to the 
"Quick-Wins" projects. Just to get a glimpse of what RPA is 
what it can do, a company with little maturity in RPA can go 
on automating low-complexity processes and later on, when 
the automaton maturity is improved, the same process, which 
was under "No-Brainer" category, can easily be moved to 
"Quick-Wins" category. 

Long-Term Improvement (--): Automation projects 
with high complexity and benefits similar to or even lesser 
than those of "No-Brainers" projects are referred to as “Long 
Term Improvement” projects. These projects bear even lesser 
benefits as compared to the "No-Brainers", so, companies 
should be vigilant enough to see that if their Business Process 
Complexity comes out to be high and on the other hand, the 
company is not much advanced in the RPA Maturity, then 
these types of projects are to be completely neglected or be 
left out.  

The higher complexity of the process means the greater 
cost for development, server, consultancy, and so on. It 
covers around 50% or even more of the total RPA 
implementation cost. In addition, the benefits of projects are 
even lesser than the "No-Brainers" projects, so, in such cases 
or projects, the companies should not come under the 
perception of trying out the technology just for experiment or 
fun or if they did then very badly, they would be failing on 
RPA implementation with huge monitory losses. So, avoid 
automating such a category of projects. So, why "Long Term 
Improvement" project name given to such a quadrant or 
benefit is because without thinking anything long-term plans 
should be made to improve the company’s current level of 
automation maturity if it wants to automate such complicated 
processes and side by side making that process less complex 
and standardizing it. 
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Must Do Improvement (++): Must Do Improvement 
project bears high complexity of the business process in 
contrast to very high RPA Maturity. Such projects possess 
greater benefits than "Quick-Wins" projects as the more 
complex the process is, the higher the outcome in terms of 
quality, ROI, and efficiency of the process with no human 
error at all, while executing a process. Automating such 
processes which are highly complicated and possess overall 
greater benefits, should definitely be automated.  

The company has a high level of RPA maturity where 
there’s a capability of automatically arranging the 
unstructured data into a structured one, the frequency of the 
process is pretty high, and the process is pretty much 
impactful to the customers (whether internal or external). Of 
all the quadrants, "Must Do Improvement" projects possibly 
possess the greatest challenge to any RPA journey since 
project investments are high while their business impact is 
also high. So, why is "Must Do Improvement" the name 
given to such quadrant or benefit even if the outcome of the 
process is huge, the company or RPA in that company has 
such capabilities of improving the process, improving its 
bottlenecks and making it much cleaner and more 
straightforward with little time to invest on it and generating 
tremendous benefits. 

Quick-Wins (+): RPA projects which are implemented 
fast and swiftly generate returns are referred to as Quick-
Wins projects. They bear low complexity yet still have high 
reward potential. Low-complexity automation projects can 
be implemented easily and do not need much customization 
afterward. The development cost of the RPA project is very 
much low compared to other costs associated with RPA. The 
maintenance cost is also significantly very low as the 
company can solve the errors by itself during the execution 
of the program.  

There is a proper centralized team (CoE) which is 
responsible for the RPA projects in that company. The 
"know-how" can be easily transferred from one department 
to another without any restrictions or anything. A proper 
Governance model is there with the capability of mapping 
out the processes that can be considered for automation.  
Some medium-complexity projects can still be defined as 
Quick-Wins where data transfers between applications are 
required. There is a positive ROI and no chance of getting an 
RPA project failed.  

Success is being seen across all the departments of a 
company and automation is just like another daily routine 
thing for all the employees. RPA bots work non-stop through 
the pre-defined, consistent working method. There is scalable 
work force and an increased focus on value creation. RPA 
bears low risks by working on online servers without any 
help from a human. The processing speed is quite high. 

 
5 CONCLUSION AND FUTURE RESEARCH 
 
 The design of the Robotic Process Automation Portfolio 
fulfills the objective of providing a relevant theoretical and 
practical understanding of RPA projects for company so that 
they can successfully select business processes (BP) that 
match their automation maturity, thus avoiding RPA early 

retirement. Literature reviews and expert interviews were 
used to identify criteria for the two portfolio variables (X) BP 
complexity and (Y) RPA automation/maturity. As a result, 
there are 10 criteria for business process complexity and 14 
criteria for automation / RPA maturity. 

The two-variable approach does not guarantee a 
comprehensive assessment, it is necessary to have other 
variables such as costs, benefits, usability, technology 
readiness, and company readiness, as suggested by Axmann 
and Harmoko (2020) [10]. However, to speed up decision-
making as well as the suitability assessment of RPA to the 
organization, the initiation of two variables is sufficient. 
Subsequent research is aimed at creating a broader portfolio 
while answering other emerging questions such as "How do 
organizations use automated portfolios?", and "How do 
organizations calculate the value of X and Y variables?". 
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Design for Six Sigma Digital Model for Manufacturing Process Design 
 

Elvis Krulčić*, Sandro Doboviček, Dario Matika, Duško Pavletić 
 

Abstract: The transition to digital manufacturing has become more important as the quantity and quality of the use of computer systems in manufacturing companies has increased. 
It has become necessary to model, simulate and analyse all machines, tools, and raw materials to optimise the manufacturing process. It is even better to determine the best 
possible solution at the stage of defining the manufacturing process by using technologies that analyse data from simulations to calculate an optimal design before it is even built. 
In this paper, Design for Six Sigma (DFSS) principles are applied to analyse different scenarios using digital twin models for simulation to determine the best configuration for the 
manufacturing system. The simulation results were combined with multi-criteria decision-making (MCDM) methods to define a model with the best possible overall equipment 
effectiveness (OEE). The OEE parameter reliability was identified as the most influential factor in the final determination of the most effective and economical manufacturing 
process configuration. 
 
Keywords: digital twin model; DFSS; multi-criteria decision-making methods (MCDM); overall equipment effectiveness (OEE); reliability  
 
 
1 INTRODUCTION  
 

Today, the application of digitalisation is making its way 
into all areas of our society. On the one hand, the pandemic 
COVID19 crisis is accelerating the process of digitalisation 
in education and business through the implementation of 
distance activities, the development of new digital models, 
methods, and skills. On the other hand, a significant energy 
crisis is accelerating electrification processes at a pace that 
was unimaginable until yesterday. Long-term strategies and 
plans need to be adapted to the new conditions, as rapid and 
significant changes occur every year. The biggest challenge 
in this process is maintaining competitiveness, speed, and 
quality. The right answer to this challenge can be the 
combination of known and proven methods and tools adapted 
to the new conditions in society. It is no longer sufficient to 
carry out optimisations during the product life cycle (PLC) 
[1]. It is imperative to look for solutions or partial solutions 
in the earlier stages of defining the product and its production 
process. An area that has developed and improved with 
unprecedented speed in the last decade is also the 
digitalisation of production processes. There are several tools 
at our disposal for creating product simulations and the 
associated production process. A clear methodology 
describing rules and norms in the form of standards has not 
yet been developed and defined, but there are numerous 
studies in the literature on digitalisation, digital twins (DT) 
and their application [2]. This paper proposes a model for 
manufacturing process design that combines digital models 
with Design for Six Sigma (DFSS) principles in studying the 
effects of different configurations of production equipment 
[3]. The digital model is validated by simulation in a 
Tecnomatix software package with analytical calculations on 
real machine data. 

The paper is structured as follows: Chapter 2 contains an 
analysis of the current literature in the field of DFSS and DT. 
The aim of the literature review was to search for available 
tools for manufacturing process design to improve control 
over the impact of design on the final performance of the 
manufacturing process. The idea of combining several of the 

most useful DFSS tools with digital twins is explained in 
Chapter 3 with a figure of the proposed hybrid model. 
Chapter 4 presents the research findings resulting from the 
application of the proposed model to a case study. In the case 
study, two manufacturing systems with different 
configurations were analysed in terms of equipment 
reliability and productivity rate. The last chapter contains an 
overview, discussion, and conclusions. 

 
2 THEORETICAL BACKGROUNDS 
 

This section is a literature review of the concepts of 
DFSS, Digital Factory, Digital Twins and OEE from a 
manufacturing process design perspective. 

 
2.1 Design for Six Sigma in the Life Cycle Environment 
 

The digitalisation process to improve productivity and 
the economy is unstoppable and irreplaceable. It is a question 
of strategic level to what extent and when the digitalisation 
of certain areas and levels in our company or process will 
take place. One of the best ways is certainly to involve DT as 
early as possible, i.e., in the design of the product or 
production system. The desired end state is a digital factory 
in which all elements are integrated. According to the 
standard VDI 4499, Part1: 2008-02 of the Association of 
German Engineers, the digital factory is a generic term for a 
comprehensive network of digital models, methods, and tools 
- including simulation and 3D visualisation - that are 
integrated into an end-to-end data management system [4]. 
The goal of the digital factory is the holistic planning, 
evaluation and continuous improvement of all essential 
structures, processes, and resources of a real factory in 
connection with the product. In the development of the 
individual parts of the digital factory, the various digital tools 
and concepts emerge, the most important of which are: 
Internet of Things (IoT), Enterprise Resource Planning 
(ERP), Project Management (PM), Product Lifecycle 
Management (PLM), Advanced Planning & Scheduling 
(APS), Manufacturing Execution System (MES). The 
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Industrial Internet of Things (IIoT) brings together machines, 
advanced analytics, and people. The networked assets and 
devices that use communication technologies are creating 
systems that can monitor, collect, share, analyse and provide 
valuable new insights like never before [5]. These insights 
can then contribute to smarter and faster business decisions 
for manufacturers. According to a Cisco study from 2017, 
74% of companies that start an IoT initiative fail because 
many of these projects were not successful for various 
reasons. In most cases, projects went over budget, 
implementation times were too long, there were problems 
with interoperability between existing platforms or planning, 
and resources were not allocated appropriately, leading to 
project abandonment [6]. An IoT platform is a multi-level 
technology consisting of software and hardware that includes 
an operating environment, storage, computing resources, 
security and development tools that support the management 
of smaller applications and IoT devices. Generic IoT 
platforms, like AWS, Azure IoT, SaS, Thing-Worx provides 
technologies and tools that support the management of IoT 
devices that are not used in an industrial environment. In this 
context, a home automation platform that manages smart 
household devices such as refrigerators, smart windows, 
temperature, etc. can be called a generic IoT platform. IIoT 
platforms, on the other hand, provide support for machines 
and smart devices used in an industrial environment. The 
IIoT platform provides customised software designed for 
industrial applications and analytics.  

Since digitalisation requires significant resources, a 
certain level of knowledge and achieved the minimum 
requirement of Industry 4.0 concept, the question arises, 
especially for medium-sized and small companies, whether 
there is a simpler, faster, and cheaper solution with which 
such companies can maintain their competitiveness in the 
market. The answer lies in the combination of DFSS 
principles and DT in decision-making. Design for Six Sigma 
is a well-known element of product development in the Six 
Sigma quality programme [7]. The goal of DFSS is to prevent 
defects by integrating quality into the product, process, and 
system. Unlike other Six Sigma methods, DFSS is product-
oriented and not process-oriented. Nevertheless, DFSS 
should be integrated into a product and manufacturing 
process development framework, so that it becomes 
repeatable and optimised to achieve sustainable success for 
any organisation. DFSS provides a range of techniques that 
engineers can use to improve their effectiveness in 
developing systems that reliably meet customer 
requirements. Talyor et al. [8] have demonstrated the 
integration of classical techniques to create a highly available 
system and provided an overview of some of the most useful 
techniques. Several of these techniques were used in 
presented case study. There are many available digital tools 
for product development, but DFSS is not one of them, it 
represents a cultural change within the various functions and 
organisations in which it is implemented [9]. It provides 
strong statistical tools to address weak or new processes and 
increase customer and employee satisfaction. To successfully 
implement these continuous methods, the objectives of DFSS 
and Six Sigma should be linked to the company's goals, 

vision, and mission. They are powerful tools that support the 
achievement of leadership in design, customer satisfaction 
and cultural change. 

 
2.2 Digital Twin in the Life Cycle Environment 

 
Grieves et.al [10], who first introduced the concept DT 

in 2003, defined DT as "a set of virtual information 
constructs that fully describe a potential or actual physical 
product from the microatomic to the macrogeometric level" 
from which all the required information "could be obtained 
by inspecting a physical product". DT has developed rapidly 
over the last few decades, and in recent years have seen an 
enormous scientific contribution to the exponential growth of 
scientific papers and patents filed on the subject DT. There 
are many analyses and attempts to summarise the different 
views and applications of DT [11]. Of particular interest are 
the reviews that attempt to define the gradation of seven main 
areas: Goals, User Focus, Lifecycle Focus, System Focus, 
Data Sources, Data Integration Level and Authenticity, as in 
Tab. 1 [12]. In other literature reviews, authors go into detail 
about the terms digital model, digital shadow and digital twin 
and the difference between them [13]. The definitions differ 
in the degree of data integration between the physical and 
digital parts. Some digital representations are independent 
models that are not connected to a physical object in real 
time, while others are fully integrated with real-time data 
exchange. Most publications are classified as Digital Shadow 
and Digital Model, only 18% of the papers use the term 
Digital Twin with bidirectional data transfer [13]. When 
modelling real-world scenarios in virtual and mathematical 
environments, it is obvious that the quality of the results 
depends on the quality of the model. Every production line 
and every manufacturing plant is different and there are 
classifications according to parameters and characteristics. 
Each of these classifications is approached in a particular 
way when modelling, as each has limitations, and a model is 
specific to the object of study and cannot be generalised [14]. 

 
Table 1 Digital Twin application dimensions [11] 

Dimensions Values 

Goals Information 
acquisition 

Information 
analysis 

Decision 
and action 
selection 

Action 
implementation 

User focus Single Multiple 
Life cycle 

focus One phase Multiple phases 

System 
focus Component Subsystem System System of 

system 
Data sources Measurements Virtual data Knowledge 

Data 
integration 

level 
Manual Virtual data Knowledge 

Authenticity  
Low                                                                          High 

 
VDI Guideline 3633 defines simulation as the 

reproduction of a system, including its dynamic processes, in 
a model with which experiments can be carried out. The aim 
of simulation is to obtain a result that can be transferred to a 
system in a real environment. Furthermore, simulation 
defines the preparation, execution, and evaluation of 
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carefully controlled experiments in a simulation model [15]. 
Following the same guideline, the basic steps of any process 
simulation are as follows: 
1) Definition of the problem. 
2)  Examination of the reasonableness: cost-effectiveness of 

creating a simulation. 
3)  Definition of the simulation objectives. 
4)  Verification of the process in a real environment and 

collection of data needed to create a simulation model. 
5)  Creation of a simulation model: a twin of the real model 

in accordance with the desired objectives of the 
simulation analysis. 

6)  Verification of the simulation model by comparing the 
individual results of the model with the actual results of 
the physical system in production. 

7)  Conducting experiments, i.e., performing simulations 
within the simulation model. 

8)  Analysing the results and interpreting the data - 
simulation results. 

9)  Documenting the results, i.e., management decision 
making based on the simulation results about process 
improvements in the real environment. 
 
PwC [16] in their quantitative research conducted by 200 

industry company in Germany, defines three different types 
of digital twin for industrial applications in "Digital Factories 
2020": the digital twin of the product, the digital twin of the 
production facility and the digital twin of the factory. This 
work deals with the digital twin of the factory and is based 
on a discrete event simulation model representing the 
machining department in the automotive industry and aims 
to quantitatively evaluate the impact of different production 
configurations on lead time, production capacity and number 
of workers. A digital twin of one or more production lines is 
used for design, virtual commissioning, and ongoing 
operation. The focus is on simulating the operation of a plant 
to adjust and optimise its key parameters and enable concepts 
such as predictive maintenance or augmented reality. 
Simulation modelling has become an indispensable tool to 
analyse expected performance, validate designs, 
demonstrate, and visualise processes, test hypotheses and 
perform many other analyses. It is the preferred tool in a wide 
range of industries, and as mentioned earlier, in some 
industries it is even required before any major investment. 
However, there are some cases where simulation is not the 
best technique to find a suitable solution. Laguna et al. [17] 
have established 10 rules for when it is not appropriate to 
simulate. 

By applying the basic principles of DFSS with DT in the 
form of using true-to-life digital models in simulations when 
designing manufacturing processes, it is possible to 
investigate most possible scenarios and make the best 
possible decision when determining the final configuration 
of the production process quickly and cost-effectively. 

 
3 PROPOSED/NOVEL APROACH IN MANUFACTURING 

PROCESS DESIGN 
 
Despite numerous articles about tools and models for the 

product development process, the literature review has not 
revealed a comprehensive model that proposes the use of 

methods and tools in the sense of DFSS in the field of 
manufacturing process design. This chapter presents the 
author's efforts to propose a hybrid model whose main 
application is the design of manufacturing systems. 

 
3.1 DFSS and Classical Reliability Techniques 

 
A good explanation of the DFSS tools and methods used 

to analyse and design highly available systems, with simple 
examples, is given by the Institute of Electrical and 
Electronics Engineers [8]. These techniques are listed in Tab. 
2. 

 
Table 2 DFSS tools and methods 

Abbreviation Tools / Methods 
VOC  Voice of the Customer 

KANO KANO analysis 
 Analysis of technical risk 

QFD Quality Function Deployment or House of Quality 
CPM Critical Parameter Management 

 First principles modelling 
DoE Design of Experiments 

DFMEA Design Failure Modes and Effects Analysis 
FTA Fault Tree Analysis 

 Pugh matrix 
 Monte Carlo simulation 
 Commercial DFSS tools 
 Mathematical prediction of system capability 
 Visualizing System Behaviour early in the life cycle 
 Critical Parameter Scorecard 

 
3.2 DT terms 
 

As mentioned above, DT has evolved considerably over 
the past decades without a definitive definition of a standard. 
Due to the constraints for an adequate implementation of DT 
(Industry 4.0), it is important to understand the differences in 
the degree of data integration between physical and digital 
objects. These crucial differences make it possible to 
implement DT even without an achieved Industry 4.0 level 
in the company, at an early stage of the development of the 
manufacturing process. Uhlenkamp et al. proposes a 
classification of Digital Twins into three subcategories based 
on the degree of data integration [12]. The subcategories are 
shown in Fig. 1 and Fig. 2. 

 
3.2.1 Digital Model (DM) 
 

A DM is a digital representation of an existing or planned 
physical object that does not use any form of automated data 
exchange between the physical object and the digital object 
as shown on Fig. 1, left. Such models include, but are not 
limited to, simulation models of planned factories, 
mathematical models of new products, or other models of a 
physical object that do not use any form of automated data 
integration. Digital data of existing physical systems can be 
used to develop such models, but all data exchange is manual. 

 
3.2.2 Digital Shadow (DS) 
 

Based on the definition of DM, if there is also an 
automated one-way data flow between the existing physical 
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object and a digital object, one can speak of such a 
combination as DS, as shown on Fig. 1, right.  
 

 
Figure 1 Data flow in a digital model and digital shadow 

 
3.2.3 Digital Twin (DT) 
 

The data flows between an existing physical object and 
a digital object are fully integrated in both directions, you 
could call it DT. In this case, the digital object can also act as 
a control instance of the physical object. 
 

 
Figure 2 Data flow in a digital twin 

 
3.3 DFSS & DM Novel Hybrid Approach 
 

When developing a new manufacturing process or 
modifying part of an existing physical object, the authors 
propose combining some DFSS tools with digital models and 
MCDM tools. With digital models, it is possible to simulate 
the model of an existing physical system and analyse or 
compare alternative solutions for a new complete 
manufacturing process or part of the system. In 
manufacturing, it is often the case that several stages of 
prototypes are produced and tested in the introduction phase 
of production to improve the product design. Due to limited 
time and investment, it is not possible to apply the same 
principle to production facilities. Production optimisation is 
an ongoing process, both in the start-up phase and during the 
product life cycle. In some cases, experts have only realised 
the effects of a non-optimal design of the production process 
in the late phase of production preparation or later during 
production operation. The goal of the proposed hybrid 
Design for Six Sigma Digital Model (DFSSDM) approach is 
to avoid or significantly reduce these types of costs by using 

DM together with DFSS techniques. With the proper use of 
the tools, methods and DM shown in Fig. 3, it is possible to 
achieve these goals. The structure of the proposed hybrid 
model consists of using most of the original tools of DFSS 
and Digital Model in the presented grouped techniques. 
Certain tools have been replaced by more convenient tools. 
Design Failure Modes and Effects Analysis (DFMEA) has 
been replaced by Process Design Failure Modes and Effects 
Analysis (PFMEA), as the object of analysis is a production 
system and not a product. Similarly, Voice of Customer 
(VOC) has been replaced by Voice of Supplier (VOS) as the 
focus is on the supplier's product, the production system, and 
not the customer's product. The use of commercial DFSS 
tools such as Minitab, Matlab and others is complemented by 
digital twin models. The proposed model recommends the 
use of Plant Simulation or a similar software package for 
simulation, as this software offers much richer capabilities 
for representing the physical system in production and 
logistics.  
 

 
Figure 3 Transition model from DFSS to DFSSDM hybrid model 

 
To properly define the Key Performance Indicators 

(KPIs) needed to determine the optimal solution for a design 
or analysis, it is necessary to use one of the many MCDM 
tools [18]. A model for selecting the most important KPIs and 
methods for selecting new assets in manufacturing is 
presented in a paper by the author [19], which can be used in 
combination with individual DFSSDM tools. Some tools 
such as the Pugh matrix [20], Design of Experiments (DoE) 
[8] are combined with other MCDM tools in their original 
form. Depending on the specificity of the object of analysis, 
the use of the defined hybrid DFSSDM needs to be adapted, 
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the model can be further extended with individual tools, or 
the use of the existing tools can be restricted. 
 
3.4 Manufacturing KPI’s 

 
The goal of any manufacturing is to achieve all defined 

KPIs to realise the strategy. The definition of certain KPIs 
depends on many factors. Without going into the analysis of 
the KPIs for the design of the manufacturing process, they all 
have the function of designing an optimal system to ensure 
the achievement of the planned KPIs in manufacturing. In 
manufacturing, one of the most important KPIs that shows a 
real picture of a system's performance is Overall Equipment 
Effectiveness (OEE) [21]. The OEE value, which is the result 
of the calculation model that considers process availability, 
performance and quality, is a good indicator of process 
performance. The relationship is represented by the 
following Eq. (1). 
 
OEE Availability Performance Quality= × ×                    (1) 
 

Although all elements of OEE are equally important, 
practise shows that some companies have more problems 
with achieving the required quality level, others with the 
expected performance or plant availability. To improve its 
performance, each company must identify its weak points. At 
the stage of defining the manufacturing process, it is very 
important to know the expected OEE level as well as other 
KPIs. Since OEE and other KPIs are in a life cycle that is 
constantly being optimised, it is important to define the best 
resources in the right configuration to meet the company 
strategy. In many companies, availability is the most 
influential element. It depends on many factors, such as the 
quality of the equipment, the level of knowledge of the user, 
the quality of maintenance of the equipment, the level of 
knowledge of the maintenance staff. No less important are 
the type of maintenance and the organisation at company 
level. Determining the critical component of the production 
system is crucial to predicting the occurrence of a bottleneck. 
Bottleneck characteristics measure the success of the entire 
production system. This does not necessarily mean that the 
single most critical and worst element of the system is also 
the overall outcome of a system. In a production system, it is 
very important to define the configuration model of the 
system. However, even if assume that all the above factors 
are at a very high level, the configuration of the equipment in 
the production system can significantly affect the overall 
reliability of the production system. In production system 
configuration, recognize parallel, serial, and combined 
configuration models [21, 22]. According to the American 
Society of Quality [23], the reliability of a production system 
is defined as the probability that the product will perform its 
intended function under defined conditions without failure or 
error during a specified period. The most reliable factories 
tend to be more productive, have more stable processes that 
result in high quality and low costs, and have more skilled 
employees. There is a strong correlation between process 
KPIs and factory reliability. The reliability of a system can 

be cascaded to the reliability of its components. 
Mathematically the reliability of a serial system is expressed 
by Eq. (2), and for a parallel system by Eq. (3) [24]. 
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For simple systems, calculating reliability is 

straightforward, but often industrial systems involve 
complex, combined models. In this case, several key 
parameters need to be considered for a final decision, leading 
to a rather complex production system analysis, where digital 
models can be of great help. 

 
4 DIGITAL MODEL VS CONVENTIONAL ANALYSIS – CASE 

STUDY 
4.1 Creation and Validation of a Simulation Model 

 
Prior to the creation of the digital model, the results of 

the PFMEA, the VOS, the technical risk analysis, and the 
capability analyses, which are part of the standard procedure 
of the company concerned regarding the input parameters for 
the simulation model, were reviewed. Following all the steps 
presented in chapter 2.2, the PROS1 and PROS2 models 
were created in the simulation software Siemens Plant 
Simulation for two production systems with different 
configurations. Tecnomatix Plant Simulation is a discrete 
event simulation tool that can be used to create digital models 
of logistics systems, e.g., in manufacturing, allowing the 
study of system characteristics and the optimisation of their 
efficiency. The Tecnomatix Plant Simulation software 
package can be used to model and simulate production 
systems and their processes. Material flow, resource 
utilisation and logistics can be optimised for all planning 
levels, from global production plants to local plants and 
specific production lines [25]. The models include CNC 
equipment for machining, a washing machine, and a leak 
testing station in various configurations for machining 
identical aluminium castings. The main difference between 
the two production systems is the CNC2 equipment (Tab. 3). 
The PROS1 configuration has four identical units in parallel 
configuration; PROS2 has one CNC2 unit with 3 serial 
modules and a robot cell for deburring after machining. The 
aim of the simulation is to validate the DFSSDM model and 
define a production system with better OEE performance. 
The production system PROS1 represents the existing 
physical equipment, PROS2 is an alternative solution 
considered to increase capacity. The analytical calculation of 
the finance department defined PRO2 as the more 
economical solution to produce a specific product. The 
purpose of applying the hybrid DFSSDM model is to confirm 
the hypothesis that the PROS2 system is more productive and 
economical than the existing PROS1 system. For practical 
validation of the novel DFSSDM model, the simulation is 
performed with a minimum number of process inputs. Tab. 3 
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shows the input data into the PROS1 and PROS2 production 
model after validation of the model, which was carried out 
with the same inputs for the same type of plant, and the 
comparison with the analytical results. The difference 
between the simulation model and the physical model for 
PRO1 was less than < 3,7%, so the model passed validation. 
The main process inputs in the digital model with the biggest 
difference defined with VOS, CPM and PFMEA are 
Reliability and Number of employees. 

 
Table 3 Input data in simulation models 

  Key process input 
 Assets Tc (min) WF R MTTR (min) 

PROS1 

CNC1 2,12 0,5 98% 12 
CNC1 2,12 0,5 98% 15 
CNC1 2,02 0,5 85% 11 
CNC1 2,02 0,5 85% 10 
CNC2 4,16 1 90% 5 
CNC2 4,16 1 90% 12 
CNC2 4,16 1 90% 10 
CNC2 4,16 1 90% 10 
WM 0,48 1 90% 20 
LT 0,48 1 98% 14 

PROS2 

CNC1 2,09 0,5 85% 15 
CNC1 2,09 0,5 85% 17 
CNC2 1,00 0,33 98% 45 
CNC2 1,06 0,33 98% 30 
CNC2 1,05 0,33 99% 33 

RC 0,56 0 90% 5 
WM 0,57 1 90% 20 
LT 0,56 1 98% 10 

Work calendar: 24/7, 7,5h/shift, Internal logistic in workforce time 
CNC1,2 – CNC machine for different machining operations 
WM – washing machine, LT – Leak Test and package station. 
RC – robotic cell for deburring 
Tc – cycle time, WF – number of workers 
R – Reliability, MTTR – Mean Time to Repair 
 

The data for PROS1 are representative data collected 
during one production year for all unit types. The data for 
PROS2 is a combination of collected data for the same type 
of equipment as in PROS1 and planned data for new 
equipment provided by the equipment supplier. The system 
reliability results were calculated using the indirect method 
based on the results of the processed pieces. For additional 
validation of the model, the data of the quality level and 
productivity of the workers were blocked for this analysis, 
they were set to fixed optimal constant values so that they 
would not influence the result. The reliability data for the 
same type of equipment are average values for all equipment 
of the same type, as only this type of data was available for 
new equipment, while the mean time to repair (MTTR) 
values for PROS1 and for PROS2 are real for a similar 
application. The digital simulation models for production 
systems are shown in Fig. 4 and Fig. 5. 

 
4.2 Research Results 

 
To investigate the influence of time on the reliability 

behaviour of the system, simulations were carried out for 
different production periods, as shown in Tab. 4. From the 
results presented, for the specified production system with 
defined input parameters, it is necessary to create a 

simulation for a longer period, at least for 30 working days, 
in order to obtain repeatable results. The simulation results 
for the total produced part for a production period of 1 year 
and the reliability of the production system are shown in Tab. 
4. The results of the resource statistics for PROS1 and 
PROS2 are shown in Fig. 6 and Fig. 7. These data are used 
to investigate the potential effects of quality level, workers, 
and balancing time between system elements on productivity. 
 

 
Figure 4 Digital model PROS1 

 

 
Figure 5 Digital model PROS2 

 
 Due to shorter cycle times and significantly higher 
individual availability in PROS2, the initial performance of 
PROS2 is better, but the overall result show that the PROS1 
system has better reliability and productivity due to the 
different production configuration. 

 
Table 4 Simulation result for productivity and availability 

Production time 8h 1 day 10 
days 

30 
days 

330 
days 

Production (parts) PROS1 325 1045 10533 31605 348331 
Production (parts) PROS2 357 1029 9145 27781 307894 
Reliability (%) PROS1 93,7 87,8 88,7 88,5 88,7 
Reliability (%) PROS2 88,8 84,3 75,0 75,9 76,5 

 

 
Figure 6 Time ratio of different states of production for PROS1 

 
The PROS1 system can produce 40437 parts or 13% 

more on an annual basis. Therefore, from the point of view 
of availability, PROS1 is the better solution than PROS2. For 
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the final decision, the second important factor must also be 
considered - the number of production workers. 
 

 
Figure 7 Time ratio of different states of production for PROS2 

 
The initial setting of the number of workers in PROS1 is 

eight workers required, while PROS2 requires four workers. 
The results of the simulation models show an average worker 
utilisation of 94.6% for PROS1 and 72.5% for PROS2. 
Considering the difference of four workers in terms of 
number of workers, PROS2 is more favourable. Therefore, 
for the final decision between the two proposed production 
systems, additional factors should be considered, which can 
be done in different ways, e.g., by additionally applying an 
MCDM method and using the available data and expert 
groups to make a final decision.  
 

Table 5 Pugh matrix 
High Availability & Performance 

Attributes 
Reference Concept1 Concept2 

 PROS1 PROS2 
Total investments 0 0 0 
Maintenance - complexity of activity 0 + - 
Fast repair time + 0 - 
Overload protection + 0 + 
Low downtime + + 0 
Cost/pcs - - + 
Flexibility + 0 - 
Clamping polyvalence + 0 - 
Set-up: complexity and duration 0 - + 
Maintenance - maintainer number + 0 - 
Worker number - -- ++ 
Supplier Reference + + - 
Additional automatization 
possibilities + + 0 

Quality level 0 0 + 
OEE 0 0 -- 
Sum of pluses 8 4 6 
Sum of minuses 2 4 7 
Total score 6 0 -2 

Legend: 0 neutral, + positive, - negative, ++ strong positive, -- strong 
negative 
 

Another approach may be to define different technical 
solutions based on the impact of the process configuration on 
reliability. Alternatively, one can extend the scope of the 
simulation models to include other data such as quality, 
energy, logistics, additional analysis of different production 
configurations, etc. to confirm the analytical calculations of 
production costs. For the final decision in this study, the 
MCDM tool Pugh-Matrix was chosen to define the final 
solution as the period and data needed were limited. Other 
appropriate MCDM methods such AHP and TOPSIS or 
PROMETEE can also be used. The results of the Pugh 

matrix, conducted by a competent team of experts, can be 
found in Tab. 5. In the final decision based on the Pugh 
matrix, PROS1 was chosen as the better option for designing 
the production system for the machining process of the 
specific product. This means that the original hypothesis that 
PROS2 is the better solution than PROS1 to produce the 
identical product can be rejected.  
 
5 DISCUSION AND CONCLUSIONS 
 

This paper presents a model for the design of the 
manufacturing process that combines digital models with the 
principles of DFSS and MCDM tools. 

Since DT requires significant capital, a certain level of 
knowledge and the minimum requirement of Industry 4.0 
concept, the authors are looking for a solution that combines 
DFSS principles and DT in the decision-making process. 
Based on a literature review, good knowledge of DFSS 
methodology and experience with manufacturing process 
design, the authors propose a hybrid model for 
manufacturing process design. The model uses some original 
DFSS tools, some of them are replaced by more suitable 
ones, some are slightly adapted, all tools are integrated with 
digital models and MCDM methods. The use of a digital 
model is essential for the design of the manufacturing 
process, as the physical object does not yet exist. The final 
solution of the digital model is transferred to the digital twin 
after all networked devices are installed in the production.  

The main purpose of the proposed model is to make the 
design of the manufacturing process professional and 
relevant by using simulation tools to find an optimal solution 
that avoids or significantly reduces the cost of starting the 
production of a new product. The application of the proposed 
model in a real manufacturing case confirmed the usefulness 
of using a model in the conditions of real manufacturing 
processes. The advantage of this model is that companies that 
are not yet at the level of Industry 4.0 can remain 
competitiveness on the market and further develop their 
business processes. With the new technological possibilities, 
flexibility, agility and lower costs, companies can start their 
journey to create a digital twin with lower capital investments 
and shorter time to value than ever before. Another advantage 
is that the model can be used continuously in optimisation 
activities in the PLC, so it can be applied to existing 
manufacturing processes and the development of new 
manufacturing processes. 

In further research, the proposed model can be extended 
with another existing quality function development (QFD) 
tool to further define the framework for applying the MCDM 
method. Simulations with process modelling tools can be 
integrated with AI, especially in cases where the level of 
Industry 4.0 has been reached and digital twins are already 
present in the manufacturing area. 
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Artificial Neural Network System for Predicting Cutting Forces in Helical-End Milling of Laser-
Deposited Metal Materials 

 
Uroš Župerl*, Miha Kovačič 

 
Abstract: When machining difficult-to-cut metal materials often used to make sheet metal forming tools, excessive cutting force jumps often break the cutting edge. Therefore, 
this research developed a system of three neural network models to accurately predict the maximal cutting forces on the cutting edge in helical end milling of layered metal material. 
The model considers the different machinability of individual layers of a multilayer metal material. Comparing the neural force system with a linear regression model and 
experimental data shows that the system accurately predicts the cutting force when milling layered metal materials for a combination of specific cutting parameters. The predicted 
values of the cutting forces agree well with the measured values. The maximum error of the predicted cutting forces is 5.85% for all performed comparative tests. The obtained 
model accuracy is 98.65%. 
 
Keywords: cutting forces; helical end milling; layered metal material; linear regression; neural model 
 
 
1 INTRODUCTION  
 

Multilayer metal materials are increasingly used in tool 
shops to produce modern metal-forming tools for the 
automotive industry. The properties of individual layers of 
such material are determined according to the given 
requirements. There are quite a few processes available for 
producing such materials, the most widespread of which is 
the LENS (laser-engineered net shaping) process [1]. In this 
process, the workpiece is made layer by layer. If individual 
layers are produced with different process parameters, the 
machinability of these layers is variable. The machinability 
of such materials represents a significant challenge for the 
metal processing industry. The mechanical processing of 
these inhomogeneous materials is highly demanding and 
leads to frequent damage to the tool's cutting edges and 
excessive tool wear. Tool breakage and wear can be directly 
related to cutting forces. Knowledge of the maximum cutting 
forces on the tool enables the precise selection of cutting 
parameters, thereby reducing processing errors and 
increasing the tool's life. 

Advanced machine tools enable cutting force control and 
adjust the parameters to current cutting conditions. Knowing 
the maximum cutting forces and advanced control of the 
cutting forces makes it possible to efficiently machine even 
difficult-to-cut non-homogeneous multi-layered materials. 

In the literature, it is possible to find some research on 
processing multi-directional layered metal materials. The 
most common is research on the machinability of hard-to-
machine nickel-based alloys [2, 3], titanium alloys [4] and 
laminates [5]. An overview of difficult-to-machine alloys, 
which are most often used in the aerospace, nuclear and 
medical industries, was given by researchers in work [6]. LI 
et al. [7] presented a literature review on the machinability of 
additively manufactured titanium alloys. 

Altiparmak et al. [8] studied the machinability of high-
strength aluminium alloys manufactured using additive 
technologies. 

The researchers [9] studied the mechanism of chip 
formation in cutting laser-deposited materials: They found it 
to be complex and not the same as in the processing of 
homogeneous materials, where mostly form chips are 
formed.  

Many models of cutting forces for end-milling can be 
found in the literature. Most mechanistic models [10] have 
proven robust, simple and effective. More sophisticated 
models consider radial cutter runout [11], tool deflection 
[12], system dynamics, cutter contact area [13], indentation 
of the cutting edge into the work material [14], dynamic chip 
thickness [15], chip forming and friction forces [16] and 
radius of curvature for sculptured surface machining [17]. In 
all these models, the cutting forces are calculated as the 
product of the uncut chip thickness and the specific cutting 
forces [18]. In mechanistic models, the helical end-mill is 
divided in the axial direction into differentially thin elements. 
The product of the specific cutting force and the uncut chip 
cross-section area determines the differential force on each 
differential element. By integrating the differential cutting 
forces over the entire height of the tool's cutting edge, which 
is in contact with the workpiece, the total cutting force on the 
tool is then determined. A few studies have been published 
that deal with the modeling of cutting forces in helical-end 
milling composites [19, 20, 21]. Models have been created 
that consider a unique method of determining the specific 
cutting force from orthogonal (cutting data) cutting data, the 
geometry of the chips, the geometry of the tool and the 
cutting parameters [22, 23]. The research [24] on creating a 
model of cutting forces for milling carbon fibre-reinforced 
polymer (CFRP) composites is essential. This model 
calculated the specific cutting forces by considering the 
current chip thickness and cutting speed. The main challenge 
in producing these models is the labor-intensive acquisition 
of specific cutting forces for shape cutting. Obtaining 
specific cutting forces for different combinations of tools and 
workpieces represents a great challenge, as it requires a lot of 
experimental and analytical work. This is particularly 
difficult in the case of multi-layer materials with different 
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machinability of individual layers. Therefore, in this 
research, we developed a methodology to automatically 
determine cutting forces for helical-end mills. The procedure 
is based on a short-term measure of cutting forces under 
certain cutting conditions. Immediately after the 
measurement, the obtained data and the corresponding 
cutting conditions are autonomously transmitted to the 
artificial intelligence. An artificial neural network 
automatically generates a model of the cutting forces in a few 
seconds. This type of modeling is fully automated and does 
not require human intervention. Obtaining specific cutting 
forces is not necessary. Many models of cutting forces based 
on neural networks have been published [25-27] and have 
been shown to be very accurate in prediction.  

The article is organized as follows. Chapter 2 presents 
the modeling of cutting forces and helical-end milling of 
layered laser deposited materials. In chapter 3, three artificial 
neural network models for predicting the cutter's maximum 
cutting forces in the helical end-milling of laser-deposited 
metal materials are presented in detail. In chapter 4, the linear 
regression model of cutting forces is presented. In the next 
chapter, the results of the models are analyzed. Chapter 6 
describes the experimental procedure of data acquisition. 
Section 7 gives the concluding remarks. 

 
2 MODELING OF CUTTING FORCES IN HELICAL-END 

MILLING OF LAYERED LASER DEPOSITED MATERIALS 
 

The mechanistic technique that divides the cutter in the 
axial axis into thin, small elements is often used to model 
cutting forces in helical-end milling (Fig. 1). 

The differential cutting force on the thin element of the 
cutting tool is determined based on the cutting tool geometry 
by multiplying the cross-section of the chip and the specific 
cutting force for that part of the layered material that is in 
contact with the thin element of the tool. The total cutting 
force is determined by adding all differential cutting forces 
on all thin tool elements in contact with the workpiece. To 
calculate the differential cutting forces on a thin tool element, 
verified equations are available in the literature, and the 
calculation does not cause problems. A significant challenge 
is the experimental determination of specific cutting forces 
for each layer of a multilayer laser-deposited material. The 
specific cutting force for a material layer is determined as the 
ratio between the experimentally determined current 
component of the cutting force and the calculated cross-
section of the chip. This process is time-consuming, 
demanding and labour-intensive. 

Therefore, in this research, we developed a methodology 
to quickly determine cutting forces for helical-end mills. The 
procedure is based on a short-term measure of cutting forces 
under certain cutting conditions. Immediately after the 
measurement, the obtained data and the corresponding 
cutting conditions are autonomously transmitted to the 
artificial intelligence. An artificial neural network 
automatically generates a model of the cutting forces in 2-3 
seconds. With further measurements, the already developed 
neural network model is supplemented with new data. This 
type of modeling is fully automated and does not require 

human intervention. Several artificial neural network 
architectures have been tested to achieve rapid model 
generation. Three of the most effective neural network 
architectures are presented, best adapted to modeling cutting 
forces in helical-end milling. 
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Figure 1 Cutting forces on a thin cutting disc in helical end milling of layered 

material. 
 

3 ARTIFICIAL NEURAL NETWORK MODELS 
 

The purpose of this research is to create a system of three 
artificial neural networks for predicting the maximum cutting 
forces on the cutter in the process of helical end-milling of 
laser-deposited metal materials. This chapter presents the 
architectures of three different neural networks adapted to the 
problem of predicting cutting forces based on a tiny sample 
of data for learning and testing. 

Three different neural network architectures were 
constructed. The cutting parameters were entered into the 
neural networks as input data. The output data (result) was 
the maximum cutting force. Maximum cutting force is the 
maximum cutting force that occurs during one cutter rotation. 

The popular multilayer feedforward neural network 
architecture was used for cutting force modeling. The neural 
networks were created in the Matlab software package using 
the nntraintool tool. 

The neural model for predicting cutting forces is built in 
4 steps. In the first step, the data for learning and validating 
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the neural model of cutting forces were obtained in the 
machining experiment.  

This step made 36 measurements of the maximum 
cutting force on the milling cutter. Among the 36 
measurements, 27 measurements were used to learn the 
neural networks, and 9 measurements were used to test the 
neural network's performance.  

Tab. 1 shows 27 datasets for learning and 9 testing 
datasets. The test datasets are highlighted. The Tab. 1 
consists of 5 columns.  

The first column contains the serial number of the 
experiment - measurements, the second to fourth columns 
have the input data for the ANN, and the last column 
represents the output vector with the target value, i.e. the 
value of the maximal measured cutting force. 

This step transferred the learning and testing data sets to 
the ANN. 

 
Table 1 Datasets for model learning and testing. 

Measurement 
No.: 

Spindle speed 
(min‒1) 

Feed rate 
(mm/min) 

ap 
(mm) 

Cutting force 
(N) 

1 2000 390 0.27 174.63 
2 2500 390 0.27 166.75 
3 3000 390 0.27 149.38 
4 3000 960 0.27 153.32 
5 2500 960 0.27 186.45 
6 2000 960 0.27 198.77 
7 2000 2700 0.27 200.08 
8 2500 2700 0.27 196.55 
9 3000 2700 0.27 191.90 
10 3000 6000 0.27 207.15 
11 2500 6000 0.27 213.82 
12 2000 6000 0.27 218.46 
13 2000 390 0.72 180.89 
14 2500 390 0.72 174.83 
15 3000 390 0.72 151.20 
16 3000 960 0.72 156.35 
17 2500 960 0.72 188.77 
18 2000 960 0.72 197.96 
19 2000 2700 0.72 209.37 
20 2500 2700 0.72 196.14 
21 3000 2700 0.72 183.21 
22 3000 6000 0.72 198.16 
23 2500 6000 0.72 213.21 
24 2000 6000 0.72 218.97 
25 2000 390 1.40 188.16 
26 2500 390 1.40 183.01 
27 3000 390 1.40 159.68 
28 3000 960 1.40 163.72 
29 2500 960 1.40 191.90 
30 2000 960 1.40 196.45 
31 2000 2700 1.40 209.68 
32 2500 2700 1.40 196.65 
33 3000 2700 1.40 177.76 
34 3000 6000 1.40 183.11 
35 2500 6000 1.40 207.05 
36 2000 6000 1.40 212.50 

 
In step 2, the architecture of the neural network is 

defined.  
Learning algorithms, activation functions, error for 

evaluating the predictive model's performance and learning 
parameters are defined. 

The learning phase of the neural network is performed in 
step 3.  

During the learning phase, the weights on the synapses 
between the neurons are set. In this way, the internal structure 
of the neural network adapts to the learning data and provides 
the correct predicted results according to the input features.  

In the fourth step, the neural network model is completed 
and ready for use; prediction of cutting forces. 

All three designed ANN architectures have three neurons 
in the input level: spindle speed n, feed rate f and axial depth 
of cut AD.  

The radial depth of cut RD was constant in all machining 
experiments.  

The output from the ANN is the maximum cutting force 
generated in one tool rotation, so only one neuron is needed 
at the output level. 

The first constructed neural network (ANN1) has one 
hidden level with three neurons. In one hidden layer, Sigmoid 
activation function is used. The scaled conjugate gradient 
learning algorithm (trsinscg) is used.  

The performance of the learned network was determined 
based on Mean Squared Error (mse). The detailed 
architecture of the designed ANN1 with algorithm 
parameters and learning progress are shown in Fig. 2. 

 

 
Figure 2 The detailed architecture of the designed ANN1 with algorithm 

parameters and learning progress. 
 
Fig. 3 shows the learning flow of ANN1. The stopping 

condition on the validation set was triggered at the 72nd 
iteration when the MSE error value reached a minimum value 
of 4.2. At 72 iterations, ANN1 is the best learned and most 
accurately predicts cutting forces.  

The gradient of the neural network is associated with the 
green curve. Learning stops when a stop rule is triggered, i.e. 
when the global minimum is reached (in the following six 
iterations the learning of the neural network does not 
improve).  

The program then displays the learning results of the 
neural network. 
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Best validation performance is 4.2 at iteration 72

Iterations  
Figure 3 Learning and validation curves of the ANN1 

 
Fig. 4 shows the match between the values of predicted 

(blue line) and measured cutting forces marked with circles. 
ANN1 compares the predicted cutting force values with the 
measured cutting force values. The dashed line (diagonal of 
the square) shows the ideal relationship between the 
measurements and the predicted values of ANN1. In Fig. 4, 
the predicted values with the dashed line almost overlap, this 
is shown by the value of R = 0.98517. 
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Figure 4. Learning and validation results of the ANN1 neural network. 

 
Out of 27 measurements, four not used in the learning 

process were randomly selected for validation (Fig. 4). The 
linear regression results between the measured and predicted 
cutting forces is given with a value of R = 0.99923. 

The second constructed neural network (ANN2) has one 
hidden level with six neurons. In the hidden layer, Sigmoid 
activation function is used. The Levenberg-Marquardt 
learning algorithm (trainlm) is used. The performance of the 
learned network was determined based on Mean Squared 
Error (mse). The detailed architecture of the designed ANN2 
with algorithm parameters and learning progress are shown 
in Fig. 5. 

Fig. 6 shows the learning flow of ANN2. The stopping 
condition on the validation set was triggered at iteration 12 
when the MSE error value reached a minimum value of 17.4. 
The gradient of the ANN2 reached a global minimum at the 
sixth iteration. ANN2 learned with six iterations predicts 
cutting forces most accurately. The gradient of the neural 
network is associated with the green curve. 

 
Figure 5 The detailed architecture of the designed ANN2 with algorithm 

parameters and learning progress. 
 

 
Figure 6 Learning and validation curves of the ANN2 

 
Compared to ANN1, the match between predicted values 

and measured cutting forces was similar, with neural network 
learning achieving a ratio of R = 0.974113. 
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Figure 7. Learning and validation results of the ANN2 neural network. 

 
In the validation, the linear regression results between 

the measured and predicted cutting forces are given with a 
value of R = 0.975889, which is similar to the results of 
ANN1 (Fig. 7). 

The third constructed neural network (ANN3) has one 
hidden level with seven neurons. In hidden layer, Sigmoid 
activation function is used. The BFGS Quasi-Newton 
learning algorithm (trainbfg) is used. The performance of the 
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learned network was determined based on Mean Squared 
Error (mse). The detailed architecture of the designed ANN3 
with algorithm parameters and learning progress are shown 
in Fig. 8. 

 

 
Figure 8 The detailed architecture of the designed ANN3 with algorithm 

parameters and learning progress. 
 
Fig. 9 shows the learning diagram of ANN3.  
The stopping condition in the validation set was 

triggered at the iteration 14 when the MSE error value 
reached a value of 37.31.  

The gradient of the ANN3 reached a global minimum at 
9th and 12th iterations. In the 14th iteration, the lowest MSE 
value was reached. 

 
Best validation performance is 37.31 at iteration 14
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Figure 9 Learning and validation curves of the ANN3 

 
The match between the predicted and measured values 

of the cutting forces during learning is given by the parameter 
R = 0.9359, which is the worst result of all the constructed 
neural networks (Fig. 10). 

 
 

 

Validation: R=0.94652 

Target  
Figure 10 Learning and validation results of the ANN2 neural network. 

 
The results of the linear regression between the measured 

and predicted cutting forces are given with a value of R = 
0.94652, which is also the worst of all three neural networks. 

 
4 A LINEAR REGRESSION MODEL FOR PREDICTING 

CUTTING FORCES 
 

A simple linear regression model was constructed to 
predict cutting force as a function of cutting parameters. The 
designed linear regression model predicts with 90.3% 
accuracy.  

A linear regression model for predicting cutting forces is 
given by: 

 
𝐹𝐹 = +246.01 − 0.02901 ∙ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 +
         0.37101 ∙ 𝑓𝑓𝑠𝑠𝑠𝑠𝑠𝑠 𝑟𝑟𝑟𝑟𝑟𝑟𝑠𝑠 − 0.065991 ∙ 𝐴𝐴D                 (1) 

 
The results of the linear regression model compared to 

the measured values are given in Tab. 2.  
 

Table 2 Comparison of predicted and measured cutting forces. 

No.: Spindle speed 
(min‒1) 

Feed rate 
(mm/min) 

ap 
(mm) 

Cutting 
force (N) 

Predicted 
cutting force 

(N) 
3 3000 390 0.27 149.4 164.84 
6 2000 960 0.27 198.8 204.18 
9 3000 2700 0.27 191.9 195.98 
12 2000 6000 0.27 218.5 278.33 
18 2000 960 0.72 198.0 203.84 
24 2000 6000 0.72 219.0 277.99 
27 3000 390 1.40 159.7 163.99 
30 2000 960 1.40 196.4 203.33 
33 3000 2700 1.40 177.8 195.13 

 
5 RESULTS AND DISCUSSION 
 

The research aimed to create a system of three neural 
network models for predicting cutting forces and to compare 
the results of the models with the measured values of the 
cutting forces and with the results of the linear regression 
model. 

All three artificial neural networks and the linear 
regression model were trained with data from 27 
measurements and tested with data from 9 measurements. 
The obtained results from neural networks and linear 
regression models, together with the measured cutting forces, 
are shown in Tab.  3 and Fig. 11.  
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Table 3 Comparison of model results with measurements. 
 Cutting force (N) 

No.: 
Measured 

cutting 
force (N) 

ANN1 ANN2 ANN3 
Linear 

regression 
model 

3 149.4 144.0 149.5 160.8 164.84 
6 198.8 186.1 187.2 184.1 204.18 
9 191.9 182.1 184.7 181.3 195.98 
12 218.5 216.1 213.9 222.3 278.33 
18 198.0 191.9 191.9 193.8 203.84 
24 219.0 212.8 215.3 220.1 277.99 
27 159.7 154.3 162.8 158.4 163.99 
30 196.4 198.2 201.0 199.6 203.33 
33 177.8 175.2 175.2 182.0 195.13 

 
Table 4 Deviation of predicted values from measurements. 
 Prediction error (%) 

No.: 
Measured 

cutting 
force (N) 

ANN1 ANN2 ANN3 
Linear 

regression 
model 

3 149.4 3.60 ‒0.07 ‒7.71 ‒10.39 
6 198.8 6.38 5.85 7.43 ‒2.73 
9 191.9 5.15 3.75 5.54 ‒2.13 
12 218.5 1.09 2.11 ‒1.78 27.54 
18 198.0 3.07 3.10 2.12 2.98 
24 219.0 2.84 1.68 ‒0.50 27.08 
27 159.7 3.38 ‒1.93 0.83 2.70 
30 196.4 ‒0.88 ‒2.33 ‒1.64 3.52 
33 177.8 1.46 1.46 ‒2.39 9.81 

 Model 
accuracy 97.13 98.65 97.21 92,52 

 
The predicted cutting force values of the three neural 

networks are very similar to each other, but due to the small 
number of samples, the linear regression model predicted the 
results worse than the neural networks.  

Fig. 12 and Tab.  4 show the average error of the 
predicted cutting force values compared to the measured 
cutting force.  
 

ANN1 ANN2

ANN3 Linear regression

Measured cutting force

 
Figure 11 Comparison of model results with measurements 

 
The results show that the neural network models are 

more accurate than the linear regression model and that the 
average error of the predicted cutting force is smaller than the 
model made by linear regression. Among all the neural 
networks, the ANN2 neural network showed the best results, 
with a maximum deviation of 5.85%. 

ANN1 ANN2 ANN3 Linear regression  
Figure 12 Deviation of predicted values from measurements 

 
6 EXPERIMENTAL TESTS TO OBTAIN DATA 
 

To create 3 neural networks and verify the predictive 
capabilities of the models, machining experiments were 
performed at the Heler BEA 02 machining centre. For the 
helical end milling process, carbide milling cutters with a 
diameter of 9 mm with two flutes, 28.1° helix angle and 3.80° 
rake angle were used. The tool material is sintered tungsten 
carbide with TiAlN coating and a hardness of 1800 HV. 

The workpiece was produced on the Optomec LENS 
850-R machine. The primary material of the workpiece is 
steel 20MnCr5. Three thick layers of stainless steel (316L) 
are applied to the 20MnCr5 steel base. The deposited layers 
have different properties (Fig. 1). The layers are made with 
38% overlap. The thicknesses and harnesses of the individual 
layers are shown in Fig. 1 and range from 295 HV to 332 HV. 

The maximum cutting forces that occur during one cutter 
rotation were measured with a Kistler 9257A piezoelectric 
dynamometer with a natural frequency of 3.5 kHz. A Dual 
Mode amplifier (NI 9215A) is used to amplify the charge. A 
low pass filter of 1.2 kHz cut-off frequency is used for 
filtering. The conversion of the charge into a voltage from 0-
10V was performed by a data acquisition card manufactured 
by National Instruments. LabVIEW software was used to 
develop the measurement application. Each measurement 
was repeated three times. 

Measurements were made at three milling depths: 0.27 
mm, 0.72 mm and 1.40 mm. For each milling depth, 12 
different measurements were made, which depended on feed 
and cutting speed. Three different tool frequencies were 
used: 2000, 2500 and 3000 rpm, and four different feed rates: 
390 mm/min, 960 mm/min, 2700 mm/min and 6000 
mm/min. All 36 measurements are shown in Tab.  1. Nine 
measurements were used to verify the manufactured models. 

Fig. 1 schematically shows a machining experiment with 
a tool and a workpiece for the development and verification 
of models of cutting forces. 
 
7 CONCLUSIONS 
 

This article presents a system of three artificial neural 
networks models for accurate prediction of the maximal 
cutting forces on cutting edge of a cutter in helical end 
milling of layered metal material with different machinability 
of individual layers. The workpiece material is classified as 
a difficult-to-machine material. Artificial neural network 
models were developed in Matlab software.  
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The goal of the research is to replace the long-term 
analytical determination of maximum tool loads when 
machining materials with layers of different machinability by 
automatically creating models based on artificial intelligence 
from the smallest amount of experimental data. 

The results provide a comparison between predicted 
cutting forces using linear regression and neural networks 
models and experimentally obtained values. It turns out that 
all three neural network models (ANN1, ANN2, ANN3) of 
cutting forces have an average error of less than 6.5% and are 
more accurate than the linear regression model. The maximal 
cutting forces predicted by the neural models are in good 
agreement with the experimentally obtained ones.  

The second neural network (ANN2) proved to be the 
most accurate of the three with the largest deviation of 5.85% 
from all measurements and 98.65% model accuracy. 
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In-Crystal Dislocation Behaviour and Hardness Changes in the Case of Severe Plastic 
Deformation of Aluminium Samples  
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Abstract: The presence of dislocations significantly modifies the mechanical properties of crystalline solids. Severe plastic deformation (SPD) and the most used SPD process – 
the Equal Channel Angular Pressing (ECAP), affect the multiplication and localized accumulation of dislocations. This research is related to the observation of dislocation pile-up 
and significant reduction of the crystalline grain size caused by severe deformations in the ECAP process of the widely used aluminium material (Al 99.5%). Because of its 
lightweight, the application of Al 99.5 % can pose a challenge for the aviation and space industry, especially since its mechanical properties limit its application. Improving these 
mechanical properties can extend its applicability in cases of demanding constructions as well as influence the final product cost. As a confirmation of SPD in-fluence on mechanical 
properties, material hardness has been examined and described. Dislocation monitoring is enabled using the light and electron microscopy and AFM (Atomic Force Microscope) 
device. A numerical simulation of the Equal Channel Angular Pressing process using the ABAQUS software package determined the representative area of the most severe 
deformation.  
 
Keywords: aluminium (Al); atomic force microscope (AFM); equal channel angular pressing (ECAP); hardness; severe plastic deformation (SPD) 
 
 
1 INTRODUCTION  
 

Each real crystal contains defects or irregularities in the 
crystal structure that can be dynamic or static. While dynamic 
defects, errors, irregularities of the crystal structure are 
caused by excitations of the crystal structure, static defects 
occur during the construction of the crystal structure or later 
processes such as mechanical deformations, heating, 
radiation, and others. Static defects can be point, line, surface 
or volume defects or irregularities. Many macroscopic 
properties of crystals can only be explained by the existence 
and change in the concentration of defects in crystals. From 
the perspective of mechanical properties, the dislocation is 
the most important crystal defect. It has been recognized that 
dislocations are the primary carriers of plastic deformation in 
crystalline solids, leading to ductility that makes metals 
workable, and through their manipulation and entanglement, 
hardening that makes the same metals stronger. [1]. 

Due to the action of external forces a glide of many 
dislocations occurs, which then results in a slip and leads to 
plastic deformation in crystalline solids. It can be thought of 
as sliding or successively moving one plane of an atom over 
another on so-called slip planes. This is uniquely defined as 
a plane containing both a line and a Burgers dislocation 
vector. Further deformation occurs either by more movement 
on existing planes of atoms or by creating new slip planes. 
The slip planes are usually the planes with the highest atom 
density, with the slip direction being the shortest translation 
of the vector. Often this direction is the one in which the 
atoms are closest. The sliding results in the formation of steps 
on the crystal surface. The direction of the slip is necessarily 
always parallel to the Burgers dislocation vector responsible 
for the sliding. The glide of one dislocation across the plane 
of the slip to the surface of the crystal produces a surface slip 
step equal to the Burgers vector [2]. 

The dislocation which is sliding through the crystal 
structure occurs within a single crystal. The remaining 
dislocations or grain boundaries present an obstacle for the 

movement of the dislocations. To overcome such obstacles, 
a large amount of energy and a very high force is required, 
which, in practice, prevents such movement. Therefore, 
during cold plastic deformation, dislocations accumulate 
within the grain and at the grain boundaries, thus making 
difficult further plastic deformation and increasing the 
strength of the deformed material. 

Many scientific studies since the 1940s, up to now, relate 
to the experimental study and numerical calculation and 
simulation of the behaviour of dislocations within the crystal 
structure of metallic materials.  

One of the first calculations can be dated back to 1940, 
when Burgers suggested that if an array of moving 
dislocations were stopped, a large local stress concentration 
would result [3]. This was the genesis of the dislocation pile-
up, a concept which has proven to be helpful for analysing 
work hardening phenomena. Rosenfield and Hahn (1968) [4] 
have calculated the time dependent positions of dislocations 
emitted from a source into infinite homogenous medium and 
the positions of a moving array suddenly confronted with an 
obstacle. In 1969 Kanninen and Rosenfield [5] researched the 
numerical calculation of time dependent formation of single-
ended dislocation pileups from the sequential emission of 
dislocations from the stress activated source. In 1974 Turnen 
[6] presented a method of numerical calculation for time 
dependent behaviour of several curved dislocations in a 
crystal. Devincre and Condat (1992) [7] made 3D computer 
modelling of plastic flow and model validation of a 3D 
simulation of dislocation dynamics. Also, several other 
authors were dealing with 3D computer modelling of 
dislocation movement in plastic deformations (Zbib 1998, 
Wang 2001, Yashiro 2006) [8-10].   

Some techniques provided the possibility of a visual 
investigation of dislocations and their interactions in 
materials such as electron microscopy and X-ray diffraction 
measurement systems. Scientific research which relies on 
these techniques was conducted by Shen, Wagoner, and 
Clark (1987) [11] and Krause, Sylla and Oriwol (2016) [12]. 
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 This research work is related to the observation of 
dislocations pile-up caused by severe deformations of the 
aluminium material and, at the same time, a significant 
reduction of the crystalline grain size. Dislocation monitoring 
is enabled using the AFM (Atomic Force Microscope) 
device. Severe plastic deformation was performed using the 
ECAP (Equal Channel Angular Pressing) procedure. The 
ECAP procedure, as a method of achieving severe plastic 
deformation finds its application mostly for the hardening of 
titanium, copper, and aluminium alloys. ECAP application in 
the field of material hardening and several new interventions 
in the basic form of ECAP process has been described in 
scientific papers by Chia-Nan Wang (2016) [13] and Öğüt 
(2021) [14]. In this research, ECAP process has been applied 
on Al 99.5 % samples. This is a light weight, widely used, 
cheap material. Because of its light weight, the application of 
Al 99.5 % can pose a challenge for the aviation and space 
industry, especially because its mechanical properties limit 
its application. Improving these mechanical properties can 
extend its applicability in cases of demanding constructions 
as well as influence the final product cost.  
 
2 SEVERE PLASTIC DEFORMATION 
 

Since grain boundaries present an obstacle to the 
movement of dislocations, the fine-grained crystalline also 
results in an increase in the strength of the material. Hence, 
the modification of grain size can enable to design materials 
with desired properties. Physical, mechanical, and chemical 
properties can benefit greatly from the reduction of grain size 
[15, 16]. One of the possible ways for the microstructural 
refinement of metals is Severe Plastic Deformation (SPD). 

The modern SPD technology originates from the work 
done by P.W. Bridgman who developed the techniques for 
materials processing through a combination of high 
hydrostatic pressure and shear deformation [17]. Severe 
plastic deformation leads to exceptional grain refinement of 
the material without introducing any significant changes in 
the overall dimensions of a specimen or workpiece. Materials 
produced by SPD techniques have grain sizes in the range of 
(50–1000) nm. 

One of the most interesting, most frequently researched 
and most frequently used methods of severe plastic 
deformation (SPD) is Equal channel angular pressing 
(ECAP). This method has been proven to improve the 
mechanical properties of commercially pure metals, alloys, 
and composites [18, 19]. ECAP, like other SPD procedures, 
achieves extreme reduction of crystal grains by specific 
deformation of the material and brings their size to the nano 
level (even below 100 nm). Such an effect cannot be 
achieved or approximated by conventional heat treatment or 
conventional plastic processing. Most research on the angle 
extrusion process is devoted to relatively soft metals with 
Face centred cubic (FCC) crystal structure, such as 
aluminium and copper. However, ECAP finds its application 
in the case of processing more complex alloys and solid 
metals for which the number of slide planes along which their 
deformation takes place is limited [20].  
 

2.1 ECAP Material Treatment  
  

Plastic deformation by the ECAP process is achieved by 
extruding the material to be processed through two channels 
of the matrix that intersect at a certain angle, usually 90° [21-
22]. The cross-sections of the channels are identical to the 
cross-section of the sample of material being processed and 
may be square or circular in shape. At the intersection of 
these channels there is a shear zone in which a large shear 
deformation is introduced. The amount of shear deformation 
is mainly defined by the geometry of the tool (inner and outer 
angle). A sample of the material is processed by metal 
removing operations to bring it to a measure where it fits the 
dimensions of the matrix channel before the sample is 
subjected to the ECAP process. The ECAP process can be 
repeated several times, which introduces greater plastic 
deformation into the workpiece without changing its 
dimensions.  

In this specific case of experimental research work, an 
ECAP tool was designed (Fig. 1). The inlet and outcome 
channels of the die intersect at 90° (Fig. 2). They have 
identical, square cross sections, 14 mm in size. The ECAP 
process is conducted using high-capacity hydraulic press 
modified to slow down a ram speed. The obtained pressing 
speed is approximately 10 mm/s. Initial process temperature 
is 20 °C. Lubrication is provided using a homogeneous 
mixture of graphite and molybdenum disulphide. Two ECAP 
passes were conducted with so-called A route - when the 
orientation of the specimen remains unchanged after each 
pass. The initial material state is a cold rolled profile with an 
initial cold deformation of 15 %. Before the last step of cold 
deformation, it has been hot formed. Treated material is 
aluminium 99.5 %.  

 

 
Figure 1 A scheme of the ECAP tool used in experimental research 

 
To explore deformation status of the treated sample a 

numerical simulation of ECAP process was performed using 
Abaqus simulation software [23]. To determine the area of 
the highest severe plastic deformation influence, the first pass 
was observed. The same cross section is used in experimental 
monitoring of the second pass.  

A three-dimensional case of the ECAP process was 
studied. The tool consists of the left and right halves of the 
die, which are symmetrical around the plane in which they 
are joined (Fig. 2). Process modelling is simplified with 
several assumptions which do not impair the accuracy of the 
results, but only shorten the time required to perform the 
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numerical analysis. The first assumption is that the entire tool 
and the sample itself are symmetrical around the joining 
plane; the possibility of setting a boundary condition of 
symmetry around that plane was used. In this way, the 
number of finite elements was significantly reduced in the 
discretization of the model. This directly means that the 
number of unknown parameters in the algebraic system of 
equations is also smaller, which in the end provides 
significant savings in the time required to solve the analysis, 
with unchanged results. However, to further simplify the 
three-dimensional analysis, the plunger was completely 
ejected and instead of it, an edge displacement condition of –
140 mm path along the Y-axis was placed on the upper 
surface of the 140 mm long specimen. The next step before 
running the simulation was to define the finite elements. 
Three-dimensional, first-order hexahedral finite elements 
were selected for this analysis, using the Lagrange 
formulation and reduced integration - C3D8R. The number 
of elements on the sample is 2880 and the number of 
elements on the matrix is 13159. Defined friction coefficient 
was 0.15. Flow curve was chosen from the ABAQUS 
database. 
 

 
Figure 2 ECAP tool parts 

  
According to the deformation scale, the largest 

equivalent deformation occurs at the cross-section A-A 
marked on Fig. 3. This cross section was used to examine 
structural changes in the sample material and changes in 
material hardness. 
 
3 MATERIAL PROPERTIES – PRELIMINARY ANNOTATION  
 

Two ECAP passes were performed on aluminium 
samples, using A route (the orientation of the specimen 
remains unchanged after each pass). Each pass resulted with 
changes in grain size and mechanical properties. The 
mechanical property observed was the hardness of the 
material. According to the deformation scheme of the 
numerical simulation, the cross section with the largest 
equivalent deformation was used. Testing samples for grain 
size and hardness examination were made by the cross 
cutting of ECAP deformed samples. Evaluation of the sample 
microstructure was made using light and electron 
microscopy. Equipment used in research was light 
microscope Olympus GX51F-5 with DP-25 CCD camera and 

image analysing software and scanning electron microscope 
VEGA TESCAN TS5136LS, Brno, Czech Republic with 
integrated SE and BSE detectors. The Figs. 4a), 4b) and 4c) 
present microstructure obtained by severe plastic 
deformation in ECAP procedure. Experimental results 
showed that ECAP deformation resulted in the grinding of 
crystalline grain. Grain size changes are presented in Fig. 4. 
After one ECAP pass the average grain size is 60 % smaller, 
and after two ECAP passes it is 87 % smaller than the initial 
grain size. 

 

 
Figure 3 Equivalent plastic deformation after the first pass 

 

 
(a) 0 ECAP passes – 53 μm 

 
(b) 1 ECAP pass – 21 μm 

 
 (c) 2 ECAP passes – 7 μm 

Figure 4 Photo of cross section microstructure for three different deformation 
statuses. Grain size is calculated using the Linear Intercept Method. 
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Furthermore, besides changes in the crystal structure of 
the material, changes in mechanical properties have also 
occurred. The observed mechanical property was hardness, 
expressed as HV. It can be seen from the graph in Fig. 5 that 
the hardness after one ECAP pass has been increased by 50 
% and after two ECAP passes by 110 % relative to the initial 
state of the material. Such hardness behaviour confirms the 
great influence of ECAP processes on the mechanical 
properties of the treated material. 
 

 
Figure 5 Hardness changes related to the number of ECAP passes 

 
4 AFM INSPECTION OF CROSS SECTION  
 

Dislocations on samples in origin state and after ECAP 
were detected using the AFM. All observations were taken 
on the surfaces with the largest deformation, marked as cross-
section A-A (Fig. 3). Samples were prepared before scanning 
to adequate size 14 × 14 × 2 mm and polished using a 9 µm 
diamond paste. Surface analysis was conducted using the 
Oxford instruments model MFP-3D Origin atomic force 
microscope (AFM). AFM scanning was conducted using the 
AC mode (tapping mode). The tapping mode is a favourable 
inspecting mode for inspecting the materials whose surface 
is easily damaged. Contrary to the contact mode, where the 
tip is in constant contact with the surface, in the tapping mode 
the cantilever oscillates slightly below its resonant frequency 
causing lightly "taps" of the tip on the inspected surface.  

The size of the investigated area spans 20 × 20 µm. Figs. 
6, 7, 8, 9 and 10 show microstructures of aluminium samples. 
Also, reconstructed 3D images of surfaces for each sample 
are shown.  

Arrows in the Figs. 6-10 mark dislocation areas. In the 
case of the initial state of the material that the dislocations are 
arranged relatively correctly within the structure. With the 
increase of the total deformation through one or two ECAP 
passes, the dislocations become broken and are irregularly 
distributed within the structure of the material. In the case of 

the two ECAP passes broken dislocations are pilled-up inside 
the small grain. 

 

 
Figure 6 Microstructure of 99.5 % Al sample in origin state (before ECAP) 

 

 
Figure 7 Microstructure of 99.5 % Al samples after 1 pass through ECAP 
 
Since dimensions of the investigated area are 20 × 20 

µm, the length and width are smaller than the average grain 
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diameter of the initial material state. In the case of one ECAP 
pass the investigated area dimensions correspond to the 
average grain diameter, and in the case of the two ECAP 
passes the investigated area dimensions are three times the 
grain diameter. The interior of the grain is thus clearly shown. 
It should be considered that in Fig. 7 and 8, some of the grain 
boundaries must be located within the observed area, with 
significantly more grain boundaries in the case of the two 
ECAP passes – Fig. 9. Those grain boundaries relatively 
disturb the correct view on dislocations because dislocations 
are located and pilled-up within the crystal grain. A different 
type of magnification of the detail marked on Fig. 10 gives a 
better perspective into dislocation pile-up caused by the 
Severe Plastic Deformation. 

Figure 8 Detail from the microstructure of 99.5 % Al samples after 1 pass 
through ECAP marked with the white circle in Fig. 7 (note the different 

magnification) 

Figure 9 Microstructure of 99.5 % Al samples after 2 passes through ECAP 

Figure 10 Details from the microstructure of 99.5 % Al samples after 2 passes 
through the ECAP marked with the white circle in Fig. 9 (note the different 

magnification) 

To give a better visualization of the dimensions of 
individual structures encountered within the crystal structure, 
they are shown via diagram in Fig. 11. According to the 
diagram, the observed dislocations are within dimensions 10‒

5 - 10‒8 m. 

Figure 11 Dimensions of different lattice defects 

5 CONCLUSION  

The presence of dislocations can significantly modify the 
properties of crystalline solids. They are present in every 
crystalline material to a greater or lower extent. From the 
perspective of mechanical properties, the dislocation is the 
most influential crystalline defect. The greater the number of 
dislocations within the single grain, the greater the strength 
and hardness of the metallic material. Severe plastic 
deformation causes the diminishing of grain size, the increase 
of the number of dislocations and their accumulation within 
the smaller grain. In that way it influences the changes in 
mechanical properties of the material.  

Through the presented research on the influence of the 
ECAP process on the structure of the aluminium Al 99.5 % 
material and consequently on its mechanical properties, the 
following can be concluded: 
- After one ECAP pass the average grain size is 60 % 
smaller, and after two ECAP passes it is 87 % smaller than 
the initial grain size. 
- The hardness after one ECAP pass has been increased by 
50 % and after two ECAP passes by 110 % relative to the 
initial state of the material. 
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- The AFM observation showed that in the case of the 
initial state of the material the dislocations are arranged 
relatively correctly within the structure. With the increase of 
the total deformation through one or two ECAP passes, the 
dislocations are broken up and are irregularly distributed 
within the structure of the material. In the case of the two 
ECAP passes the broken dislocations are pilled-up inside the 
small grain. 

Viewed from above it is clear that the ECAP process 
significantly changes and improves the structure and 
properties of the metallic material. Improving the mechanical 
properties of aluminium can extend its applicability in cases 
of demanding constructs as well as influence the final 
product cost. 
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The Impact of Collaborative Robot on Production Line Efficiency and Sustainability 
 

Aljaz Javernik, Robert Ojstersek, Borut Buchmeister* 
 

Abstract: The global production tends towards more sustainable manufacturing, which forces manufacturers to constantly change and adapt. In our case, we are considering the 
FESTO CP LAB 400 production line, primarily designed for the training of personnel in the field of automation, which is essential for maintaining competitiveness in today's world. 
The production line consists of seven fully automated workstations and one manual assembly workstation, which represents the bottleneck of the production system. The paper 
presents a comparative study of the lines (human assembly vs. collaborative robot assembly) with an emphasis on economic and environmental aspects. The input parameters of 
the production line were obtained based on real-world measurements, while the assembly time of the collaborative robot was determined through simulation studies. The results 
of the study are presented graphically and numerically and confirm the contribution of the introduction of a collaborative robot to the assembly workstation in both financial and 
environmental terms. 
 
Keywords: cobot; collaborative robot; manufacturing efficiency; production line; simulation modelling; sustainability 
 
 
1 INTRODUCTION  
 

The trend of the market has started shifting from mass 
production of identical products to mass-customization (low 
volumes and high variety). In order to maintain global 
competitiveness, companies strive for efficient and flexible 
systems that enable them to meet market demands [1]. 
Originally, line production was designed for mass production 
of standardized products, but with the emergence of new 
technologies and recent developments at automation and 
flexibility field, its use has expanded. The high cost of 
implementation, potential changes, and operation represent 
an important topic of discussion. Researchers have developed 
optimization models and methods to help manufacturers to 
achieve more effective systems. Despite the efforts of 
researchers, there is still a gap between real-world problems 
and the state of research [2]. The biggest problem in line 
production is bottlenecks, which determine product flow 
respectively system capacities. Fast and adequate 
identification of bottlenecks is essential to ensure adequate 
productivity of the system [3]. Therefore, engineers use both 
analytical and numerical approaches to identify bottlenecks. 
As the complexity of systems increases, human capabilities 
decrease. To cope with the complexity of the systems, the use 
of advanced computing environments is inevitable. The use 
of simulation tools allows us to model and analyse the system 
[4], and with the development of optimization methods and 
computer technology, it is now an important support and 
decision-making tool [5]. By using simulation, we can check 
the efficiency of system operation and the contribution of 
planned changes in a relatively short time and identify or 
analyse potential problem areas without interfering with the 
real system [6, 7]. The era of Industry 4.0 and the 
development of advanced technologies (IoT, Big Data, AI, 
remote monitoring, cloud computing) have contributed to the 
development of simulations. Researchers are particularly 
interested in the establishment of digital twins. The 
establishment of a digital twin not only helps to optimize 
operations, but also can help us in planning, maintenance, 
and sales by using advanced technologies [8]. The challenge 

of current globalization is to meet the needs of the market 
while ensuring all three aspects of sustainability: economic, 
environmental and social. The progress and development of 
Industry 4.0 provide various opportunities to introduce and 
implement sustainable manufacturing [9]. Research 
mentions various concepts, methods, and tools that 
contribute to a comprehensive treatment of sustainable 
manufacturing [10]. Increasingly, the development of 
standardized metrics for sustainable manufacturing is also 
being considered, which would enable different 
manufacturers to adopt a consistent approach [11]. To ensure 
efficient production and sustainable aspects at the same time, 
manufacturers must strive for changes at both the 
organizational and process levels. In recent years, the need 
for more flexible and efficient production systems has 
contributed to the increased interest in collaborative robots 
and their use in production processes. Collaborative robots 
differ from traditional industrial robots primarily in their 
ability to work with humans. There are also other differences 
between them, such as programming, manual guidance, 
shape, etc., but the collaboration allowed is the most 
important one [12]. Despite their ability to work with humans 
at the same time in the same space without safety barriers, 
collaborative robots still offer advantages such as speed, 
precision, and consistency [13]. The topic of collaborative 
robots is still relatively young, as the rise of the technology 
began with the development of Industry 4.0, so there is still 
much to explore in the world of research. However, there are 
already academic papers in research that showcase their 
contribution to efficiency and sustainability of the systems. 
Researchers cite various contributions of the implementation 
of collaborative robots into the production system and 
emphasize the importance of appropriate parameter settings 
to ensure optimal results [14]. Better support based on 
productivity analysis is needed for decisions on the 
acquisition and deployment of cobots (for single 
workstations and assembly lines) [15]. The role of system 
integrators could change in implementation projects for 
industrial collaborative robot applications [16]. The main 
challenges are in the areas of safety, knowledge, and 
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functionality. Collaboration with a cobot that adapts to 
human variability is possible and could lead to better 
performance and improve certain dimensions of the system's 
usability [17]. There is a lack of models that can evaluate the 
use of cobots and lead decision makers to choose the most 
cost-effective configuration [18]. In assembly systems, task 
allocation is fundamental to properly assign the available 
resources. It is fundamental to ensure the safety of the human 
operator while working with the cobot [19]. Studies show 
that workers are more likely to assign manual tasks to the 
cobot than cognitive tasks [20]. Proper implementation and 
parameter setting of the collaborative robot contributes to the 
elimination of bottlenecks, more efficient system operation 
[21], and system sustainability [22]. The introduction of 
collaborative robots also affects the social aspect, as the 
proximity of a collaborative robot affects both the mental and 
physical health of workers [23]. In particular, the use of a 
cobot is proposed to reduce ergonomic risks for workers 
assembling, for example, cable harnesses [24].  However, 
more and more positive aspects can be seen, as the 
collaborative robot takes on heavier tasks and workloads, 
which relieves the worker and has a positive impact on their 
health [25]. Due to their versatility and advantages, the use 
of collaborative robots is becoming more and more common. 

The main goal of this paper is to compare production 
lines with manual assembly workstations and with 
collaborative assembly workstations. We wanted to show the 
readers how easily we can improve our production system 
(cost reduction, energy reduction, increase the number of 
finished products, etc.), even if the implementation of the 
cobot seems extremely expensive at the initial stage. 

In this study, we aim to investigate in detail the impact 
of a collaborative robot on the efficiency and sustainability 
of the FESTO CP LAB 400 production line. With the use of 
real process times and simulation modelling methods, a 
comparative study of production lines, a line with a manual 
assembly workstation and a line with a collaborative robot 
introduced into the assembly workstation will be conducted. 
The results of the study will focus on the economic and 
environmental aspects of sustainable production. 
 
2 PROBLEM DESCRIPTION 

 
Ensuring efficient operations and sustainability are 

among the most important aspects of today's world. 
Companies with constant improvements strive to perfect 
their systems and ensure these aspects, which ultimately 
reflects in profit. 

In this work we study the production line FESTO CP 
LAB 400, which is designed for training personnel in the 
field of automation. The line is almost completely automated, 
so there are few opportunities for improvement. However, 
despite all the automation, the line contains a manual 
assembly workstation that is a bottleneck in the system. The 
manual workstation among the fully automated workstations 
has a major impact on the efficiency of the line, so it makes 
sense to optimize the assembly workstation. The proposed 
optimization step is to introduce a collaborative robot to the 
existing manual assembly workstation. 

In the research work, we first conduct a study of the 
existing line, in which we confirm the existence of a 
bottleneck (manual assembly workstation) using simulation 
methods. Then, with the proposed optimization step 
(introduction of a collaborative robot) a study of the newly 
created production line is performed. The result of the work 
is a comparative study of production lines focusing on 
efficiency and sustainability. 
  
2.1  Production System Description 
 

FESTO CP LAB 400 production line consists of 8 
workstations (Fig. 1). Seven of them (①, ②, ③, ⑤, ⑥, 
⑦, ⑧) are fully automated and one (④) is a manual 
workstation. The working process includes operations such 
as: inserting the front cover, measuring the height of the 
cover, drilling holes, assembly (inserting the circuit board 
and two fuses), inserting the back cover, pressing the covers, 
labelling and sorting the finished products. 

 

 
Figure 1 FESTO CP LAB 400 layout [26] 

 
The final product is a "telephone", consisting of a front 

cover, a circuit board, two fuses, a back cover and a label 
(Fig. 2). It should be noted that the line FESTO CP LAB 400 
is designed for training personnel in the field of automation, 
so the product complexity is low. 

 

 
Figure 2 A set of components for the finished product 

 
2.2  Sustainable Manufacturing 
 

Ensuring aspects of sustainable manufacturing is an 
increasingly used concept in today's manufacturing. 
Sustainable manufacturing aims to improve the system in 
terms of environmental, economic and social aspects. All 
three aspects are equally important and together form a whole 
that allows companies to grow and have an advantage over 
their competitors. By ensuring sustainable manufacturing, 
companies strive to reduce their negative impact on the 
environment, improve their financial situation, and improve 
their social impact on people. The most common steps of 
sustainable manufacturing are to improve the efficiency of 
resources, to introduce the use of renewable resources, to 
implement a circular economy, to reduce excess materials, to 
reduce the use of hazardous substances, and to reduce the use 
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of energy. The mentioned steps not only address one aspect 
of sustainable manufacturing, but also have a significant 
impact on the other two aspects. Reducing energy 
consumption not only helps to protect the environment, but 
also allows companies to improve their financial situation. 
Reducing the use of hazardous substances not only helps 
preserve the environment, but also makes it more humane 
and less harmful to people. The introduction of modern 
technologies enables more efficient operation of workplaces 
and processes, which affects both the financial situation of 
the company and the well-being of its employees. There are 
still many steps and contributions to be made, but it must be 
recognized that in today's world companies need to develop 
in this direction to provide a better future for all of us. 

There are three reasons why we decided to use a cobot 
rather than a robot. The first reason was safety. The FESTO 
CP LAB 400 production line is designed to train personnel in 
automation. The learning groups consist of several people 
and during the lessons it is difficult to observe/control all 
participants, so using a cobot was a safer option. The second 
reason is the open access to the cobot. Without a protective 
fence or additional safety sensors, participants can observe 
the operation up close and explore the functions of the 
FESTO CP LAB 400 in the middle of the process. The third 
reason is that FESTO CP LAB 400 enables the production of 
different products. By using the cobot, we gain flexibility. 
We are able to change applications quickly and easily. 

 
3 SIMULATION MODELLING APPROACH 
 

The research work includes two studies. The SIMIO 
simulation environment was used to model and simulate both 
scenarios. The first study examines the existing assembly line 
with a manual workstation, while the second study examines 
a newly created assembly line with a proposed collaborative 
robot at the assembly workstation. Real process times were 
used to conduct the studies. The assembly time of the worker 
was determined based on multiple repetitions, while the 
assembly time of the collaborative robot was determined 
using the simulation environment. The presence of a worker 
in the production line leads to variations in the assembly 
time, so based on the obtained measurements of the assembly 
time, a random triangular distribution (± 10 %) was proposed 
for the assembly time of the worker for the purpose of the 
simulations. 

The simulation scenarios include the following 
assumptions: 
• The simulation lasts one working day, three shifts. 
• Semi-finished products are always available. 
• The products are delivered in batches of 500 pieces. 
• The size of the buffer is unlimited. 
• The transfer time between workstations is 9 seconds. 
• The simulation results are based on the average values of 

ten replications of the simulation model. 
• The electricity price is 0.2 €/kWh. 
 

To perform the simulation studies, it was necessary to 
define the cost of the workstations [27]. In previous cases the 

same method has given us accurate results. Tab. 1 contains 
only the cost analysis of the manual assembly workstation 
(MA) and the collaborative robot assembly workstation 
(CA). The other workstations remained unchanged during the 
simulation studies, so they are not shown in detail. 

 
Table 1 Workstations cost calculation data 

Cost calculation parameter MA CA 
Purchase value of the machine (€) 31250 61250 
Machine power (W) 97 143 
Workplace area (m2) 1.72 1.07 
Depreciation period (year) 5 5 
Useful capacity of the machine (h/year) 5049 5814 
Machine write-off value (€/h) 1.238 2.11 
Interest (€/h) 0.031 0.053 
Maintenance costs (€/h) 0.062 0.105 
Production system area costs (€/h) 0.041 0.022 
Electrical energy consumption costs (€/h) 0.019 0.029 
Machine operational costs (€/h) 1.238 2.319 
Workplace total costs (€/h) 16.238 2.319 
Workplace cost per batch (€/batch) 63.15 3.93 

 
3.1  Production System Modelling 

 
The MA workstation simulation model of the FESTO CP 

LAB 400 production line with an existing manual assembly 
workstation ④ is shown in Fig. 3. For the simulation study, 
the data from Tab. 2 and the assumptions from Section 3 were 
used. The simulation model simulated the operation of the 
production line of one working day, three shifts, with a useful 
operating time of 7.5 hours per shift, since the line had to be 
stopped during the lunch break. In the model itself, a 
utilization coefficient of 95 % was considered for fully 
automated workstations, while a utilization coefficient of 
88 % was assumed for manual workstation due to the 
presence of a human. 

 

 
Figure 3 MA – simulation model of the production line with the manual assembly 

workstation 
 

Table 2 Manual assembly-modelling parameters 
Workplace ① ② ③ ④ ⑤ ⑥ ⑦ ⑧ 

Process time (s) 1 3 4 T 
(25/28/31) 1 10 6 6 

Operating costs 
(€/h) 1.27 1.27 1.27 16.24 1.27 1.27 1.27 1.27 

Idle costs (€/h) 0.42 0.42 0.42 5.41 0.42 0.42 0.42 0.42 
Energy 

consumption 
(W/h) 

97 97 97 97 97 97 97 97 

 
The process times in Tab. 2 were determined based on 

real measurements. The assembly time of the worker is the 
average value from several measurements. To obtain high 
quality results from the simulation model, a triangular 
random distribution was assumed for the assembly time of 
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the worker. The other data in Tab. 2 come from the 
characteristics provided by the equipment manufacturer and 
the assumptions made for research purposes. 

The manual assembly workstation ④ represents the 
bottleneck of the production line, which is confirmed 
numerically in Section 4. The introduction of a collaborative 
robot was proposed as an optimization step. Fig. 4 shows the 
CA workstation simulation model of the newly proposed 
production line with the introduced collaborative robot at the 
assembly workstation ❹. The simulation model used the 
data from Tab. 3 and the same assumptions as the previous 
model. With the introduction of the collaborative robot, the 
production line became fully automated, so a utilization 
coefficient of 95 % and a useful operating time of 8 hours per 
shift were assumed for all workstations. Again, a working 
day with three shifts was simulated. 

 

 
Figure 4 CA – simulation model of the production line with the collaborative robot 

assembly workstation 
 

Tab. 3 shows the process times, operating and idle costs 
and energy consumption of each operation. Except for the 
process time of the assembly workstation ❹, process times 
of remain workstations did not change. Despite the 
introduction of a collaborative robot, the assembly 
workstation still represents the bottleneck of the line. 

 
Table 3 Collaborative robot assembly-modelling parameters 

Workplace ❶ ❷ ❸ ❹ ❺ ❻ ❼ ❽ 
Process time (s) 1 3 4 12.2 1 10 6 6 

Operating costs (€/h) 1.19 1.19 1.19 2.32 1.19 1.19 1.19 1.19 
Idle costs (€/h) 0.40 0.40 0.40 0.77 0.40 0.40 0.40 0.40 

Energy consumption 
(W/h) 97 97 97 143 97 97 97 97 

 
3.2  Collaborative Workplace Modelling 
 

To determine the assembly time of the collaborative 
robot, it was necessary to model the assembly workstation 
with the collaborative robot. The model of the collaborative 
robot workstation and the assembly simulation were created 
in Siemens Tecnomatix Process Simulate. The simulation 
model included the UR3e collaborative robot, the Robotiq 
2F-85 collaborative gripper, a worktable, a conveyor belt, 
and the components required for assembly (front cover, 
circuit board, fuses), as shown in Fig. 5.  

The collaborative robot assembly operation was 
performed in the same order as the manual assembly 
operation. In the initial stage, the collaborative robot (I) 
waited for a signal that the front cover (V) had arrived at the 
assembly location. The arrival of the front cover (V) at the 
specified position triggered a signal to start the assembly 
process. The collaborative robot (I) first inserted the circuit 
board (VI) into the front cover (V) and then placed two fuses 

(VII) on the circuit board (VI). After the assembly was 
completed, the collaborative robot triggered the continuation 
of the process. 
 

 
Figure 5 Simulation model of collaborative robot assembly workstation 

 
In the simulation, the speed and acceleration of the 

collaborative robot from Tab. 4 were used. Move L is used to 
move the tool centre point linearly to a given destination at a 
certain speed and acceleration. All cobot joints will rotate as 
needed, to ensure the tool centre point stays on path with a 
consistent orientation. Move J is similar to Move L with the 
exception that the tool centre point does not move along a 
straight path. The cobot (tool centre point) will move to the 
destination along a non-linear path. The defined speed and 
acceleration correspond to 1/3 of the maximum value 
specified by the manufacturer (Universal Robots) for safety 
reasons. If the study were not purely academic, higher values 
would be used for research, but these values should be tested 
on a real collaborative robot to ensure proper and safe 
operation. Higher speed is not recommended for training. 

 
Table 4 Collaborative robot speed and acceleration data 
 Move L Move J 

Speed 333 mm/s 120 °/s 
Acceleration 833 mm/s2 267 °/s2 

 
4 RESULTS 
 

In this section, the results of the MA and CA 
workstations scenarios are presented numerically and 
graphically. First, the results of each study are explained 
individually then a comparative study between the scenarios 
MA and CA is conducted. In a comparative study, we analyse 
the utilization of the workstations, the number of finished 
products, the cost per batch, and the energy consumption. 
 
4.1  Manual Assembly 

 
Tab. 5 shows the results of the production line (MA). 

Workstations ①, ②, ③ and ④ are fully utilized. 
Workstation ① is 100 % utilized because the study assumes 
that the input components are always available. Workstations 
② and ③ are almost 100 % utilized, which is due to the 
short processing times of the previous operation. Workstation 
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④ represents a bottleneck of the line, which is evident from 
the results, as the utilization of the line from workstation ④ 
to workstation ⑤ drops from almost 100 % to 3.57 %, which 
corresponds to only 0.8 hours of operation time out of a 
possible 22.5 hours. The utilization of the subsequent 
workstations is relatively low, which is of course a 
consequence of the bottleneck and a low further input 
quantity of components. Simulation results based on ten 
replications of the scenario predict that the line will produce 
2890 finished products and consume 12831 W of electrical 
power in a working day with a useful time of 22.5 hours. The 
cost of the batch is 71.4 €, and 2220 W of electrical energy is 
used to produce 500 finished products. 
 

Table 5 Results of production line with manual assembly workstation 
Workplace ① ② ③ ④ ⑤ ⑥ ⑦ ⑧ 

Utilization (%) 100 99.99 99.97 99.96 3.57 35.70 21.42 21.41 
Time processing 

(h) 22.50 22.50 22.49 22.49 0.80 8.03 4.82 4.82 

Operating costs 
(€) 28.60 28.59 28.59 365.20 1.02 10.21 6.12 6.12 

Idle costs (€) 0 0.001 0.003 0.05 9.20 6.13 7.50 7.50 
Cost per batch (€) 0.2 0.5 0.5 65 0.2 2 1 1 

Energy 
consumption (W) 2183 2182 2182 2182 779 1247 1039 1038 

 
4.2  Collaborative Assembly 
 

The introduction of a collaborative robot has contributed 
to the complete automation of the production line. With a 
fully automated line, we were able to increase the number of 
useful hours to 24 hours per working day. The utilization of 
workstations ❶, ❷, ❸ and ❹ remains unchanged 
compared to the previous scenario (MA), while the 
utilization of the other workstations in the line has increased. 
However, despite the introduction of the collaborative robot, 
the assembly workstation ❹ remains a bottleneck in the line 
as it is still fully utilized, followed by a significant decrease 
in the utilization of workstation ❺, which illustrates a lack 
of input semi-finished products compared to the available 
capacity of workstation ❺. In Tab. 6, we see that the 
utilization of workstation ❺ increased from 3.57 % to 
8.19 % compared to workstation ⑤, which contributed to an 
increase in the number of finished products to 7074. The 
power consumption of the production line in a working day 
is 16467 W, which is higher than in the previous scenario 
(MA), since the presence of the collaborative robot must be 
considered. Based on the quantity of finished products, the 
cost of the batch is 9.05 € and 1164 W of electrical energy is 
consumed. 
 

Table 6 Results of production line with collaborative robot assembly workstation 
Workplace ❶ ❷ ❸ ❹ ❺ ❻ ❼ ❽ 

Utilization (%) 100 99.99 99.98 99.96 8.19 81.91 49.13 49.13 
Time processing (h) 24 24 24 24 1.97 19.66 11.79 11.79 
Operating costs (€) 28.44 28.44 28.43 55.63 2.33 23.29 13.97 13.97 

Idle costs (€) 0 0.001 0.002 0.008 8.70 1.72 4.82 4.82 
Cost per batch (€) 0.15 0.5 0.5 4 0.15 1.5 1 1 

Energy consumption 
(W) 2328 2328 2355 3431 902 2047 1538 1538 

 
 

4.3  Results Comparison 
 

Fig. 6 graphically shows the utilization of workstations 
in MA and CA scenarios. By introducing a cobot into the 
production line (CA), we were able to increase the line 
utilization by 13.3 % compared to the production line (MA) 
with the existing manual assembly workstation. However, 
despite the introduction of a cobot, the assembly workstation 
remains a bottleneck. The capacity of the cobot assembly 
workstation is still insufficient, considering the process times 
of previous operations. As shown in Fig. 6, by reducing the 
assembly time in the CA scenario, the utilization of the 
workstation ❻ increases rapidly, which would become a new 
bottleneck after further optimization of the cobot assembly 
workstation and ensuring an assembly time of less than 10 
seconds. 

 

 
Figure 6 Utilization MA vs CA workstation 

 
The introduction of a cobot enabled 7074 finished 

products in a working day, which is 144.8 % more than can 
be produced with the MA production line (Fig. 7). 

 

 
Figure 7 Finished products MA vs CA workstation 

 
The cost per batch comparison is shown in Fig. 8 and is 

extremely interesting as costs drops rapidly. With the 
introduction of the cobot, we were able to reduce the batch 
cost by 87.3 %, which is difficult to imagine before running 
simulations given the high investment costs associated with 
the introduction of a cobot. 

In today’s world, companies are looking to reduce 
energy consumption as it relates to both financial and 
environmental aspect. The energy consumption of the 
collaborative robot was 3431 W per working day (Tab. 6), 
while the energy consumption of the manual assembly 
workstation was only 2182 W (Tab. 5). However, 
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conclusions cannot be made immediately, it is important to 
consider the useful number of hours per day for each 
production line and the number of finished products. Fig. 9 
shows the energy consumption per batch. Based on further 
calculations, the comparison of the lines shows that the 
energy consumption per batch with the use of the cobot is 
47.6 % lower than the energy consumption of the MA 
production line. 

 

 
Figure 8 Cost per batch MA vs CA workstation 

 

 
Figure 9 Energy consumption per batch CA vs MA workstation 

 
5 CONCLUSIONS 
 

In the research work, we study the production line 
FESTO CP LAB 400 using simulation modelling methods. 
In this study, we focus on the efficiency of the production 
line and aspects of sustainable manufacturing. The FESTO 
production line was developed to train staff in automation 
and to demonstrate the values of Industry 4.0. Automation of 
production is becoming increasingly widespread as 
companies try to achieve global competitiveness, which is 
difficult to achieve in today’s world. The featured line 
demonstrates modern automation approaches very well, as it 
contains seven fully automated workstations and only one 
manual assembly workstation. Manual workstations are 
usually a problem in well-automated production lines, as 
human skills are not comparable machines. 

A simulation study of the existing production line 
showed that the manual assembly workstation was a 
bottleneck in the line. The introduction of a collaborative 
robot at the assembly workstation was proposed as an 
improvement. The results of the comparative study showed 
that the introduction of a collaborative robot has a positive 
impact on the production line. With the help of a 
collaborative robot, the overall line utilization was increased 
by 13.3 %, productivity increased by 144.8 %, which meant 

4182 more finished products at the same time, operating costs 
and batch costs decreased, and the negative environmental 
impact in the form of electricity consumption was reduced by 
47.6 %. 

Many questions remain open for further research. From 
the viewpoint of sustainability, the social aspect should be 
studied. The social aspect is definitely present due to the 
introduction of a collaborative robot at the worker’s 
workplace and the removal of the worker. From the point of 
view of the efficiency of the production line, the parameters 
of the collaborative robot need to be optimally defined and 
not only based on the assumptions of the manufacturer of the 
collaborative robot. 

Although the research study was only informative and 
based on assumptions that real production systems cannot 
provide, it can be concluded that the proper implementation 
of a collaborative robot and the adjusted parameters help to 
eliminate bottlenecks and have a positive impact on the 
efficiency of the production line FESTO CP LAB 400 and 
the considered aspects of the sustainable manufacturing. 
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Topology Optimization of Electric Train Cable Carrier 
 

Damir Godec*, Mario Brozović, Tomislav Breški 
 

Abstract: In the area of mobility (transport), great efforts are being made to optimize means of transport. While reducing their mass the main goal is to maintain or even improve 
the performance of the means of transport. Additive manufacturing allows the production of very complex geometric shapes of products that cannot be made by traditional 
production processes; therefore it has become one of the significant tools in the design of modern vehicles or their parts. Additive manufacturing, combined with appropriate 
computer tools for numerical design analysis, also allows optimization of product design by topology optimization. In this paper, concept of topology optimization is applied to the 
roof carrier of a high voltage cable of electric train. Design optimization process was conducted based on two different optimization criteria: minimized part mass and maximized 
part stiffness. 
 
Keywords: additive manufacturing; cable carrier; energy consumption; static load; topology optimization; weight reduction  
 
 
1 INTRODUCTION 
 

The motivation to reduce the energy consumption in 
transport is not only environmental in nature but has a direct 
correlation with the financial costs of organizations. Given 
that each organization aims to minimize costs and maximize 
profits, it is logical that the transport sector will turn to the 
goal of reducing the energy consumption. One of the main 
directions for implementing improvements in terms of 
reducing energy consumption has long been recognized by 
engineers working on the development of new aircraft, cars, 
trains or some other means of transport and that is the 
reduction in vehicle mass [1]. 

There have been computer tools on the market for many 
years that allow engineers to determine the loads and fixed 
points of some crucial components that they want to reduce 
mass and perform a numerical calculation on their own 
designs. The principles that allow these calculations are 
mainly based on numerical methods, and as the main 
numerical method in today's mechanical engineering in the 
context of reducing the mass of the structure is certainly the 
finite element method (FEM) [2]. 

Using FEM, it is possible to determine the peak stresses 
of the structure, as well as the displacements in some critical 
parts. Since conventional production processes are still 
largely limited by the shapes they can achieve, their use does 
not always make it possible to achieve a technology optimal 
shape of the structure. [3] 

The optimal shape of the structure would be one that is 
often impossible to produce using conventional production 
processes, and structural optimization is a special branch of 
engineering aimed at making a structure that best stands 
imposed loads using minimum amount of the material. 
Therefore, it can be concluded that structural optimization is 
the main tool of engineers in the process of reducing the total 
mass of the structure, while the production of optimized parts 
is increasingly achieved using modern additive 
manufacturing (AM). [3, 4] 

One of the most widespread methods of structural 
optimization in today’s mechanical engineering is topology 
optimization. Topology optimization is still used as a kind of 

tool to get an idea during the conceptual phase of the product 
development, but with the introduction of additive 
manufacturing, it is increasingly used as a tool that gives the 
final form of the product. [3] 

This paper presents an example of topology optimization 
design of the electric train cable carrier, based on two 
optimization criteria: minimizing cable carrier mass and 
maximizing cable carrier stiffness (minimizing compliance). 
 
2 TOPOLOGY OPTIMIZATION 
 

Optimizing structures is a way of obtaining structures 
that meet certain requirements, at imposed restrictions. The 
range of design optimization is usually divided into 
dimensional (size) optimization, shape optimization, and 
topology optimization (TO). [4, 5] 

Topology optimization is basically the determination of 
the optimal distribution of materials in the design space that 
minimizes (or maximizes) the target function, while meeting 
the set limits [4]. The target function, for example, can be to 
minimize compliance, i.e. to maximize stiffness, for static 
problems, or to maximize the base frequency or frequency 
range for dynamic problems [6]. In the continuous approach, 
the design variables are the number of the gaps, their 
connection, shape and location (Fig. 1a), while in case of 
discrete approach, the variables are the thickness or cross-
sectional surfaces of the design elements (Fig. 1b) [7]. 
 

 
a) 

 
b) 

Figure 1 Topology optimization principles: a) continuous, b) discrete case [7] 
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Topology optimization, as a pre-processor for shape and 
size optimization, in its most general setting, should consist 
of finding out within the design domain Ω the best material 
distribution that minimizes an objective function f (Fig. 2). 

 

 
Figure 2 a) Initial design aimed for topology optimization, b) topology optimized 

design with stress presentation [8] 
 
The traditional approach to topology optimization is to 

discretize the domain into a network of finite elements, which 
represents an isotropic solid microstructure. The distribution 
of material density within the project domain, variable ρ(x), 
is discrete, and for each element is assigned a binary value 
[9]: 
• ρ = 1, where material is required, 
• ρ = 0, where the material is removed, 
or describes whether the material exists at point x ∈ Ω, as 
seen in Fig. 3. 
 

 
Figure 3 Distribution of material density - variable ρ(x) [9] 

 
The most popular mathematical method for topology 

optimization is the Solid Isotropic Material with Penalization 
method (SIMP). The SIMP method predicts an optimal 
material distribution within a given design space, for given 
load cases, boundary conditions, manufacturing constraints, 
and performance requirements. The SIMP method is also 
used in Altair Inspire software, used in this paper. Topology 
optimization in general can be divided into 8 steps [10]: 
1) Define design space 
2) Define non-design space 
3) Define boundary conditions 
4) Define constraints and objectives 
5) Define optimization settings 
6) Solve 
7) Interpret the results 
8) Validate. 

3 TOPOLOGY OPTIMIZATION OF TRAIN CABLE CARRIER 
 
The primary function of the high-voltage cable of an 

electric train is to fasten the cable from undesirable shear 
when acting G forces and to direct the cable at a certain angle 
to the end devices. Its position in the CAD environment 
within the partial design of the train roof can be seen in Fig. 
4. 

 

 
Figure 4 Cable carrier holder position in CAD environment [11] 

 
3.1 Simulation Model Preparation 
 

Before the execution of the cable carrier topology 
optimization, it is necessary to create the initial appearance 
of the structure. In order to exploit the full potential of the 
software and the topology optimization, the design will be 
quite primitively, solely for the purpose of performing the 
primary function of attaching and routing the cable as well as 
the possibility of attaching to the intended holder. The initial 
design of the cable carrier is shown in Fig. 5. 
 

 
Figure 5 CAD model of initial cable carrier design [11] 

 
The central bore, through which the cable passes, is made 

using a 3D sketch within assembly display, and using the 
material removal option per path shown in Fig. 6. 

Topology optimization of the cable carrier design is 
performed in two ways. One way was optimization of the 
structure in such a way, that its mass is minimized, and to 
keep its mechanical resistance to the loads the unchanged. 
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Another way was to increase the stiffness of the structure 
with a certain limitation of the utilization of the volume space 
of the design domain according to multiple simulations. In 
this chapter, optimal design shapes for the two types of 
topology optimization will be presented. 
 

 
Figure 6 CAD model of assembly with cable path sketch [11] 

 
When implementing topology optimization, it is 

necessary to determine the design and non-design space, and 
this is determined as part of the Altair Inspire program by 
isolating parts of the structure that do not enter the domain. 
First of all, it is necessary to make a "separation" bore from 
the volume limit of topology optimization, i.e. to make 
cylindrical shapes in holes that have a certain thickness and 
after topology optimization their shape will not change (Fig. 
7). 
 

 
Figure 7 Prepared carrier CAD model for simulation (symmetric option) [11] 

 
Before staring the design analysis, cable carrier material 

should be selected. As the final design should be 3D printed, 
as a referent material PLA (Polylactic acid) is selected. 
 
3.2 Initial Design Static Analysis 
 

Since the initial design is quite massive, the results 
shown in the Figs. 8 and 9 were expected. The displacements 
and peak stresses of the structure are almost negligible, while 
the minimum safety factor at the places of the supports is 3.5, 
which means that the initial design will not fails during the 
load (Figs. 8 and 9). 
 

 
Figure 8 Initial design - displacement peak values [11] 

 

 
Figure 9 Initial design – stress peak values [11] 

 
Here it can be observed that sharp transitions on the 

structure will be stress concentrators. Thus, it can be assumed 
that after topology optimization, it is the edge connecting the 
lower surface and the central part of the structure that will 
have the highest levels of stress. 

Fig. 10 presents obtained distribution of safety factor 
over the initial cable carrier design. 
 

 
Figure 10 Initial design - safety factor distribution [11] 

 
At this stage it is necessary to read the mass of the initial 

structure as a reference data for the end of the topology 
optimization. For given material (PLA), initial mass is 
2.58 kg. 
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3.3 Initial Design Topology Optimization – Minimized Mass 
 

The topology optimization of the existing initial design 
to minimize mass is performed with selection of safety factor 
2 (Fig. 11). Selecting of this factor is the subjective estimate 
for making the first prototype. By conducting multiple 
simulations, with safety factors 1.2 and 1.5 it was concluded 
that, when minimizing mass, the program defines sharp 
transitions in structure with a lack of material. Selecting 
safety factor 2 gives a slightly more massive transition to the 
edge and will present itself as the optimal solution within this 
work. 

 

 
Figure 11 Topology optimized design – minimized mass [11] 

 
Obtained design must primarily be statically analysed as 

it was done for the initial design and evaluated the results of 
the analysis. 

 
3.4 Topology Optimized Design Static Analysis – Minimized 

Mass 
 
As a part of the analysis of the optimization results, the 

same parameters will be observed as with the initial design. 
When analysing peak safety factor results, it was found that 
there was present design error, where the right support safety 
factor was 0.9, which is a clear sign that the design would not 
withstand the load. A way to correct this is to return to the 
result of topology optimization and increase the wall 
thickness of the weak structure, while the shape of the 
structure itself has not changed significantly. The results of 
analysis for such a thicker structure, are given in following 
figures. 

If the maximum displacement of the topology optimized 
structure is compared with the initial design (Fig. 8), here the 
values are almost 10 times the initial value, which is not 
negligible, but also not critical in this specific application. 

By analysing the peak stress values according to Von 
Mises' strength theory, it is evident that it is a magnification 
of the maximum stress of almost 2 times (Fig. 13). Since in 
the area of maximum stress the safety factor is still greater 
than 1, this will also not be considered as a critical value. 
Also, it is important to emphasize that a support that appears 
to be under more stress is one in the direction of which the 

inertial force acts when braking the train. Analysis of the 
peak values of safety factors shows that uniformity was not 
achieved throughout the entire optimized model (Fig. 14). 

 

 
Figure 12 Topology optimized design – displacement distribution (min. mass) [11] 

 

 
Figure 13 Topology optimized design – stress distribution (min. mass) [11] 

 

 
Figure 14 Topology optimized design – safety factor distribution (min. mass) [11] 

 
Uniformity would occur if each point of a topology 

optimized design had a safety factor value lager than 2, as 
this was the basic condition given when defining 
optimization criteria. The value of the minimum safety factor 
is 1.6, and for the purpose of this paper it can be considered 
acceptable, so such design will be post-processed. 

 
3.5 Topology Optimized Design Post-Processing – Minimized 

Mass 
 
The post-processing of the topology optimized design is 

done for the aesthetic reason and to reduce the impact of 
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sharp edges, for example by implementing rounding. As a 
part of Altair Inspire software, this is done in such a way that 
either automatically or manually "withdraws" material within 
the domain specified by topology optimization (Fig. 15). 

 

 
Figure 15 Post-processed topology optimized design (minimized mass) [11] 

 
The most important aspect of this topology optimization 

was to minimize the mass of the cable carrier – total mass of 
the optimized design was 0.10 kg. Thus, the optimized carrier 
has only ~3.9 % of the initial structure mass, which means 
that the topology optimization of this carrier saved over 96 % 
of the cable carrier mass. Consequently, this result can be 
used as an indicative input parameter for the next topology 
optimization step, which is optimization with the aim of 
increasing structure stiffness. 

 

 
Figure 16 Topology optimized design – maximized stiffness [11] 

 
3.6 Topology Optimized Design – Maximized Stiffness 

 
Topology optimization with the aim of maximizing 

stiffness is the reverse of that with the aim of minimizing 
mass. Thus, it is logical to expect some conflicting results of 
the two analyses of the optimized design. The optimization 
process is performed in the same way as before, but instead 
of selecting the Minimize mass target function, Maximize 

stiffness is selected from the Altair Inspire menu. The result 
of this topology optimization step is shown in Fig. 16. 
 
3.7 Topology Optimized Design Static Analysis – Maximized 

Stiffness 
 
As it was the case for the previous type of topology 

optimization, static analysis will also be performed for the 
design obtained with optimization criterion – maximized 
stiffness. Fig. 17 presents results of displacement distribution 
and peak values. 

 

 
Figure 17 Topology optimized design – displacement distribution (max. stiffness) [11] 
 

Analysing the results and comparing with previous one, 
it can be concluded that the value of the maximum 
displacement is almost 2.5 times less than the maximum 
displacement of the previously topology optimized structure. 
Consequently, it is concluded that the value of the maximum 
displacement is by no means critical for the optimized design. 
 

 
Figure 18 Topology optimized design – stress distribution (max. stiffness) [11] 

 
According to the results of the analysis of the stress 

distribution and peak values of the topology optimized design 
(Fig. 18), it can be concluded that the maximum stress is also 
in the right support area, but here the stress value is almost 
the same as in the initial structure. Thus, it can be further 
concluded that such an optimized design will have similar 
peak values of stress as the initial design but will occupy a 
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much smaller volume and consequently have a significantly 
smaller total mass. 

From the Fig. 19, it can be concluded that the minimum 
value of the safety factor of optimized design is the same as 
of the initial structure. 

 

 
Figure 19 Topology optimized design – safety factor distribution (max. stiffness) [11] 

 
Fig. 20 shows post-processed optimized design for 

maximized stiffness. The final mass of such optimized design 
is only 0.22 kg. 
 

 
Figure 20 Post-processed topology optimized design (max. stiffness) [11] 

 
Thus, the optimized carrier has only ~8.8 % of the mass 

of the initial structure, which means that the topology 
optimization of this carrier saved over 91 % of the mass of 
the predicted volume domain. Tab. 1 shows a summary and 
comparison of main parameters peak values of all three 
observed designs. 

 
Table 1 Summary of topology optimization results [11] 

Design Max. stress 
(MPa) 

Min. safety 
factor 

Mass 
(kg) 

Initial 17.35 3.5 2.58 
TO – min. mass 36.65 1.6 0.10 

TO – max. stiffness 17.08 3.5 0.22 
 
 
 

4 CONCLUSION 
 
This paper presents the process of topology optimization 

of the cable carrier of an electric train using the Altair Inspire 
software. The paper is structured as a case study, where two 
types of topology optimization on the same design are 
displayed and the results of their analysis are compared. 

Structure topology optimization significantly reduces its 
mass, in both cases. Both topology optimized structures have 
a mass of less than 10 % of the initial structure, which means 
that a mass reduction of 90 % and more has been achieved. 
The first topology optimized design is slightly weaker than 
the second, mainly due to the topology optimization criterion. 
By minimizing mass, the software searches for the optimum 
in such a way as to sacrifice the stiffness of the structure, 
using the safety factor criterion assigned to it. The second 
topology optimized design is heavier than the first 
approximately 2 times but achieves significantly better 
stiffness properties and a safety factor the same as that of the 
initial structure. It can be concluded that using topology 
optimization on a given cable carrier drastically reduces its 
mass while retaining acceptable mechanical properties. 
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OpenPose based Smoking Gesture Recognition System using Artificial Neural Network 
 

Tae-Yeong Jeong, Il-Kyu Ha* 
 

Abstract: Smoking is an extremely important health problem in modern society. This study focuses on a method for preventing smoking in non-smoking areas, such as public 
places, as well as the development of an artificial neural network based smoking motion recognition system for more accurately recognizing smokers in such areas. In particular, 
we attempted to increase the rate of recognition of smoking behaviors using an OpenPose based algorithm and the accuracy of such recognition by additionally applying a 
hardware device for recognizing cigarette smoke. In addition, a preprocessing method for inputting a dataset into the proposed system is proposed. To improve the recognition 
performance, four types of dataset models were created, and the most suitable dataset model was selected experimentally. Based on this dataset model, test data were created 
and input into the proposed neural network based smoking behavior recognition system. In addition, the nearest neighbor interpolation method was selected experimentally as an 
image interpolation approach and applied to the image preprocessing. When applying experimental data based on learned data, the developed system showed a recognition rate 
of 70-75%, and the smoking recognition accuracy was increased through the addition of the hardware device. 
 
Keywords: artificial neural network; OpenPose algorithm; smoking gesture recognition system; smoking recognition sensor 
 
 
1 INTRODUCTION 
 

Smoking is an important issue in modern society and is 
directly related to health and the environment. In the past, 
people smoked everywhere; however, as the awareness of 
secondhand smoke has increased, the perception of smoking 
and its health effects has changed, and negative views on 
smoking have increased, resulting in an increase non-
smoking areas. However, smoking in public places, such as 
stations, schools, and downtown areas where many people 
gather, is still common despite laws prohibiting such activity, 
causing various problems including environmental pollution 
and second-hand smoke [1]. In the Republic of Korea, 
according to Article 9 of the National Health Promotion Act, 
a non-smoking area within 10 m of the outer wall of a public 
building is designated as a non-smoking area [2]. However, 
indiscriminate smoking frequently occurs near buildings that 
are not designated as smoking areas. In addition, although 
smoking areas are used in many locations to prevent smoking 
in non-smoking areas, smokers often do not use these areas 
for various reasons. For example, in many cases, the smoking 
areas are not fully functional [3-5]. Therefore, this study 
focused on a method for preventing smoking in non-smoking 
areas. We developed an artificial neural network-based 
smoking behavior recognition system. In particular, we used 
the OpenPose-based algorithm to design our recognition 
model. Several characteristic tasks, such as preprocessing of 
training data, selection of efficient training datasets, and 
interpolation of test data, were performed to improve the 
performance of the recognition module. A hardware device 
was developed for judging smoking behavior by recognizing 
cigarette smoke, to guarantee the recognition of smoking 
behavior and improve its accuracy. 
 
2 RELATED WORK 
2.1 Analysis of Existing Studies 

 
Tab. 1 list the characteristics of existing studies on 

human motion recognition and major studies on the 
OpenPose based skeleton model. In [6], a skeleton model is 

used with the part affinity fields (PAF) method, which 
connects points placed on the joints of the body, and captures 
the posture of an individual with a relatively high accuracy. 
In [7], although a partitioning method is proposed for 
recognizing multiple people in an image using a deepcut 
structure; it has a limitation in that it takes a long time to 
recognize a single image. In [8], an AI-based recognition 
technique is proposed for recognizing human hands as 
objects; however, it has difficulty estimating various human 
postures. The approach in [9] has the advantage of directly 
learning the inference process, unlike the general object 
recognition methods from previous studies, but has difficulty 
detecting complex or rare postures and obtaining datasets for 
rare postures for artificial intelligence learning. In [10], the 
spatio-temporal affinity fields (STAF) method is used to 
strengthen the existing PAF skeleton model method. 
However, when a large number of objects appear, the 
computational speed increases linearly, and the objects are 
not properly recognized when the camera framerate is high. 
In [11], a regional multi-person pose estimation (RMPE) 
framework method is proposed for estimating multiple 
human objects. Although RMPE more accurately identifies 
the existence of multiple objects, it has difficulty estimating 
detailed postures. In [12], a method is proposed for 
generating a 3D human object skeleton to estimate the 
motion of human objects in sporting events. The method 
focuses on image processing using pipeline structures, rather 
than machine learning. 

In [13-17], major studies on OpenPose based skeleton 
models are described. In [13], an OpenPose based skeleton 
model is used to determine the key point, i.e., the center of 
movement in the human body, and the characteristics of the 
falling behavior are investigated. This is a study on the 
detection of unusual human behaviors. In [14], the authors 
pointed out the problem of using markers as a method for 
estimating human motion and proposed a method for 
estimating the positions and postures in 3D without markers 
when applying OpenPose. In [15], also using OpenPose, a 
method is proposed for estimating a falling posture by 
detecting the movement of the center of the joint of a person 
in 2D in real time. The motion posture of a person is 
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determined based on 25 joint points. In [16], an OpenPose 
skeleton based basketball free-throw posture analysis model 
is proposed and the accuracy of free-throw posture prediction 
is analyzed. In [17], a method for predicting the 3D skeleton 
of a human hand using OpenPose is proposed, allowing the 
robot to recognize the hand movements of the human 
operator. As described above, there are various methods and 
models for estimating the posture of human objects. Based 
on the OpenPose based skeleton model [6], recently 
developed at Carnegie Mellon University, we focused on the 
development of a smoking behavior prediction model. 
 

Table 1 Comparison of existing studies on motion recognition 
Studies Characteristic 

[6] 

Introduces filter learning that can encode not only the 
location of body parts but also the connection relationships 
between body parts, and encodes expressions (part affinity 
fields) including location and direction information into 2D 
vectors. 

[7] 

Devised a method to conduct calculations more efficiently 
by changing the structure of Deepcut; however, several to 
several hundred seconds may be required depending on the 
image. 

[8] 

A technique is presented for separating the hands by mixing 
color and depth images, and by learning the skin model in 
real time, the skin model is adaptively updated for the 
lighting environment, thereby resulting in a stronger 
recognition performance. 

[9] 

To solve the difficulty of taking complex poses with the 
existing graphic model, a method of directly learning the 
inference process is used over a graphical pose estimation 
method. 

[10] 

Based on the PAF(Part Affinity Fields) method, the 
TAF(Temporal Affinity Fields) method is applied in the 
existing online tracking approach. PAF shows only those 
parts constituting the skeleton while connecting key points, 
whereas TAF strengthens the connectivity by connecting the 
surrounding key points, similar to a graph. 

[11] 

A regional multi-person pose estimation (RMPE) framework 
is proposed as a method of estimating multiple objects of a 
person. Although it achieves a more accurate identification 
of multiple objects, there is a lack of detail in their posture. 

[12] 

A method for generating a 3D human object skeleton in 
estimating the motion of human objects in sports events is 
proposed. It focuses on image processing using pipelines 
rather than learning. 

[13] 
A study is conducted on determining the key points in the 
human body and investigating the characteristics of falling 
behavior using an OpenPose based skeleton model. 

[16] 
An OpenPose skeleton based basketball free throw posture 
analysis model is proposed and the accuracy of the free 
throw posture prediction is analyzed. 

 
2.2 OpenPose based Skeleton Model 

 
OpenPose [6] is a method of human pose estimation that 

predicts the body, face, and knuckles of an individual using 
only a single camera. Early research began with a method 
published by Carnegie Mellon University in 2017. Based on 
a deep learning convolutional neural network, it estimates the 
feature points of the body, hand, and face from only images 
and photographs. With a traditional method, it is necessary to 
attach related devices to the human body, which is expensive 
and limited in terms of space, and achieves varying results 
depending on the body type of the person. With the 
development of knowledge and computing performance, 
deep learning technology has been used in the field of 

computer vision [21]. By combining these technologies, it 
has become possible to predict human postures using only 
images. Fig. 1 show the human posture prediction process 
based on OpenPose. 
 

 
Figure 1 Prediction process of human posture based on OpenPose 

 
The human posture prediction process based on 

OpenPose is as follows: The first stage is the VGG-19 [18] 
neural network processing stage. In this step, a batch-type 
input image is input into the VGG-19 neural network. After 
the input image passes through the neural network, it 
becomes image data with a feature size of 28 × 28 × 512. 
These data become the input data for step 2. In step 2, a 
confidence map and affinity field are derived. A confidence 
map is used to determine the joint position of a person in an 
image, and the preference field is used to determine who 
owns the joint extracted from the image. Step 3 involves 
extracting the feature points. At the beginning of step 3, 
although meaningless features are created according to the 
input image, these features are compared with the posture of 
the individual, optimization is performed, and the features 
gradually converge in the direction pointing toward the joint 
position of the person. Subsequently, they continuously pass 
through the next branch and predict a 2D preference field 
based on the similarity between each part of the human body. 
In Step 4, a keypoint is predicted. In other words, keypoints 
of individuals in the image are predicted and generated using 
the confidence map and preference field calculated in the 
previous step. When each joint from the reliability map is 
combined, the greedy algorithm (greedy relaxation) 
determines the owner of each joint if there are several people 
in the image. By repeating this process, it becomes possible 
to predict the human posture. 
 
3 DESIGN OF PROPOSED SYSTEM 
3.1 Image Data Processing Procedure Used by the Proposed 

System 
 

The proposed system uses the OpenPose based skeleton 
algorithm to identify and analyze the smoking behavior of an 
object from motion images captured by a CCTV camera. Fig. 
2 shows the image data processing procedure used by the 
proposed system. 

The image processing procedure of the proposed system 
is as follows: First, the image data to be used for learning are 
preprocessed to facilitate data processing, and the 
preprocessed smoking image is input into the OpenPose 
skeleton model. The images processed by the skeleton model 
undergo a learning process. As a result, a smoking behavior 
recognition model is created. CCTV footage is input into the 
generated smoking behavior recognition model to determine 
whether smoking is taking place. To increase the accuracy of 
the smoking behavior recognition, the result of the smoking 
behavior recognition model is transmitted to the hardware 
device and combined with the smoking behavior result of the 
hardware device, allowing the smoking behavior to be 
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determined. The hardware device developed in this study can 
be used to increase the accuracy of the software when 
recognizing smoking behavior. The device might mistake the 
presence of residual gas as the occurrence of smoking and is 
therefore used only as an auxiliary tool. 
 

 
Figure 2 Image data processing procedure used by the proposed system 

 
3.2 Image Data Preprocessing Procedure for Machine 

Learning 
 

With the proposed system, preprocessing of the learning 
image data is required to create a smoking behavior 
recognition model. Fig. 3 shows the preprocessing of the 
training data. In the training image, the longer horizontal and 
vertical lengths are adjusted to a standard of 500 mm, and the 
missing part is filled in with black. The middle image in Fig. 
3 illustrates this phenomenon. An OpenPose based skeleton 
model is applied to this image to create a dataset for learning 
the smoking behavior. The image on the right side of Fig. 3 
shows this phenomenon. Using this image, an artificial 
intelligence neural network learns the smoking behavior for 
model creation. This model is combined with the skeleton 
model to input CCTV images in real time and detect whether 
a human object is smoking. If the individual is determined to 
be smoking, the result is sent to the hardware device. 
 

 
Figure 3 Preprocessing of the training data 

 
 

3.3  Hardware Development to Increase the Accuracy of 
Smoking Behavior Recognition 

 
A hardware device is used as an auxiliary tool to increase 

the accuracy of the smoking image recognition in the 
proposed system. Fig. 4 shows the systematic structure of the 
proposed hardware device. It consists of sensors that can 
detect a variety of smoke produced by cigarettes, a warning 
sound generation device, and a Raspberry Pi microcontroller. 
Fig. 5 shows the operational procedure of the hardware 
device. First, the CCTV footage is input into the above-
mentioned smoking behavior recognition OpenPose based 
skeleton model to determine whether an individual is 
smoking. If it is determined that smoking behavior is taking 
place, the information is transmitted to a Raspberry Pi, which 
controls the hardware sensor. Second, when data are received 
from the Raspberry Pi, the sensors detecting gases and flames 
generated from smoking respond. Third, each sensor collects 
information on the smoking behavior and cigarette smoke. 
Fourth, when smoking occurs, the sensor values for 
collecting information on the presence of gases increase, and 
when the increased sensor values exceed a certain reference 
value, they are recognized as cigarette smoke. As a final step, 
when all sensors detect cigarette smoke, it is finally 
determined whether smoking is occurring, and a warning 
sound indicating a non-smoking area is output. By 
calculating an average value through repeated experiments, a 
standard value for cigarette smoke recognition is achieved. 
 

 
Figure 4 Structure of the proposed hardware device 

 

 
Figure 5 Operating procedure of hardware device 
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Figure 6 Neural network algorithm for smoking behavior recognition 

 
4 IMPLEMENTATION OF PROPOSED SYSTEM 
4.1 Creation of Smoking Recognition Neural Network 
 

In this paper, we describe the process of generating a 
smoking recognition neural network using the proposed 
system. Fig. 6 shows the main parts of the proposed smoking 
recognition neural network algorithm. The implemented 
smoking recognition artificial intelligence neural network 
uses the TensorFlow module (ImageDataGenerator) [19], by 
which the number of training data is increased through a 
slight transformation when learning the images. To create a 
large number of smoking data, an image is created and used 
by rotating, zooming, and moving based on the original 
image. The detailed parameters of this module are presented 
in Tab. 2. MobileNetV2 is used as the base model, and is a 
neural network light enough to be applied in a mobile 
environment. Because of the small number of parameters 
applied, the burden of manipulating a neural network can be 
reduced and the computational cost can be decreased. 
 

Table 2 Image generator parameters 
Parameters Contents 

Rotation_range Random rotation angle within 20 degrees 
Zoom_range 15% random zoom range 

Width_shift_range 15% left and right movements  
Height_shift_range 15% vertical movement 

Shear_range 15% floor push strength  
Horizontal_flip Randomly flip horizontally 

Fill_mode When there is a blank space in the image from a 
reduction in rotation. 

 
Average pooling is applied on the spatial data using the 

AveragePooling2D module to construct a neural network. 

With this module, the parameter (7, 7) indicates that the 
image is scaled down to 1/7 for a two-dimensional space, and 
thus an image size of 14 × 14 × 3 is created. The generated 
image is input into the Relu activation function, negative 
values are discarded, and positive values remain. 
Subsequently, it is normalized using the Dropout function to 
solve the overfitting problem, which is a phenomenon in 
which a large number of data are learned for only a specific 
model, and the accuracy of the analysis is significantly 
lowered for the untrained data. Finally, using the activation 
function Softmax, the input value is normalized to a value 
between zero and 1 as an output, and the sum of the output 
values is always 1. Softmax can be used for binary 
classification by allowing only the largest value of the result 
of this function to have a true value and the rest to have false 
values. Because a compilation is a binary classification of 
smoking and non-smoking, the model was constructed using 
the typical loss function NBinary_crossentropy. 

The main software packages used for the smoking 
recognition model are listed in Tab. 3. Python 3.8 is used, and 
the latest versions of other artificial intelligence libraries such 
as TensorFlow and Keras were applied. 
 

Table 3 Open software package versions 
Libraries Version Libraries Version 
Python 3.8 Matplotlib 3.4.3 

TensorFlow 2.5.0 TensorFlow-estimator 2.5.0 
Keras 2.4.3 Keras-Preprocessing 1.1.2 

scikit-learn 0.24.2 scicy 1.6.2 
pandas 1.3.3 pip 21.2.2 

OpenCv2 4.0.1 TensorBoard 2.5.0 
 
4.2 Training Process of Dataset for Smoking Recognition 

Model 
 
The training process of the dataset used for creating the 

smoking recognition model is as follows: First, a dataset was 
prepared. In this step, smoking behavior images were 
collected for data mining using Kaggle. Initially, 3,000 
images, including 1,500 smoking and 1,500 non-smoking 
images, were prepared. Second, an image-resizing step was 
applied. The sizes of the 3,000 dataset images prepared were 
all different, and we therefore resized them to 500 × 500 × 3 
for image learning. Resizing was conducted based on the 
longer horizontal and vertical lengths, and bilinear 
interpolation with high efficiency was used. The third step is 
image padding. When applying the second step, because 
resizing was applied based on the longer distance between 
the horizontal and vertical lengths, space occurred on one 
side. Empty spaces were filled with black. Resizing not only 
allows the images to be uniform, it also increases the 
recognition rate of the skeleton model. Fig. 7 shows an 
example of a resized image. When applying a skeleton to the 
original image, the arm part of the original data in the left 
image is not normally covered with the skeleton model; 
however, in the image on the right, it can be seen that the arm 
is normally covered with a skeleton model. Fourth, this stage 
involves the creation of a skeleton neural network. A skeleton 
neural network model was created by applying the skeleton 
model to the padded image in the previous step. It took 
approximately 15 h to process approximately 3,000 sheets. 
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The fifth stage is the data training stage. Machine learning 
was conducted based on the image data created in the 
previous step. 
 

   
                                           (a)                                     (b) 

Figure 7 Resized data image (a) (b) 
 

The following four test dataset models were created 
based on the neural network created in the previous step. 

For test model 1, 1500 smoking images and 1500 non-
smoking images to which the skeleton model was not applied 
were trained. 

For test model 2, 1500 smoking images and 1500 non-
smoking images to which the skeleton model was applied 
were trained. 

For test model 3, 1,000 smoking images and 1,000 non-
smoking images to which the skeleton model was applied 
were added, for a total training of 5,000 images. 

For test model 4, 1,100 smoking images and 1,400 non-
smoking images, i.e., 2,500 images, were trained by deleting 
garbage data to which the skeleton model was not properly 
applied. 

A final test model was selected through a performance 
analysis of the generated models, and the selected model was 
used as the final model for smoking behavior recognition. 
 
4.3 Hardware Device Implementation 
 

For the proposed system, a smoking behavior detection 
device for determining tobacco smoke was developed as an 
auxiliary tool to increase the accuracy of detection. The 
system was developed using the sensors shown in Figure 8, 
and is located at the top of the surveillance camera placed in 
a non-smoking area, as shown in Fig. 9. A Raspberry Pi 4 is 
applied as the hardware device controller for smoke gas 
recognition and data transmission, and MQ7 and MH-Z14A 
sensors are used to measure CO and CO2 in the air. In 
addition, a GSAS61-P110 smoke sensor is used to detect 
cigarette smoke and an NS-FDSM flame sensor is used to 
detect the flame used to light the cigarettes as well as 
cigarette cinder. 

A socket program that can be accessed from an external 
IP is used to transmit the resulting software value to the 
Raspberry Pi. A PC equipped with a smoking-aware skeleton 
model is used as the client, a Raspberry Pi is placed as the 
server, and data transmission is smoothly applied during 

socket programming. For the transmitted data, a value of 1 is 
used for smoking, and a value of 0 is applied for non-
smoking. When a value of 1 is received, the Raspberry Pi 
device starts measuring the sensor value. Hardware sensors 
collect information on smoking, and when the collected 
sensor values exceed a set threshold value, smoking behavior 
is determined. Finally, the system recognizes that smoking 
has occurred and outputs a warning sound. 
 

 
Figure 8 Sensors and hardware devices 

 

 
Figure 9 Smoking environment for experimentation 

 
Table 4 Determination of sensor threshold values 

Sensor Threshold Initial value End value 
CO 600 470 736 
CO2 1170 1182 1164 

SMOKE 600 105 688 
Flame True False False 

 
The threshold value of the sensor for cigarette smoke 

detection was determined through an environmental 
experiment on cigarette smoke using an acrylic box (40 × 40 
× 40 cm). Tab. 4 shows the value of each gas measured for a 
period of approximately 60 s after the cigarette was lit (in 
order, the initial value when the sensor started measuring, the 
standard value indicating that smoking is occurring, and the 
value when the experiment was finished). The sensor 
threshold value is calculated by averaging the values 
collected from several environmental experiments. The CO, 
CO2, SMOKE, and FIRE sensor threshold values were used 
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as the criteria for determining whether smoking is taking 
place. 
 
4.4 Performance Analysis of Test Dataset Model 

 
The most suitable dataset model for smoking recognition 

was selected through performance analysis experiments 
conducted on the four neural network test dataset models 

described in Section 4.2. The performance analysis 
proceeded as follows. First, a classification experiment was 
conducted for each model. This is an experiment on how well 
the classification (Classification_report) function was 
applied to the model (dataset). Tab. 5 shows the experimental 
results for models (dataset) 1 and 2, and Tab. 6 shows the 
experimental results for models 3 and 4. 

 
Table 5 Performance analysis results for neural network models 1 and 2 

#model 1     #model 2     
 Precision Recall F1-score Support  Precision Recall F1-score Support 

Not-smoking 0.79 0.82 0.81 255 Not-smoking 0.82 0.83 0.83 255 
Smoking 0.88 0.86 0.87 396 Smoking 0.89 0.89 0.89 396 
Accuracy   0.85 651 Accuracy   0.86 651 

Macro avg. 0.84 0.84 0.84 651 Macro avg. 0.86 0.86 0.86 651 
Weighted avg. 0.85 0.85 0.85 651 Weighted avg. 0.87 0.86 0.86 651 

 
Table 6 Performance analysis results for neural network models 1 and 2 

#model 1     #model 2     
 Precision Recall F1-score Support  Precision Recall F1-score Support 

Not-smoking 0.83 0.84 0.84 439 Not-smoking 0.82 0.85 0.83 227 
Smoking 0.88 0.87 0.87 571 Smoking 0.87 0.85 0.86 281 
Accuracy   0.86 1010 Accuracy   0.85 508 

Macro avg. 0.85 0.85 0.85 1010 Macro avg. 0.85 0.85 0.85 508 
Weighted avg. 0.86 0.86 0.86 1010 Weighted avg. 0.85 0.85 0.85 508 

 
The experimental results are as follows: First, precision 

is the ratio of the number of samples that actually belong to 
the positive class to the number of samples that are output as 
belonging to this class. The higher the precision is, the better 
the judgment of the model. A precision of 1.0 means that 
there are zero false positives (FPs). Tab. 7 shows a classifier 
matrix of the precision. 
 

Table 7 Classifier matrix 

 Real result  
True 736 

Classification result True Classification result True 
SMOKE False 105 False 

 
The meaning of each item is as follows, and the precision 

can be obtained using Eq. (1): 
-  True positive (TP): The model accurately predicts that 

the sample is higher than the threshold value. 
-  True Negative (TN): The model accurately predicts that 

the sample is lower than the threshold value. 
-  False positive (FP): The model inaccurately predicts that 

the sample is higher than the threshold value. 
- False negative (FN): The model inaccurately predicts 

that the sample is lower than the threshold value. 
 

TPPrecision
TP FP

=
+

           (1) 

 
Second, recall is the ratio of the number of samples that 

are output as belonging to the positive class to the number of 
samples belonging to that class. The higher the number is, the 
better the model. A recall of 1.0 means that the FN is zero. 
The recall can be calculated using Eq. (2). 
 

TPRecall
TP FN

=
+

                                                             (2) 

 
Third, the F-score is a weighted harmonic average of the 

precision and recall. In particular, beta is the weight assigned 
to the precision, and when the value is 1, it is called the F1 
score. The higher the number is, the better the model. The F1 
score can be calculated through Eq. (3). 
 

2

2
(1 )( )

( )( )
Precision RecallPF

Precision Recallβ
β

β
+ ×

=
×

                                (3) 

 
Fourth, accuracy refers to the ratio of the number of 

correctly predicted samples to all samples. The higher the 
number is, the better the model. In general, it is used as an 
optimization objective function in learning. The accuracy can 
be calculated through Eq. (4). 
 

TP TNAccuracy
TP TN FP FN

+
=

+ + +
                     (4) 

 
Fifth, the macro-average is the weight assigned to each 

class. The same weight is assigned to each class. In other 
words, an imbalance in the number of samples is not 
considered. Because it does not consider the imbalance in the 
number of samples, a larger penalty occurs when the 
performance of a minority class is low. 

Finally, the weighted average is based on the number of 
samples belonging to each class. An imbalance in the number 
of samples is considered. Because the weighted average is 
applied, the influence of a class with a small number of 
samples is reduced. 
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The accuracy of the results for each dataset model were 
0.85, 0.86, 0.86, and 0.85, respectively, indicating no 
significant differences. In addition, there were no significant 
differences in the precision, recall, and F1 scores. However, 
it can be determined that relatively uniform data can be 
output regardless of the input data because the difference in 
value between the non-smoking data and the smoking data 
for dataset model 4 is smaller than that of the other models. 
Therefore, we proceeded with the final smoking recognition 
experiment using dataset model 4. 

To judge the smoking behavior, the image to which the 
skeleton model is applied must pass through a smoking 
recognition neural network. To input the image into the 
neural network, we need to resize it to 244 × 244 × 3, and in 
this case, interpolation is used. Interpolation is a method for 
estimating unknown values using known data. When 
changing the size of an image, if the ratio of the image is 
changed, new values must be assigned by mapping new pixel 
values to non-existent areas or by compressing the existing 
pixels. When an image is enlarged, an interpolation method 
for the pixels is applied, and when an image is reduced, a 
pixel merging method is used. There are five types of nearest-
neighbor interpolation provided by OpenCV: neighbor, 
bilinear, bicubic, domain, and Lanczos interpolation [20]. 

Among these five interpolation methods, the nearest 
neighbor interpolation method was found to be the most 
suitable through experimentation. By applying each 
interpolation method to the test data consisting of 100 
images, the proposed smoking recognition module is 
executed, and the interpolation method with the most correct 
answers is selected as the optimal interpolation approach. 
Finally, the selected interpolation method is applied to the 
image interpolation. 
 
4.5 Smoking Recognition Experiment 
 

Experiments were conducted to analyze the performance 
of the proposed neural network model. Dataset model 4, 
described in Section 4.4, was applied during the experiment, 
and the nearest neighbor interpolation method was used as 
the image interpolation method. As the experimental results. 
A total of 198 images of smokers and 198 images of non-
smokers were applied during the experiment. The correct 
answer rate was 0.75 for the smoking images (148 correct 
answers) and 0.7 for the non-smoking images (139 correct 
answers).  

Fig. 10 shows example results when applying the neural 
network smoking behavior recognition module proposed in 
this study. The object number appears on the head of the 
person who is smoking. When the smoking behavior 
recognition module identifies a human object, a skeleton 
model is applied, and for each object to which the skeleton 
model is used, it is determined whether a smoking action has 
occurred. As shown in the figure, when the system judges 
that both the left and right objects are smoking, it outputs the 
messages "AI has detected that the Nth object is smoking" 
and "Send a value of 1 (smoking behavior) to the manager" 
in the output window below. The recognition results are then 
transmitted to the hardware device. Tab. 8 shows the result 
of the recognition module being transmitted to the hardware 

device, where the final result is determined according to the 
sensor value. When a smoking action is determined, the 
message "The standard value has been exceed and output a 
warning sound" is displayed, as shown in the red box. 
 

 
Figure 10 Results of smoking behavior recognition module 

 
Table 8 Final results of the recognition module and hardware device 

 Output Example 

Algorithm 
execution 

and 
output 

example 

CO: 580, CO2: 1173, Smoke: 811, Fire: False 
CO: 610, CO2: 1173, Smoke: 837, Fire: False 

The standard value has been exceed and output a warning 
sound. 

CO: 625, CO2: 1173, Smoke: 840, Fire: False 
The standard value has been exceed and output a warning 

sound. 
CO: 637, CO2: 1173, Smoke: 833, Fire: False 

The standard value has been exceed and output a warning 
sound. 

… 
 
5 CONCLUSIONS 
 

In this study, an artificial neural network based smoking 
behavior recognition model using an OpenPose based 
skeleton module for detecting smoking in a non-smoking 
area and providing a warning was proposed, along with a 
hardware device for improving the accuracy of smoking 
behavior recognition. To improve the recognition 
performance, the best dataset model among the four learning 
dataset models was selected experimentally, and the best 
performing method among the five interpolation methods 
was applied to generate the final recognition model. Based 
on the performance analysis of the proposed model, the 
smoking behavior recognition rate was 70% for TPs and 75% 
for FNs. The hardware device combines the transmitted 
results with the results recognized by the sensor and 
generates an accurate warning sound when the result of the 
smoking behavior recognition module is transmitted to the 
hardware device.  

Compared with related studies [9], the image recognition 
rate of the proposed system is similar to the average 
recognition rate of 72% for each part of the body; however, 
this study is significant and differs in the following ways. 
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First, the subject of this study was the intricate posture of 
smoking, rather than easy-to-judge postures, such as walking 
and falling, addressed in other studies. This makes it difficult 
to judge only the numerical results of the motion recognition 
accuracy shown in each study. Second, several characteristic 
tasks were performed to increase the smoking behavior 
recognition rate. A preprocessing process was first 
performed for the convenience of processing learning data. 
Four dataset models were established, and the best training 
dataset was determined through experiments. Finally, 
various interpolation methods were tested, and the test data 
were processed using the nearest neighbor interpolation 
method to increase the recognition probability of the test 
data. These tasks are characteristic image recognition 
procedures of this study and are factors that can improve the 
performance of the proposed smoking behavior recognition 
module in the future. Third, a hardware device was 
developed to verify and supplement the accuracy of the 
smoking motion recognition software module. That is, a 
hardware device was developed and applied as an auxiliary 
tool to increase the accuracy of smoking behavior 
recognition. That is, the hardware device is notified of the 
result of the software recognition model, and thus the final 
smoking behavior is recognized and judged. In the final 
performance experiment fusing the software recognition 
module and hardware device, when the software result is 
transferred to the hardware device, the hardware device 
properly senses and reacts to the gas generated from 
smoking.  

Despite the significance of this study, additional studies 
are required in the future. First, it is necessary to 
quantitatively expand the training image data for machine 
learning as well as select and train an image suitable for the 
OpenPose algorithm. In this study, 1500 smoking and 1500 
non-smoking data points were used as training data. It is 
necessary to learn more data and select and apply various 
posture data to increase the recognition rate. Second, a better 
dataset model is needed to improve smoking recognition 
accuracy. In this study, the best-performing dataset model 
was selected based on precision and accuracy, but it is 
necessary to develop more diverse dataset models and use the 
best-performing dataset model. Finally, the hardware device 
that recognizes smoking motion needs to be improved. In 
other words, it is essential to add a sensor that can detect 
several gases produced by cigarette smoke, and it is equally 
important to select a sensor that can identify the same gas 
with excellent detection performance. 
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Challenges in Flexible Manufacturing Technologies for the Final Assembly in the Commercial 
Vehicle Industry 

 
Tarik Demiral, Jürgen Bock*, Pierre Johansson 

 
Abstract: Increasing customer demands and product diversity as well as emerging technologies and market trends, such as the establishment of new driveline technologies, like 
e-mobility or hydrogen, present challenges for manufacturing companies in the commercial vehicle industry. Consequently, companies must strengthen their focus to the aspect 
of flexibility within their manufacturing processes. This paper contributes to the state of the art in flexible manufacturing technologies research, which enables manufacturing 
companies to deal with these increasing flexibility requirements. Focussing on the area of final assembly the paper takes a holistic perspective and characterizes the readiness of 
automotive companies to be able to implement flexible manufacturing technologies. The system ecosystem and the process organization of automotive companies are examined 
with respect to the requirements of flexible manufacturing. Finally, gaps that hinder the implementation of flexible manufacturing technologies are identified and described, and 
possible solution concepts for the identified gaps are proposed. 
 
Keywords: business capabilities; final assembly; flexibility; gap analysis; manufacturing 
 
 
1 INTRODUCTION 
 

The commercial vehicle industry is facing new 
challenges that are derived from increasing customer 
demands leading to higher complexity due to the diversity of 
variants. On the other hand, challenges arise from emerging 
technologies, such as electromobility and digitalization [1]. 
Particularly, these developments have a major effect on 
manufacturing, including manufacturing preparation and 
process engineering. One way how companies are dealing 
with these challenges is the introduction of new concepts in 
the area of flexible manufacturing. This has a great impact on 
state-of-the-art manufacturing and influences the digital 
infrastructure and organization of companies. 

The challenges an organization is facing can be studied 
along the capabilities that are required in order to meet the 
requirements that are imposed by the novel concepts of 
flexible manufacturing. These so-called business capabilities 
[2] can be identified for state-of-the-art manufacturing 
systems, as well as for novel flexible manufacturing systems. 
In addition to presenting the currently realized as well as the 
required system capabilities for future manufacturing, the 
main contribution of this paper is an analysis of the gaps that 
currently prevent the realization of required novel system 
capabilities to increase manufacturing flexibility. 

The research for this paper was conducted following the 
scientific method of expert interviews on the one hand, and a 
case study on the other hand. Regarding the former, 
qualitative interviews with open-ended questions ensure 
openness and flexibility. The conducted type of interview is 
particularly suitable for uncovering unknown findings step 
by step. In total, seven experts were interviewed: three 
enterprise architects, two solution architects from two 
different final assembly plants, as well as two manufacturing 
engineers. By conducting the interviews with different roles 
and areas of expertise, it was possible to cover as broad an 
area of the research topic as possible and to reflect the issue 
with relevant results from different perspectives. Regarding 

the case study as a second scientific method, a realistic future 
scenario is described as a case that is derived from thorough 
research and study of the domain. It includes a sufficient 
level of information and detail that can be analysed an 
interpreted from different perspectives. A case study is a 
suitable method since the manufacturing system investigated 
in this paper is not technically implemented yet in any 
organization, and thus has no real-life environment that can 
be used for observations and thus for field research. 

In the following, Sect. 2 describes the state of the art 
regarding the conventional truck assembly line. Moreover, 
the business capability map is introduced for manufacturing 
operations related business capabilities currently realized. 
Section 3 presents the elements of a future manufacturing 
system including its required system capabilities. Section 4 
introduces the gaps that were identified and relates them to 
the required system capabilities. Section 5 evaluates the 
presented findings, before Sect. 6 concludes the paper with a 
summary and an outlook on future work.  The paper is based 
on a more extensive scientific work conducted through the 
application of the mentioned scientific methods at a leading 
OEM of commercial vehicles [3]. 
 
2 STATE OF THE ART 
 

The contribution of this paper is based on the state of the 
art in the final assembly in the commercial vehicle industry 
and the business capabilities currently characterizing such 
assembly systems. 

 
2.1 Final Assembly in Commercial Vehicle Production 

 
The final assembly in the European automotive industry 

is characterized by customized products and different 
vehicle-variations on one assembly line. High variation 
requires a high degree of flexibility, which cannot be 
provided by automated solutions, thus, manual or only 
partially mechanised assembly operations are applied, 
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despite high labour costs [4]. Heavy-duty truck 
manufacturing, as a sub-section of the automotive industry, 
has even lower volumes and higher customization levels [5].   

Final assembly lines are dominated by linearly arranged 
workstations that are rigidly connected with each other using 
conveyor technology [6, 7]. A workstation can be described 
by the assembly operations conducted in it, the number of 
operators, the available equipment and the materials 
delivered to the station [7].  The process of allocating 
assembly operations to the manufacturing resources is called 
line balancing [8]. Each workstation is designed to conduct a 
number of specific assembly operations, according to which 
the required number of operators for each station will be 
derived.  An assembly line can be further characterized by a 
tact time per station, where a station’s total assembly time 
cannot exceed the tact time [6, 7]. The difference between the 
total assembly time per station and the tact time is 
unproductive “idle time”. Assembly line balancing has the 
overall goal to evenly distribute all assembly activities 
throughout the workstations and minimize idle time [9]. 
Apart from the tact time, further technical and organisational 
restrictions, as well as equipment availability and the level of 
qualification of operators need to be considered [10]. 

Assembly operations are generally planned on 
standardized assembly sequences. As a result, operators will 
complete assembly tasks in a fixed sequence, which needs to 
be revised and updated by manufacturing engineers regularly 
due to product changes and changing manufacturing 
parameters. To this end, not all vehicle configurations require 
the same order of operations, e.g., a vehicle without a glass 
roof still needs to pass the corresponding station without any 
operations conducted here [6]. 

Regarding material handling, which involves the storage, 
control, and delivery of production parts for the final 
assembly, Just-In-Time (JIT) and Just-In-Sequence (JIS) are 
heavily utilized concepts in the automotive industry. The JIT 
approach ensures that only the required items in the right 
quantity are supplied into the production system when 
needed. The goal is to reduce inventories, and eliminate 
waste and inconsistencies while increasing productivity. The 
JIS approach goes further and aims to ensure that the material 
is delivered in the order in which it will be processed later. 
For JIT and JIS to be effective, the company must have a very 
smooth operational system for material handling in place, as 
any disruptions in the material supply chain can cause a 
significant impact on the entire system [10]. 
 
2.2 The Business Capability Map  
 

Business capabilities refer to the abilities possessed by 
an organization, individual, or system to perform a 
fundamental business function. A business capability map 
provides a structured representation of all business 
capabilities within the organization to coordinate and align a 
variety of distinct business capabilities [2]. The business 
capability map provides a clear definition for each business 
capability, which is further broken down into IT systems that 
assist the organization in achieving these capabilities. This 

section will outline the current business capability map for 
manufacturing-related business capabilities (see Fig. 1). 
 

 
Figure 1 Current business capability map 

 
Product development and management. The capability 

of developing new products and improvement is a crucial 
requirement for competitiveness in high-tech industries such 
as the automotive industry. Product development involves all 
activities related to the design of the product and its 
properties, including geometric design of individual 
components and the product as a whole. The main output of 
the product development process is the intellectual product, 
containing the product description along with all associated 
documentation, specifications, and digital models [11]. 
Product development and management heavily influences 
manufacturing processes. 

Industrialization. After product development, the next 
phase is referred to as industrialization or production 
planning. Industrialization acts as the interface between 
product development and manufacturing. It involves 
planning production processes, providing necessary 
manufacturing resources, and conducting production tests to 
verify manufacturing feasibility and optimization [12]. The 
focus of industrialization is on the operational aspects of 
designing and implementing the manufacturing solution 
within the production environment. The business capability 
industrialization describes an organization's ability to 
develop, configure, prepare, verify, and implement the 
manufacturing solution for developed products.  

Production order planning. Efficient processing of 
customer orders requires the conversion of orders into 
production orders and planning in terms of time and capacity 
with available resources. There are several core processes 
within production order planning. Production order 
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scheduling involves converting customer orders into 
production orders and assigning them to different plants 
while respecting production capacity constraints, sales 
forecasts, order prioritization and the model-mix within the 
plant [13]. Production order sequencing converts scheduled 
production orders into a detailed production program for a 
certain period of time. Material requirements planning is 
relevant for material planning aspects. Overall production 
order planning describes an organization’s ability to plan and 
fulfil customer orders within their manufacturing system. 

Production operations management. Also known as 
shopfloor management, production operations management 
involves coordinating and managing all functions directly 
within the operational manufacturing execution area. The 
primary goal is to control production processes efficiently 
and without any disruptions. However, being able to generate 
appropriate process deviations to keep the assembly flow 
running smoothly in case of any disruptions is an important 
part of production operations management area [14]. This 
business capability describes the organization's ability to 
efficiently steer manufacturing processes on the execution 
level as well as collect and use real-time data from the 
shopfloor for optimization and reporting purposes.  

Production material management. The supply of 
materials to workstations is a core task of the final assembly. 
Through the implementation of JIT and JIS concepts, 
materials need to be delivered in the right sequence with 
respect to its further processing at their point of use [10]. In 
this context, intralogistics covers the planning, control, 
implementation, and optimization of the internal flow of 
goods and materials, including the required information flow. 
Immediate intralogistics processes within final assembly 
include pre-assembly and kitting operations, material 
sequencing, as well as internal routing of materials. This 
business capability describes the organization's ability to 
effectively supply the right parts and sub-assemblies in the 
right quantity, at the right time and the right point of use. 
 
3 FUTURE FLEXIBLE MANUFACTURING SYSTEM 

 
Flexibility in manufacturing refers to the system's ability 

to adapt to changing market demands and quantities, as well 
as the required effort for installations and process 
adjustments [15]. Because of shorter product life cycles, 
smaller lot sizes as well as increasing product variety and 
complexity, concepts, which increase manufacturing 
flexibility gain in importance, are presented in the following. 
A possible future flexible assembly line is presented, which 
is used to derive required system capabilities. 

 
3.1 Future Manufacturing Concepts 
 

Flexibility in future manufacturing systems is 
characterized in the following dimensions [16]. Operation 
flexibility denotes the ability of a part or a manufacturing 
process to be executed in different ways or sequences. 
Process flexibility describes the ability of a workstation to 
quickly produce a variety of products without any major 

reconfigurations. Routing flexibility denotes the ability to 
produce a part by using alternate routes through the system. 

Flexible material delivery. Automotive assembly lines 
are characterized by standardized and rigid assembly 
sequences, resulting in components always being delivered 
to the same workstation for their processing [17]. By 
combining operational flexibility for parts and processes, 
process flexibility for workstations, and routing flexibility for 
the material handling system, the concept of flexible material 
delivery is introduced. It allows workstations to execute 
different assembly operations through the delivery of 
different parts. The assembly sequence is not standardized 
and may vary between production orders. The allocation of 
assembly operations determines the material delivery points 
for the required parts. Within JIS-manufacturing, a higher 
degree of synchronization between process execution and the 
material handling system is required. Flexible material 
delivery results in more decision freedom in manufacturing 
preparation, however through increased levels of complexity 
in the execution area and for the operators are a consequence. 

Plug and Produce. Besides flexible material delivery, 
the provisioning of production resources such as tooling and 
equipment need to be considered. The Plug and Produce 
concept, refers to a technology in which manufacturing 
devices can be utilized without requiring any modifications 
to the system or additional registrations to the database [18]. 
For instance, fastening tools in manual assembly can be 
utilized in multiple workstation for a variety of assembly 
operations, without the prior need for readjustments.  

Flexible production sequencing. In flexible 
manufacturing environments, the production of a single final 
product can be achieved using various sequences of 
operations [19]. Instead of the rigid assembly line, a 
production program determines which products need to be 
processed in which workstations. Hence, the classification of 
the capabilities of manufacturing assets, such as 
workstations, equipment and operators is required. 
Furthermore, a link between product parts based on 
individual manufacturing related product requirements is 
essential. The goal is to generate an optimal sequence for 
operations for each individual production order while 
avoiding inefficiencies in the production process. However, 
the standardized assembly sequence and and uniform tact 
time for the entire assembly line need to be abandoned, 
resulting in individual assembly sequences, production 
routes, and tact times for each production order. 

Collaborative robotics. Although automation is not 
common in final assembly systems and over 90% of tasks are 
still performed by humans, collaborative robots (cobots) are 
becoming increasingly relevant for the assembly area [20]. 
Cobots can help to reduce stress and ergonomics issues for 
human operators, allowing operators to focus on tasks that 
are more complex. As adaptiveness and situation awareness 
in robotics continue to improve and cost-effective solutions 
are established, the importance of cobots for the assembly 
sector will increase further. Cobots can be utilized flexibly 
for a variety of assembly operations. Hence, an important 
prerequisite for their use is their integration into the process 
engineering methodology. 
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3.2 The Future Flexible Assembly System 
 

A new final assembly system combining the four flexible 
manufacturing concepts from Sect. 3.1 is designed with the 
goal to increase efficiency by enhancing the flexibility of the 
system while considering new driveline technologies, like e-
mobility or hydrogen, in the commercial vehicle industry. 

The proposed new concept utilizes flexible assembly 
work cells, capable of assembling different products in 
different batch sizes without the need for time-consuming 
reconfigurations to the work cells. The system incorporates 
the three principles of a flexible manufacturing system 
described by Askin et al. [21], specifically, routing 
flexibility, part volume flexibility and part mix flexibility to 
allow the system to adapt to changes in volume and type of 
product. However, since conventional assembly lines are 
designed for efficiency and can be optimized for speed, the 
general design of the assembly system was chosen to follow 
a mix of cellular manufacturing and characteristics of the 
conventional assembly line. 

The presented assembly system replaces workstations 
with assembly zones and utilizes a mixture of cellular 
assembly and line manufacturing. High-level product classes 
are introduced based on manufacturing requirements. 
Consequently, product-class specific assembly zones are 
dedicated to specific variants, like conventional, electrical or 
hydrogen vehicles. Flexible production sequencing is used to 
ensure that each production order only passes through 
required assembly zones. To enable routing flexibility, 
AGVs are used for transportation. Flexibility within the 
individual assembly zones themselves is ensured through the 
concepts of flexible material delivery, Plug and Produce and 
cobots. Both material and equipment as well as cobots are 
guided by AGVs from central pools or warehouses to their 
point of use in the assembly zones. Since not every 
equipment can be moved flexibly between the assembly 
zones, specific assembly zones are introduced containing 
stationary equipment for specific operations. Moreover, the 
concept of a standardized tact time is replaced by dynamic 
tact times per individual assembly zone derived from the 
individual workload of production order configurations. 

Based on this proposed hypothetical future flexible 
assembly system, a case study was created. The case study 
incorporates a realistic manufacturing scenario with different 
product variations, e.g., driveline technologies, assembly 
operations and multiple cycles. The goal was to create a 
feasible and realistic manufacturing scenario for the system, 
which would highlight the system’s abilities in terms of 
flexibility and efficiency. 
 
3.3 Required System Capabilities 
 

Based on the four flexible manufacturing concepts and 
the introduced future flexible assembly system four required 
system capabilities were derived. 

Autonomous decision-making. The dynamic and 
flexible allocation of assembly processes, resources, and 
production materials is too complex, costly and time 
consuming to be performed manually. For that reason, 

autonomous decision-making, with systems making 
independent manufacturing decisions is required.  

Real-time data processing. Based on the dynamic 
process design, in which the system can adapt to short-term 
changes, it is fundamental to include real-time data capturing 
and processing. To enable real-time data processing, an 
efficient data infrastructure that allows for immediate access 
to the necessary data and information is necessary. 
Additionally, relying on manual processes can be too time-
consuming, which is why it is necessary to implement a 
combination with autonomous decision-making. 

Software management and maintenance. To implement 
a flexible assembly system, the development and 
implementation of new software systems is required. In this 
context, the essential aspect of the system ecosystem is 
scalability. It is essential to plan individual systems and the 
ecosystem with respect to system maintenance, expansion of 
functionalities and use cases in advance, in order to ensure 
that the system ecosystem remains flexible and adaptable. 

Process methodology. The flexible assembly system 
requires the adaptation of the organization's way of working. 
This requires an adaptation of the planning methodology with 
regard to manufacturing preparation as well as for assembly 
processes in the execution area. It is important to train 
responsible individuals in the data-supported way of working 
of a new system architecture. Manufacturing-related product 
documentation, simulation-based verifications, and 
optimization must be integrated into the processes. Overall, 
the successful implementation of a flexible assembly system 
requires changes to both process and organization. A key 
factor is that the prevailing assembly structure is no longer a 
determining factor. 
 
4 GAPS 
  

Derived from the expert interviews and the case study 
seven major gaps were identified that represent considerable 
obstacles for companies in their transformation process 
towards flexible manufacturing systems. Fig. 2 illustrates the 
relation of the identified gaps to the required system 
capabilities as described in the following paragraphs. 

 

 
Figure 2 Identified gaps and their relation to required system capabilities 
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4.1 Data Availability and Accessibility 
 

Data availability refers to the process of data acquisition 
and storage. It includes organizational decisions of which and 
how much data to collect. In addition, there are technical 
factors involved, e.g., data types and storage systems. Data 
accessibility refers to the provisioning of the relevant data for 
the respective stakeholders (people, systems, processes) at 
the time it is required. A major factor that influences data 
accessibility is the heterogeneity of data due to different 
sources, including technical issues such as the need for 
sufficient interfaces between different systems. 
 In the interviews, it was unveiled, that problems 
concerning data availability and accessibility become visible, 
e.g., in the assembly environment. Heterogeneous data 
sources providing production-relevant product data, and data 
and information about equipment are an issue. It should be 
pointed out that even if the data for the operating equipment 
is created, the information content was found to be 
insufficient for the decision-making process, e.g., regarding 
availability of certain tools and an analysis of the degree of 
utilization. 
 For autonomous decision-making the availability and 
accessibility of all data and information is essential. Real-
time data processing requires direct accessibility of the the 
relevant data and information, which relies on an effective 
and efficient data infrastructure. Data accessibility has an 
important influence on software management and 
maintenance, as well as process methodology, since the 
responsible persons must be trained with respect to the data-
supported way of working in a new system architecture. 
 
4.2 Monolithic Applications 
 

Monolithic applications are characterized by the fact that 
they are built as a single proprietary system that combines 
several business processes. Even though such monoliths can 
be internally organized in several layers, these layers are 
typically intertwined and no further decoupling or 
modularization is done, impeding other application to from 
fine-grained access to relevant data and functions. The 
agglomeration of functionality increases dependencies of 
other applications from different areas. Thus, monoliths have 
high responsibility for a smooth functioning of the overall 
system, since problems may affect the entirety. 

Often monolithic applications are systems that are 
internally developed within an organization, and have been 
growing over many years continuously adding new 
functionality. This expansion increases complexity, 
dependencies, and complicate maintainability. Moreover, 
complexity and lack of transparency hamper further 
developments, particularly regarding dynamic changes 
required in flexible manufacturing systems. Criticality not 
only comes from the required stability of the system due to 
the risks imposed to depending applications in case of a 
system failure, but also from the high maintenance costs. 

Regarding the required system capabilities, monolithic 
applications are a main obstacle for software management 

and maintenance, particularly regarding the extension of the 
current system ecosystem. 

 
4.3 Manual Input 
 

The interviews revealed, that systems in the 
manufacturing area, particularly preparation systems, are 
largely based on manual input by production engineers. Since 
manual input is often error-prone, incorrect information 
propagates to other systems causing problems or 
inefficiencies. For instance, many process planning activities 
need to be done manually, which includes creation of 
assembly operations, estimation of assembly times, and 
determination of use points for material handling. Incorrect 
or imprecise estimation of assembly times, for example, leads 
to considerable inefficiencies within assembly line 
balancing. 

Another reason why there is the need for many manual-
input-reliant systems is insufficient interfaces and data 
connections between systems. If a process planning system, 
for instance, is not connected to a product lifecycle 
management (PLM) system the data must be provided 
manually. Additionally, missing data capturing systems, such 
as sensors that measure assembly operation times on the 
shopfloor, require manual theoretical estimations. 

In future flexible manufacturing systems, the required 
capability autonomous decision-making is dependent on 
structured, high-quality data, which can hardly be provided 
using manual input processes. In addition, real-time data 
processing relies on fast data provisioning that cannot be 
managed if manual processes are involved. Regarding 
process methodology, it is important to raise the awareness 
for the criticality of data created by manual inputs. 
 
4.4 System Arrangement and Data Management 

Infrastructure 
 

It can be observed that systems are typically arranged in 
a sequential ordering. This so-called "waterfall structure" 
bears the disadvantage, that flawed data in an upstream 
process has an impact on various downstream systems. A 
reason for this sequential arrangement is the lack of 
backward connections in the systems. Hence, there is no 
significant data flow from the shopfloor back to the 
manufacturing preparation systems. An example for an effect 
of this “waterfall structure” is if use pointes are specified 
incorrectly by the logistics engineer, which leads to material 
being delivered to the wrong zone on the assembly line. 

Another gap regarding system arrangement is the data 
management infrastructure based on periodic batch updates. 
This means that data is entered into the systems at specific 
intervals, which prevents real-time use of the data [22]. 

Regarding the required system capabilities for flexible 
manufacturing, autonomous decision-making and real-time 
data processing suffer from unavailable real-time data due to 
data batches and missing backward data channels. The 
sequential arrangement of systems is also important in terms 
of software management and maintenance. 
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4.5 Assembly Structure 
 

The interviews showed that the physical assembly 
structure is the basis for both manufacturing preparation as 
well as for execution. The assignment of assembly 
operations, the determination of the tact time and the 
allocation of equipment to the stations are examples for 
important processes, which are based on the assembly 
structure. As a consequence, IT systems are based upon this 
structure as well, manifesting the rigid assembly processes 
within the underlying data infrastructure. For example, 
intralogistics operates on the basis of predefined material 
delivery points assigned to workstations, making it difficult 
to flexibly reorganize assembly processes on the assembly 
line. Moreover, the production program follows the rigid 
structure, since each production order is already pre-
determined to pass through each station of the assembly line. 

The assembly structure is a major obstacle for the 
implementation of flexible manufacturing technologies, as it 
dominates both system and process design. The removal of 
this structure is the initial consequence of the realization of 
flexible manufacturing technologies. But since, it is currently 
the standard way of working in the automotive industry and 
the IT system structure has evolved to fit this way of working, 
this is incredibly difficult both process- and systemwise.  

The rigid assembly structure affects all business 
capabilities, however the main effect is on the required 
system capability process methodology, as it is the current 
basis for all manufacturing preparation and execution 
activities. The use of flexible manufacturing concepts and the 
future flexible assembly system renders the current way of 
working based on a rigid assembly structure infeasible. 
 
4.6 Utilization of CAD-Data 
 

CAD product-data is currently not utilized for 
manufacturing purposes in either manufacturing preparation 
or execution. The interviews highlighted that visual 
simulations and CAD data are only used for certain 
verifications and validations for specific projects, but not 
implemented in the operational way of working in processes 
or systems. This can be classified as unused potential and an 
obstacle for flexible manufacturing, as visual data is essential 
for any simulations as well as for operator assistance. 

The high product variation and the resulting complex 
product database is optimized for product development in the 
product documentation process. This makes the retrieval of 
correct visual data for the respective production process very 
difficult and time consuming affecting the company's ability 
to create and use virtual simulations. The necessary 
connections between the manufacturing preparation systems 
and the PLM system containing the CAD-data are not 
efficient. There is also a lack of clearly defined processes for 
the operational use of visual data within manufacturing.  

In terms of the required system capabilities, the use of 
CAD-data has a significant impact on autonomous decision 
making, since visual data is required in the data basis as well. 
Furthermore, the use of CAD-data needs to be considered 
within process methodology. 

4.7 Increased Variation and Complexity 
 

The increasing product variation and complexity in the 
commercial vehicle industry represents a challenge for both 
the system ecosystem and process landscape. The process 
differences between different driveline technologies are 
extensive, resulting in increased complexity for both 
preparation and execution processes. This complexity is 
difficult to handle with manual-input based systems, and will 
lead to high inefficiencies on the conventional assembly line. 
Additionally, cognitive challenges related to handling the 
complexity of different processes for operators will increase 
heavily, requiring appropriate adaptations on the shopfloor, 
such as an effective system for operator assistance. 

The increasing product variation and complexity mainly 
affect the required system capabilities of autonomous 
decision-making and process methodology.  

 
5 EVALUATION 
 

The analysis conducted in this paper is evaluated by 
proposing a concept for a flexible assembly system and 
reviewing the required system capabilities in this context. 
 
5.1 Solution Concept 
5.1.1 Data Standard 
 

One of the basic proposed adaptations concerns data 
standards, as unstructured data has a high proportion within 
the manufacturing domain. Due to the high proportion of 
unstructured data within the manufacturing domain, a 
suggested solution is to introduce clear data standards that 
require data in a structured format. For this purpose, process 
adaptations such as standardized assembly instructions can 
be implemented to structure the database. However, some 
data sets cannot be generated in a structured format and as a 
consequence solid ETL (Extract, Transform, and Load) 
processes and tools are required. ETL processes involve 
extracting data from various sources, transforming it into a 
structured format and integrate it into the target database.  

 
5.1.2 Process Methodology 
 

As the rigid assembly structure does not work with the 
flexible assembly system, a new planning and process-
engineering methodology is required for manufacturing 
preparation as illustrated in Fig. 3. The proposal is to 
introduce a generic planning methodology that initially 
disregards physical factors, such as the number of 
workstations or the assembly sequence, and focuses on 
creating assembly operations and instructions only in relation 
to the components instead. These operations must be well 
described, with requirements like the required assembly 
operation time, equipment, and qualifications. Assembly 
processes are then assigned to assembly zones using an 
autonomous software solution. Logistics processes are 
generated automatically based on that allocation. 
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Figure 3 Generic process engineering 

 
With a large number of possible assembly sequences for 

formulated assembly operations, a constraint-based model 
can be generated based on characteristics and technical 
capabilities of individual assembly zones. This model can be 
used to match the process requirements of assembly 
operations with assembly zones capabilities, described in the 
model. Simulations and AI  preselect the solution with the 
best KPIs. The process engineering workload is then limited 
to generate accurate assembly operations, create and update 
the assembly system model, and verify simulated solutions. 
The principle of a generic approach to assembly planning 
was also discussed by Küber et al. [17].  

 
5.1.3 System-Architecture Adaptation 
 

A conceptual proposal for an adaptation of the system 
architecture is the transition from monoliths to service-
oriented architectures (SOA), which offers easier 
maintenance of systems and a faster and more effective way 
to develop and deploy functionalities [23] thus increasing 
scalability. A specific well-defined implementation of the 
SOA is the Microservice Architecture (MOA). Microservices 
can encapsulate business capabilities and allow for a flexible, 
modular and evolvable architecture [24]. 

A concrete proposal for a system-architecture adaptation 
is a variation of the "Advanced Manufacturing Analytics 
Platform" by Groger et al. [25]. The foundation for the 
architecture is a model of the manufacturing system 
containing information about the manufacturing process and 
serving as the basis for analysis and simulation activities. The 
architecture consists of three layers: 

The data integration layer is in charge of integrating all 
relevant data from different sources, and is built upon a 
manufacturing data warehouse, which integrates 
manufacturing-relevant execution data, e.g. originating from 
MES-systems, and operational data from PLM-, process 
engineering- or ERP-systems. The process analysis layer is 
responsible for identifying and managing process insights, 
which are generated using simulation-based techniques. Data 
provided by the manufacturing data warehouse is used in a 
manufacturing mining, manufacturing graph analysis and a 
manufacturing metrics management component. The process 
optimization layer takes care of the actual process 
optimization. Based on the process insights identified in the 
process analysis layer, the two techniques of indication-based 
manufacturing optimization and pattern-based 

manufacturing optimization are applied to support the 
process optimization. 

 
5.2 Evaluation 
 

For the evaluation of the proposed concept for the 
flexible assembly system, the required system capabilities are 
discussed in the context of the proposed concept adaptations. 

Autonomous decision-making. Through the 
introduction of a data standard and concepts like the 
Manufacturing Analytics Platform autonomous decision 
making as well as an efficient database are introduced. The 
proposed concept is simulation-based and autonomous, 
reducing the amount of manual work required, and creates 
the data basis for autonomous systems, ultimately enabling 
required autonomous technologies in manufacturing 
preparation. 

Real-time data processing. Concepts like the 
Manufacturing Analytics Platform aim to integrate relevant 
data from both manufacturing-execution and operational 
sources to detect deviations and optimize assembly 
configurations. This architecture concept avoids the 
sequential arrangement of systems and can be combined with 
the concept of SOA for faster calculations, creating the basis 
for a dynamic and fast responsiveness of the flexible 
assembly system. If the appropriate data capturing 
technologies are implemented as well, the basis for real-time 
data processing is given. 

Software-management and maintenance. Monolithic 
architectures are a main obstacle for IT-scalability. Through 
the introduction of SOA, this problem is solved by providing 
a modular system architecture that reduces dependencies 
between individual applications and enables the faster 
development of new applications. The introduction of data 
standards has further positive effects on IT-scalability. 

Process methodology. The proposed generic assembly-
planning methodology enables the implementation of the 
flexible assembly system within a company's process 
landscape by allowing assembly planning to be conducted on 
the basis of the product rather than rigid assembly structures. 
This leads to more efficient production planning and avoids 
manual allocation of assembly operations to assembly zones.  
 
6 CONCLUSION 
 

The future of manufacturing is characterized by flexible 
manufacturing technologies that bring enormous challenges 
for the commercial vehicle industry. Based on classical 
business capabilities that constitute the state of the art in 
manufacturing-related automotive organizations, a future 
flexible manufacturing system was outlined comprising the 
concepts of flexible material delivery, Plug and Produce, 
flexible production sequencing and collaborative robotics. 
Based on these concepts, a case study for a future flexible 
assembly system was defined and required system 
capabilities were identified, namely autonomous decision-
making, real-time data processing, software management and 
maintenance and a new process methodology. Interviews 
with seven domain experts in the field were conducted to 
identify the main gaps that need to be overcome by the 
commercial vehicle industry to realize a future flexible 
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manufacturing environment. In this paper, seven gaps were 
described and their relations to the required system 
capabilities were pointed out. A concept for a flexible 
assembly system was presented as a basis for evaluating the 
gap analysis. 

Despite the inherently limited scope of a case study and 
expert interviews, both methods were designed in a way that 
the findings and conclusions are representative for the branch 
of commercial vehicle industry, and to a large extent also for 
the automotive industry in general. Future work will be a 
more detailed conceptualization and finally implementation 
of the solution concept, as well as studies in related branches. 
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Leveling Maintenance Mechanism by Using the Fabry-Perot Interferometer with Machine 
Learning Technology 

 
Syuan-Cheng Chang, Chung-Ping Chang*, Yung-Cheng Wang, Chi-Chieh Chu  

 
Abstract: This study proposes a method for maintaining parallelism of the optical cavity of a laser interferometer using machine learning. The Fabry-Perot interferometer is utilized 
as an experimental optical structure in this research due to its advantage of having a brief optical structure. The supervised machine learning method is used to train algorithms to 
accurately classify and predict the tilt angle of the plane mirror using labeled interference images. Based on the predicted results, stepper motors are fixed on a plane mirror that 
can automatically adjust the pitch and yaw angles. According to the experimental results, the average correction error and standard deviation in 17-grid classification experiment 
are 32.38 and 11.21 arcseconds, respectively. In 25-grid classification experiment, the average correction error and standard deviation are 19.44 and 7.86 arcseconds, respectively. 
The results show that this parallelism maintenance technology has essential for the semiconductor industry and precision positioning technology.  
 
Keywords: Fabry-Perot interferometer; interference image; leveling maintenance; machine learning; optical measurement 
 
 
1 INTRODUCTION 
 

The precision machinery and semiconductor industries 
are critical to high-precision positioning technology, such as 
semiconductor production, μLED mass transfer, and wafer 
positioning processing, which demand extremely high 
positioning accuracy [1, 2]. As technology advances and 
human needs require smaller and more efficient products, 
positioning accuracy has increased from sub-micron to 
nanometer scale. Therefore, positioning technology is 
currently one of the most important and critical technologies 
in these industries [3, 4]. 

However, traditional requirements for straightness and 
parallelism are insufficient to meet the demand for higher-
precision mechanical components. A better active leveling 
maintenance system is required to meet industry demands for 
parallel positioning correction. 
 This research focuses on the development of a leveling 
maintenance mechanism (LMM) system that uses machine 
learning in conjunction with Fabry-Perot interferometer. The 
system is designed with considerations for optical structure, 
machine learning control, and feedback to enhance current 
industry technologies for precision parallelism correction. 
Based on the interference image, this study utilizes machine 
learning for training, effectively avoiding the accuracy and 
sensitivity issues caused by traditional methods. 
 
2 THEORY AND PRINCIPLE 
 

To construct an active parallelism maintenance system 
using non-contact optical interference methods, we introduce 
the theory of the optical structure and the machine learning 
methods of LMM as follows.  
 
2.1 Fabry-Perot Interferometer  
 

The Fabry-Perot interferometer (FPI) is an optical 
instrument consisting of two parallel reflecting mirrors that 
form a resonant cavity, as shown in Fig. 1. When light 

reflects inside the cavity, a series of interference fringes is 
formed, which are related to the parallelism of the resonant 
cavity [5]. When the parallelism of the two mirrors is better, 
the contrast and clarity of the interference fringes will be 
higher. Therefore, by observing the variation of interference 
fringes, we can determine the parallelism of the resonant 
cavity [6]. 
 

 
Figure 1 Fabry-Perot interferometer 

 
 The parallelism of the resonant cavity can be determined 
by calculating the angle of reflection mirror displacement 
from the number of interference fringes, as shown in Fig. 2. 
The relationship between fringes and angles is direct: the 
angle of displacement of the reflection mirror is proportional 
to the number of interference fringes. As the angle of 
displacement increases, so does the number of fringes, and 
vice versa. Eq. (1) illustrates the relationship between 
interference fringes and angles, based on optical principles.  
 
2 sind Nθ λ⋅ = ⋅                                                                  (1) 
 
 The letter d represents the distance between the resonant 
cavities, N is an integer representing the Nth dark fringe, and 
λ is the wavelength of the laser light, which is 632.8 nm. The 
distance between the resonant cavities is calculated as 6mm 
multiplied by the sine of the angle θ between the two mirrors. 
This formula can calculate that a displacement of 1 dark 
fringe corresponds to an angle θ of 0.003°, which is 
approximately 10.8 arcseconds. As the number of 
interference fringes is used as the basis for deviation, an error 
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of approximately 10.8 arcseconds is associated with a 
deviation of ±1 interference fringe. 
 

 
Figure 2 The relationship between fringes and angles 

 
2.2 Machine Learning 
 
 Machine Learning is a process that uses algorithms to 
train data for prediction. Once a prediction model is obtained 
through Machine Learning, it can be used to predict new data 
based on the model [7, 8], as shown in Fig. 3. Machine 
Learning can be roughly categorized into three types: 
supervised learning, unsupervised learning, and 
reinforcement learning, as shown in Fig. 4. Supervised 
learning involves training a model on labeled data, where the 
correct output is provided for each input. Unsupervised 
learning involves training a model on unlabeled data, where 
the goal is to discover hidden patterns or structures in the data 
[9]. Reinforcement learning involves training a model to 
make decisions in an environment by receiving feedback in 
the form of rewards or punishments [10]. 
 

 
Figure 3 Machine learning algorithms 

 

 
Figure 4 Machine learning categories  

 
The experiment in this research used supervised 

learning, specifically classification. Supervised learning uses 

a training dataset to generate a model that can detect patterns 
and relationships between input data and output data. When 
new data is obtained, the model can produce accurate 
predictions results. In supervised learning, classification is a 
type of algorithm that accurately assigns test data to specific 
categories. It identifies specific data in a database and 
attempts to label or define that data to draw conclusions [11] 
[12]. Therefore, in this study, this method is applied to 
classify and train a predictive model for collected 
interference fringes. An interference fringe image database is 
established by categorizing the images into 17-grid and 25-
grid categories, and machine learning is used to identify the 
current inclination position of the interference image, as 
depicted in Fig. 5 and Fig. 6. 
 

Figure 5 17-cell classification chart 
 

 
Figure 6 25-cell classification chart 

 
 The Inception v3 neural network architecture has been 
widely used in image recognition and computer vision tasks 
due to its exceptional performance in capturing complex 
patterns and features [13, 14]. In this study, we proposed a 
novel approach that utilizes Inception v3 for the automated 
detection of interference fringes in images captured by 
Fabry-Perot interferometers. Interference fringes are critical 
in various fields, including precision measurement and 
sensing, where the accurate detection of these patterns is 
essential for obtaining reliable data. 
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3 DESIGN OF PROPOSED LMM SYSTEM 
 
 The proposed LMM system is based on a Fabry-Perot 
interferometer, the optical structure of which is shown in Fig. 
7. A laser light source that passes through a collimator, enters 
the beamsplitter, and then reaches the two main 
interferometer mirrors. The interference result is reflected 
back to the beamsplitter, and the interference result is 
obtained by the CCD. 
 

 
Figure 7 the structure of the LMM system 

 
 To automatically correct the parallelism of the resonant 
cavity, a stepper motor with adjustable angles was installed 
behind the measurement mirror in this study (as depicted in 

Fig. 8). Once the offset angle is determined, the motor can be 
controlled to adjust the pitch and yaw angles. 
 

 
Figure 8 Parallelism adjustment mechanism  

 
 The experimental procedure of this study involves 
obtaining the current interference image and using a machine 
learning-based detection mechanism to identify whether the 
parallelism of the resonant cavity has shifted. After 
converting the recognition result into an angle, the angle can 
be adjusted by controlling the stepper motor. The 
interference image is then obtained again for confirmation. 
The experimental procedure is illustrated in Fig. 9.  

 

 
Figure 9 Flowchart of the experimental procedure 

 
4 EXPERIMENT RESULT AND ANALYSIS 
 
 The experiments using 17-grid and 25-grid 
classifications were implemented in this research, as shown 
in Fig. 5 and Fig. 6. During the experiments, the resonance 
cavity angle was randomly adjusted, and the machine 
learning algorithm was used to predict the direction of the 
angle deviation. After the stepper motor was controlled to 
correct the angle deviation, the correction process was 
repeated until the predicted result was the center of the 
interference image.  
 The experiment results for the 17-grid classification are 
as follow. According to the experimental results, an average 
of three corrections could restore the parallelism of the 
resonator cavity, as shown in Fig. 10. The average 
parallelism error was ±32.38 arcseconds, as shown in Fig. 11, 
and the standard deviation of the error after correction was 
approximately ±11.21 arcseconds.  

The experiment results for the 25-grid classification are 
shown as follow. On average, four corrections were sufficient 
to fix the parallelism of the resonator cavity based on the 
experimental results (Fig. 12). The average angle deviation 

was ±19.44 arcseconds (Fig. 13) and the standard deviation 
of the error after correction was around ±7.86 arcseconds. 
 

 
Figure 10 Number of corrections in 17-grid classification 

 
Our proposed approach using Inception v3 and 

parallelism provides a powerful tool for accurate and 
efficient interference fringe detection in Fabry-Perot 
interferometers, with potential applications in precision 
measurement, sensing, and imaging. The combination of 
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Inception v3 and parallelism opens up new possibilities for 
enhancing the performance of interference fringe detection in 
various fields. 
 

 
Figure 11 Angle deviation of 17-grid classification 

 

 
Figure 12 Number of corrections in 25-grid classification 

 

 
Figure 13 Angle deviation of 25-grid classification 

 
5 CONCLUSION 
 
 This study applies machine learning to an interferometer 
system. According to the experimental results, the system has 
a resolution of 10.8 arcseconds. In the 17-grid classification 
experiment, the parallelism can be restored on average after 
three corrections, with an average correction error of 32.38 
arcseconds and a standard deviation of approximately 11.21 
arcseconds. In the 25-grid classification experiment, the 
parallelism can be restored on average after four corrections, 
with an average correction error of 19.44 arcseconds and a 
standard deviation of approximately 7.86 arcseconds. 

 Based on the latest research findings, it is evident that the 
proposed LMM system holds significant potential in 
enhancing precision machinery and semiconductor 
industries, effectively meeting their application 
requirements. Moving forward, further improvements will be 
made by integrating advanced imaging software and control 
systems, as well as expanding the data classifications to 
create a more comprehensive calibration system. 
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The Need for Digital Technologies in B2C Commerce from the Customer’s Point of View: An 
Empirical Study with Focus on Sustainable Consumption 

 
Daniela Ludin, Wanja Wellbrock*, Erika Müller, Paul Klußmann, Rebecca Schöttle 

 
Abstract: Digitalization and digital technologies have risen sharply in commerce in form of online offers and advice, even in formerly less technology-based sectors. By using the 
example of flower shops, the aim of this study is to find out whether customers perceive digital offers to be generally useful or necessary, or if local service is still sufficient. To 
answer this question, a quantitative survey was conducted in selected flower shops in Germany. 82 customers took part. Although most customers have not yet resorted to an 
online offering when buying flowers, over 66% of respondents are generally in favor of digital offers in the floristry industry. 
 
Keywords: B2C commerce; consumer behavior; digital transformation; digitalization; sustainable consumption 
 
 
1 INTRODUCTION 
 

Over the course of the 21st century, digitalization has 
become a necessary step toward competitiveness for many 
companies. For citizens, too, digital technologies are 
becoming an increasingly large part of their everyday live, 
for example through video conferencing, robots, online 
offers, various technologies or diverse digital infrastructures. 
Digitalization can help companies in various industries to 
open up new markets and expand their customer base. The 
term digitalization covers areas such as industry 4.0, 
innovations that help to improve processes and workflows, 
e.g. online offers or the digital networking of companies and 
customers. Digital offerings and innovations enable a 
company to set itself apart from other competitors and 
achieve potential success. Sustainability has also to be given 
attention to in the area of digitalization. After all, 
digitalization can also have a negative impact on the 
environment in the form of CO2 emissions, for example, 
which are produced in the IT sector or in deliveries. 

During the corona pandemic, many exclusively florist 
businesses had closed for months, whereas garden centers or 
supermarkets were allowed to continue selling flowers. 
Especially, small and medium-sized floristry businesses 
experienced lower sales due to fewer walk-in customers and 
the loss of event decorations, e.g. for weddings, etc. [1]. 
Therefore, for many floristry companies the only way to 
survive the pandemic and remain competitive was to develop 
or further expand online offerings, with delivery or pick-up 
service.  

This raises the following research question: is 
digitalization necessary in the floristry industry and what is 
the level of customer acceptance? 

The aim of the theoretical and empirical study is to find 
out whether customers generally find a digital offering in the 
floristry industry useful or even necessary, or whether a local 
offering is sufficient. For this purpose, QR codes were laid 
out for a survey in selected florist stores in the German city 
Schwäbisch Hall and thus an anonymized survey was 
conducted and subsequently evaluated.  

This paper is divided into three thematic areas. The 
theoretical foundations, the methodology and the empirical 
results. In the first part of the paper, the theoretical 

foundations are explained and presented according to the 
superordinate scientific fields. The theory can be assigned to 
the scientific fields of behavioral economics, digitalization 
and sustainability management. The methodology is mostly 
based on a written survey, described in chapter 3. In chapter 
4, the empirical results of the survey are presented and 
interpreted. Finally, a conclusion is drawn and an outlook on 
the need for further research is given. 
 
2 THEORETICAL STATE OF THE ART 

 
The paper covers the following three specific scientific 

fields: behavioral economics, digitalization and 
sustainability management. 

 Behavioral economics is a sub discipline of economics 
and thus belongs to the social sciences. It deals with human 
behavior within an economic situation, for example, how 
behavior can be influenced by economic parameters [2]. 

Digitalization is a complex consideration, which till now 
does not have a uniform conceptual definition. Digital 
infrastructures have already been known since the 1990s at 
the latest. Digitalization is connected to economic success 
and includes efficiency improvements, such as the creation 
of new digital ecosystems, the networking of companies and 
an expansion of diverse opportunities through cyber physical 
systems [3]. 

Sustainability management is a sub-discipline of 
economics. The term sustainability originally comes from 
forestry - one should only consume as much wood as the trees 
can grow back naturally. Today, sustainability refers to 
social, ecological and economic resources that should be 
consumed in such a way that future generations can also live 
well [4]. 

 
2.1 State of the Art – Behavioral Economics 
 

Customers are looking for brands and companies with 
which they can identify themselves [5]. Environmental 
labels, for example, can positively influence the purchasing 
behavior of customers and raise consumer awareness. 
Wurster and Ladu believe that such certificates reveal 
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verified information on environmentally related properties, 
which would support consumers in their purchasing 
decisions and encourage them to buy sustainable products 
[6]. Psychologists had also found out that people primarily 
rely on their own experiences and would therefore sometimes 
be in conflict with new information. Thus, if people are not 
directly affected by a problem, such as climate change, they 
would find it difficult to comprehend the significance of this 
issue [7]. 

As a result, many would not act for environmentally 
friendly or sustainable reasons and often give little thought to 
the impact of their choices [8]. Customer loyalty has a high 
significance in retail. Not only towards a physical shopping 
store, but also with an online store, customers can build 
emotional bonds. Services, virtual representation and, for 
example, personalization options are very important for this. 
The creation of an emotional bond with an online store is of 
even greater importance right now, because after the covid 
pandemic, customers are happy to seek personal contact with 
retailers and other customers again [9]. During the covid 
pandemic, many retailers ventured towards digitalization and 
e-commerce. Even though some retailers adapted to hygiene 
regulations and made corresponding changes to their 
physical stores, customers preferred to use online offers, 
especially at the beginning of 2020 [10].  

The buying behavior of consumers in the Internet also 
differs depending on the product. Products that do not 
represent a large investment for customers, i.e., whose 
purchase does not require a lot of thought, are mostly bought 
by feel. Decorations as well as bouquets of flowers are 
therefore ordered or purchased depending on the effect on the 
customer, without every last detail being checked in advance 
or compared with many suppliers [11]. When it comes to 
deliveries, the decision of many customers is shaped by the 
price and the delivery time. Although nowadays people often 
have the choice of offsetting deliveries and the resulting CO2 
emissions by donating money to charitable or 
environmentally friendly projects, many consumers still 
decide against this [12, 13]. 

 
 2.2 State of the Art – Digitalization 

 
 The pandemic forced retailers to find new solutions in 

order to survive on the market. Therefore, many have 
integrated new processes and also (online) offers. Especially 
the delivery offer, online services and also interaction are 
very important in online retail. Changes and innovations are 
necessary for a company to increase its attractiveness and to 
be competitive in the long term [10]. Especially in recent 
years, the number of online orders has increased 
significantly. 

For physical retailers, therefore, it is only advantageous 
to represent themselves online and thus create an expanded 
customer offering [14]. It is particularly important that the 
bond a customer feels when shopping is not lost, otherwise 
customer loyalty can suffer. The design and online 
environment with diverse functions and personalization 
options for consumers can have a major impact on customer 
satisfaction [9]. 

Innovations and developments such as industry 4.0 go 
hand in hand with sustainable development. They favor the 
integration of sustainability and thus, among other things, 
circular economy can also be promoted by industry 4.0 [15]. 
Circular economy seeks to close the loops of products and 
break the link between economic growth and exploitation 
[16]. Industry 4.0 technologies can promote models of 
circular economy, such as recycling or reuse of products. 
Appropriate technologies could be used to develop processes 
that make it as simple and efficient as possible to break down 
materials into their individual parts so that they can be reused 
for new products. Overall, linking technological and 
sustainable development can reduce resources such as energy 
and water, but also waste and emissions [17]. 

Soluk et al. [18] examine the role of dynamic capabilities 
as mediators in the relationship between family influence and 
digital business model innovation (BMI), as well as the 
moderating role of environmental dynamics. Based on 
unique survey data from 1,444 German companies with and 
without family influence, they show that knowledge 
utilization, risk management, and marketing capabilities 
mediate the positive relationship between family influence 
and digital BMI. Continuous renewal through innovation is 
essential to the long-term success of a business, including 
family-influenced businesses. Soluk et al. [18] report that 
previous studies on family businesses have already shown 
how product and process innovation activities essentially 
differ from non-family businesses. The background to this 
are the specific resources and often non-financial goals of 
family businesses.  

The term "dynamic capabilities" describes the potential 
of companies to solve problems in a systematic and reliable 
manner as well as to seize opportunities through targeted 
further development and modification of their resource base. 
Among the various dynamic capabilities that exist, three 
specific dynamic capabilities may be particularly important 
in the context of digital BMI: the ability to utilize knowledge, 
the ability to actively manage risk as well as marketing 
capabilities. These capabilities are particularly noteworthy in 
the age of digital transformation, as they help companies to 
develop new customer-oriented business models and thus 
achieve competitive advantages [18]. 

Even though digitalization and digital technologies are 
not the core of the floristry business and service, research 
exists about combining the digital world with the flower 
industry, including supply chains, auctions and service offers 
[19, 20, 21]. 
 
2.3 State of the Art – Sustainability Management 

 
Sustainability is becoming increasingly important in 

today's world, be it in food, packaging, automobiles or retail. 
Certified and sustainable products are used in order to 
achieve positive effects for the environment and for the 
common good of people and animals [22]. Often it is the 
poorer part of society that does not pay much attention to the 
issue of environmental protection or sustainability, as these 
people have other problems and concerns. Huckelba and van 
Lange emphasize the need for understandable sustainability 
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communication so that the importance of sustainability is 
comprehensible to everyone. People need to know how they 
can live more sustainably in their everyday live and what 
alternatives are available. Everyone has an obligation to think 
about their lifestyle and be aware of the long-term 
consequences for the environment [7]. 

Sustainability is also playing an increasingly important 
role in deliveries. In 2018, 9.3 billion packages were ordered 
and delivered in Europe alone. Since Corona, the figures 
have risen even more dramatically. Transport and deliveries, 
as well as the entire supply chain, generate huge amounts of 
CO2 emissions [12].  

The transport sector alone accounts for around 25% of 
global greenhouse gases [13]. According to various studies, 
the so-called "last mile" in particular generates between 30% 
and 50% of the CO2 emissions generated by a product 
ordering process [12]. To make deliveries more sustainable, 
customers would have to settle for higher prices and longer 
delivery times. Thus, more efficient routes could be selected, 
drivers' working conditions and wages could be adjusted, and 
waste and emissions could be reduced [13]. Depending on 
the business sector or company size, sustainability plays a 
different role and is often seen as a costly challenge [23]. 
However, integrating sustainability can be seen as an 
investment and brings long-term financial benefits for the 
company, as the needs of the stakeholders are met and the 
company value can increase [24]. Young companies in 
particular often integrate sustainability into their corporate 
goals from the outset. This integration is important to make 
the jump to an established company and strengthen the 
chances of survival [23]. Retailers should also link their 
corporate strategy with a sustainability strategy in order to be 
successful and competitive [24].  

Sustainability standards and labels provide more 
awareness and attention. For each of the three pillars of 
sustainability – economy, ecology and social – exist 
standards, some of which are represented in more than 170 
countries. Sustainability standards can contain general 
requirements and improvements regarding sustainability in 
companies or, for example, serve the reporting of non-
financial information. In agriculture, standards such as 
Fairtrade, Demeter or SA8000 can be found above all [25]. 

 
3 METHODOLOGICAL APPROACH 
 

In a survey, random samples from a defined population 
are interviewed. The aim of a survey is to collect primary data 
on the responses of the respondents. The procedure of a 
survey contains the following steps: setting of a goal, 
defining the population, creating a schedule, considering the 
sample size, creating a questionnaire, conducting the survey, 
and finally analyzing it.  

For the questionnaire, there are certain rules regarding 
the formulation of questions. Above all, questions should be 
formulated simply and briefly so that they are understandable 
for everyone. In addition, neutrality and a hypothetical 
formulation is important in order not to overwhelm the 
respondent. Furthermore, avoiding unnecessary personal 
data of the respondents as well as ensuring anonymity are 
very important.  

Before starting the survey, a pre-test should take place to 
check whether the aforementioned regulations are met. A 
general distinction is made between open and closed 
questions. Open questions do not have any answer 
specifications and are mostly used if one expects a large 
diversity of answers. Closed questions, on the other hand, 
contain a certain number of answer options, which can also 
be provided with open question parts [26]. 

For the survey of this paper, in the period from April 7th 
to April 27th 2022, QR codes with a connection to the 
questionnaire were displayed in the florist stores "Blumen 
Bierbach GmbH" and "Straußbinderei Starz" in the German 
city Schwäbisch Hall. The stores represent small businesses 
as well as family businesses that only have local stores and 
do not belong to a big company chain like e.g. Blume 2000. 
They are located in the vicinity of the researchers’ university 
and were therefore chosen due to practicality reasons. 
Besides that, small flower shops have been hit especially hard 
by the lockdowns [1] and might have limited capacities to 
adapt to digitalization processes. To map customers’ wishes 
and positions on digital technologies might offer orientation 
for these companies to know what to focus on, when trying 
to change to a more digital service approach [27]. The 
costumers were surveyed mainly on the subject of digital 
technologies and offers in the floristry industry. The aim was 
to find out to what extent digitalization is generally desired 
in the floristry sector and whether a digital offering is already 
being used.  

Straußbinderei Starz has a flower store in Schwäbisch 
Hall with a special focus on regionalism of their products.  
The company is represented online by a homepage and 
accepts orders by telephone. However, there is no online 
ordering procedure. 

The family company Blumen Bierbach GmbH can be 
found both directly in Schwäbisch Hall and in Gelbingen. 
However, the QR codes were only displayed directly in 
Schwäbisch Hall. Blumen Bierbach GmbH offers a telephone 
order, delivery and pick-up service, and an online contact 
form can also be used to place orders. 

In total, 82 customers took part in the survey and 
answered the standardized questionnaire with six closed 
questions on the scientific areas of behavioral economics, 
digitalization and sustainability management. 

At the beginning, the questionnaire was tested in a pre-
test by three experts to ensure the plausibility and 
comprehensibility of the survey. 

The paper is based on an exploratory study to give an 
overview on the relevant research area. Therefore, in a first 
step only descriptive analyses are used. Further research 
should take more detailed analyses using more specific data 
and inductive methods as for example multivariate regression 
analysis. 
 
4 EMPIRICAL RESULTS 
4.1 Empirical Results – Behavioral Economics 

 
Florists were closed for several months during the corona 

pandemic. Whether and where the customers bought flowers 
during this time is shown in Fig. 1. In total, the question was 
answered by 82 customers. The answer option "no" received 
37 percent of the votes, 45 percent of the costumers bought 
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flowers in supermarkets, which were not closed during the 
pandemic, and only eight percent voted for the answer 
"online". For the category "others" the respondents were able 
to provide own examples of where flowers could be 
purchased during the Corona pandemic. Examples are gas 
stations and nurseries. Fig. 1 indicates that a large proportion 
of the customers has not purchased flowers during the corona 
pandemic, despite having several alternatives.  

 

 
Figure 1 Where did you buy flowers during the corona pandemic? 

 
The question whether customers have ever bought 

flowers online was neglected by a majority of 74% of the 
customers. Looking at the answer option "yes", "Fleurop" 
and "Blume 2000" are the most known online companies 
each with 13 percent of the votes. One person also indicated 
the online store of Floraprima. The opportunity to justify why 
they are using the online offer was only used by two of the 
respondents. The arguments given here were firstly the 
greater choice available in an online store and secondly the 
simplicity that comes with a digital ordering and delivery 
process. Although much more shopping was done online in 
general during the pandemic, this does not include the 
floristry industry. As indicated with figure 1, the majority of 
costumers continued to buy flowers in on-site alternatives 
during the lockdown phase. Most costumers still largely 
ignore digital offerings. 
 
4.2 Empirical Results – Digitalization 

 
The statement "an online offer weakens the bond with 

the local retailer" could be confirmed or declined by the 
costumers on a scale from 0 ("I fully disagree") to 10 ("I fully 
agree"). 27 percent of the 79 respondents voted for the 
category 10, whereas only one person voted for 0. Nine 
percent were neutral on this statement (see Fig. 2). Overall, 
more than half of the respondents agreed with the statement. 
Although, according to other research, an emotional bond is 
also possible with online opportunities, regarding the survey 
results, the situation in the floristry industry seems to be quite 
different. This result could also explain why the majority of 
respondents have never used an online florist offer. 

As mentioned before, digitalization in the retail sector 
has increased in the last two years in particular, and the 
number of online shoppers has risen sharply. Although more 
than two-third of the respondents have never used the online 
services of florists, the clear majority is nevertheless not 
averse in principle to digital technologies and offers in the 
floristry industry. The question "does a digital floristry 
offering make sense in principle" was positively answered by 
67 percent of the respondents. 

The opportunity to make additional statements on this 
question in an open field was used by 23 respondents. 
Nineteen statements were in favor of digital technologies and 
offers, while three were against and one person was neutral. 
Reasons supporting a digital offer include simplicity due to 
independence of location, flexibility and a lower time 
requirement. Flowers can be bought outside regular opening 
hours or, for example, despite illness. In addition, by digital 
offers it is possible to send bouquets to family members and 
friends at a certain time or cause even if a spatial distance is 
present. Furthermore, the price and the selection range are 
called as arguments for an online offer.  

 

 
Figure 2 Does an online offer weaken the bond with the local retailer? 

 
The following reasons speak against an online offer for 

the customers. Since flowers are a fresh product, the 
condition and quality of the flowers can best be assessed on 
site. In addition, the essential individual customer 
consultation is only possible on site. The arguments that there 
must be a basis of trust with the retailer and that it should be 
a local florist go in the same direction. 
 

 
Figure 3 Does sustainability communication have an impact of the choice of 

product? 
 

4.3 Empirical Results – Sustainability Management 
 

In another question, scaled again from 0 to 10, the 
costumers were asked whether and to what extent a purchase 
decision depends on the sustainability communication of the 
product. The answer option 0 states that sustainability 
communication has no impact on the choice of product, while 
10 stands for a large impact. For 5 percent of the customers, 
sustainability communication has a very large impact on the 
product choice. The answer options "0 to 4" cumulate 14 
percent and the answer options "5 to 9" 81 percent of all 
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costumers (see Fig. 3). Therefore, the answers state clearly 
that sustainability communication has a major impact on the 
product choice of the 82 respondents. 

Among other things, labels can be used to ensure that a 
product has been produced sustainably. The 82 respondents 
could indicate which labels they are looking for when buying 
flowers. A multiple selection was possible (see Fig. 4).  

 

 
Figure 4 What labels do you look for when buying flowers? 

 
The abbreviation "FSC" stands for the international non-

profit organization "Forest Stewardship Council". The label 
issued by the organization guarantees that the wood used for 
a product comes from a sustainable and environmentally 
friendly production. This label can usually be found on wood 
and paper products. Flowers cannot be directly labeled with 
an FSC sign. However, it can be found on some wrapping 
paper for flowers. Only six percent of the costumers voted 
for this label. Therefore, it can be assumed that many 
customers either do not know what the FSC label stands for 
in detail, or that they extend their understanding of 
sustainability only to the origin of the flowers and not to the 
corresponding packaging material. The customers voted 
most frequently for the "BIO" and "Fairtrade" label, whereby 
the highest percentage answered "none of the above". This 
shows that although sustainability communication has a 
major influence on the purchase decision, labels are ignored 
by more than one third of all costumers when buying flowers.  

 
5 CONCLUSION 

 
Digital technologies are becoming increasingly 

important in today's world. Change and innovation are 
essential for companies to be competitive. Another essential 
component for a competitive company is the integration of 
the three pillars of sustainability: the economic, ecological 
and social dimension. It can also be seen in the floristry 
industry that digitalization is growing in importance. This is 
particularly evident in the increasing number of digital 
offerings. Following the results of this survey, most 
costumers are in favor of digital technologies and offers, even 
if the services of local retailers are still preferred. 
Nevertheless, the digitalization of the floristry industry 
should be driven forward in order to be competitive in the 
future. 

The results of the online survey shed light on the 
purchasing behavior of consumers in the floristry industry. 

Although most customers have not yet made use of online 
offers, 67% of the respondents are generally in favor of 
digital technologies in this sector. However, it may still take 
some time before online floristry offers are completely 
accepted. Nevertheless, the findings from this survey are in 
line with findings from other surveys. According to a survey 
among German, French, Dutch and British customers by the 
market research agency Motivaction, 24% of the survey 
participants have bought flowers and 26% have bought plants 
online for the first time since the beginning of the corona 
pandemic. About 50% of the participants rated it as positive 
that flower stores and garden centres offer delivery services 
for flowers and plants [28].  

This research has shown that digital technologies and 
digital offers are seen as useful for many industries and 
companies from the customer's point of view. However, 
since most of the respondents have never purchased flowers 
online, one of the questions that arises is what factors would 
make online floristry offers more attractive. Further research 
is also needed in the area of sustainable floristry. Although 
sustainability generally influences the purchasing behavior 
of consumers, many of the customers do not pay attention to 
sustainable labels when buying flowers. In this context, it 
could also be investigated why labels receive little attention 
in this industry and whether more transparency or even 
industry-own labels would ensure more awareness and 
greater attention to sustainability. 

Additionally, it should be noted that this empirical 
research only looks at the consumer side and the supply side 
was not surveyed. This leads to further research into the 
acceptance and benefits of digitalization on the part of 
suppliers. 

Given the fact that the survey sample only consists of 
customers of two flower shops in one German city, the results 
cannot be generalized, but should be seen as exemplary 
insights into this branch. Additionally, people that already 
made use of online offers to buy flowers online were not 
included. To be able to generalize the findings, it would be 
helpful to survey a higher number of flower shops and to take 
locality and region (rural or urban), customer habits and age 
as size, ownership structure and other characteristics of the 
flower shop into consideration. Besides that the survey was 
executed at a point in time, when pandemic restrictions were 
still in place more or less, which impacted not only customer 
behavior but also business behavior and their services. As a 
study among US florist shops showed that almost all flower 
shops offered no-contact delivery service due to the 
pandemic restrictions. Social media marketing was used by 
about one third of the stores as well as similar share offered 
no-contact shopping options [29]. It might also be interesting 
to research on possible changes in customer and shopping 
behavior after the pandemic. 
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Identification of Inability States of Rotating Machinery Subsystems Using Industrial IoT and 
Convolutional Neural Network – Initial Research 

 
Davor Kolar*, Dragutin Lisjak, Martin Curman, Juraj Benic 

 
Abstract: Rotating parts can be found in almost all operational equipment in the industry and are of great importance for proper operation. However, reliability theory explains that 
every industrial system can change its state when failure happens. Predictive maintenance as one of the latest maintenance strategy emerged from the Maintenance 4.0 concept. 
Nowadays, this concept can include Industrial Internet of Things (IIoT) devices to connect industrial assets thus enable data collection and analysis that can help make better 
decisions about maintenance activity. Robust data acquisition system is a prerequisite for any modern predictive maintenance task as it provides necessary data for further analysis 
and health assessment of the industry asset. Fault diagnosis is an important task in the maintenance of industrial rotating subsystems, considering that early state change diagnosis 
and fault identification can prevent system failure. Vibration analysis in theory and practice is considered a correct technique for early detection of state changes and failure 
diagnostics of rotating subsystems. The identified technical state should be considered in a context of the ability and different inability states. Therefore, early different inability 
states identification is the next step in the rotary machinery diagnostics procedure. Most of the existing techniques for fault diagnosis of rotating subsystems that use vibrations 
involve the step of extracting features from the raw signal. Considering that the features that describe the behavior of the rotary subsystem can differ significantly depending on 
the type of equipment, such an approach usually requires an expert in the field of signal processing and rotary subsystems who can define the necessary features. Recently, the 
emergence of machine deep learning and its application in maintenance promises to provide highly efficient fault diagnostics while simultaneously reducing the need for expert 
knowledge and human labour. This paper presents authors aim to use self-developed IIoT system built as an IIoT accelerometer as the edge device, web API and database with 
convolutional neural network as deep learning-based data-driven fault diagnosis to detect and identify different inability states of rotating subsystems. Large dataset for two different 
rotational speed is collected using IIOT system and multiple convolutional neural network models are trained and tested to examine possibility of using IIOT for inability state 
prediction. 
 
Keywords: accelerometer; automated data collection; CNN; fault diagnosis; Industrial Internet of Things 
 
 
1 INTRODUCTION 

 
Technology in today's world makes it possible to collect 

an ever-increasing amount of data. In such a situation, 
companies strive to optimize their processes by collecting 
and processing data and thus become better. According to the 
[1], companies that do not include data from the maintenance 
process in optimizing the efficiency of production processes 
are unable to fully utilize their resources and assets. 

In order to do so, there are more and more examples in 
which predictive maintenance (PdM) shows clear potential 
and gain benefits when compared to other maintenance 
strategies. However, implementation of predictive 
maintenance usually includes additional costs in terms of 
hardware and software technology to support this strategy 
[2]. Nowadays, with the emergence of the Industry 4.0 
concept, it can be said that one of the long-term technology 
an Industrial Internet of Things (IIoT) framework. Using of 
IIoT can help in ensuring robust and lightweight system for 
data collecting from the machinery and sending the data to 
the final destination. According to authors in [3],  industrial 
internet of things seeks to connect various industry assets to 
identify, communicate, sense, process, operate and work 
together. 

Assets characterized as a rotating system are often 
described as critical due to their working conditions and 
importance in the overall production process. Since rotary 
machines usually operate under severe operating conditions, 
this makes them more sensitive to various types of errors and 
increases the complexity of assessing their condition and 
identifying possible failures. Previous research and the 

author's experience lead to the conclusion that failures of 
such systems result not only in direct losses in the production 
process, but often have a long-term negative impact on the 
economic, environmental and security position of the 
company.  

Vibration analysis is considered as powerful technique 
that can be used to assess rotary machinery health state since 
using vibration sensor can sense changes and enable fault 
diagnosis in early stage. Most commonly used sensors in 
vibration measurements are accelerometers. Using standard 
industrial IEPE accelerometers provides reliable yet 
expensive solution for data acquisition. The use of an IIoT 
system in combination with a MEMS accelerometer can be 
considered as an alternative due to the lower cost and the 
possibility of connecting to the Internet and transferring data 
over it. Due to this feature, data can be collected from 
different locations where internet connectivity is available. 
 With the ever-increasing amount of data collected, more 
and more resources are being invested in the development of 
techniques for assessing the condition of rotating equipment. 
Additionally, because of the continuous improvement of data 
acquisition ability [4], as well as the exponential growth of 
data volume [5], machine learning and artificial intelligence 
techniques for fault diagnosis have achieved great success 
and received widespread attention within PdM. 

The main goal of this paper is to show the effort of the 
authors in both development of the IIOT data acquisition 
system and using sensor data in intelligent fault diagnosis 
performed by convolutional neural network model trained on 
data acquired from the developed system. The rest of the 
paper consists of the following: the related work in the field 
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of intelligent fault diagnosis using IIoT is presented in 
Section 2, Section 3 describes developed IIoT while 
performed experiment as well as CNN architecture 
description is shown in Section 4. Results of experiment are 
presented in Section 5 and conclusion is drawn in Section 6. 
 
2 RELATED WORK 

 
As the field of application of IIOT for fault diagnosis in 

PdM is increasing, the number of papers related to this topic 
is increasing daily. In this section, the papers are briefly 
described. In their paper [6], Tiboni et al. provides extensive 
review of vibration-based condition monitoring of rotating 
machinery, concluding that is very likely that innovative 
diagnostic methods based on machine learning will be 
developed in the near future. 

Paper [7] gives an overview of current state of predictive 
maintenance and intelligent sensors in smart factories. The 
results show four different types of maintenance used in 
smart factories—Industry 4.0 for predictive maintenance, 
smart manufacturing for condition-based maintenance, fault 
diagnosis for maintenance and prognostics, and remaining 
useful life analysis. The importance of predictive 
maintenance is also growing due to the growing number of 
robots, digitisation, and artificial intelligence introduced into 
production lines to automate routine activities. Paper [8] 
presents experiences in setting-up two different remote 
vibration monitoring systems using low-cost MEMS 
accelerometers available on the market in two different 
industrial settings. The installed vibration monitoring 
systems have successfully detected faults on two different 
critical assets. 

The paper [9] presents developed experimental setup that 
used low-cost MEMS accelerometers and simple edge 
computing module to acquire and process sensor data. 
Further on, in a related paper [10] Raspberry Pi edge module 
is used in combination with a MEMS accelerometer to 
perform continuous monitoring of the machine tools. Server 
side Phyton program has been implemented in order to 
process data and calculate Fast Fourier transform. Frequency 
spectrum is used for further assessment. Node RED 
technology for hardware device wiring was used in  [11] to 
collect temperature and humidity data using a Raspberry Pi. 
Node RED is an open-source rapid embedded environment 
design for easier integration of IoT devices and related 
software.  In their previous work [12, 13], authors discussed 
possibilities of developing and using the IIOT system for 
condition monitoring yet they did not implement intelligent 
fault diagnosis using convolutional neural network.  

Currently, in the field of predictive maintenance, many 
works can be found that deal with the application of 
convolutional neural networks for intelligent fault diagnosis. 
These works can be classified in different ways. If the 
structure of the convolutional neural network is observed, 
they can be divided into 1-dimensional (1D) fault diagnosis 
models and 2-dimensional (2D) fault diagnosis models. 
Historically, convolutional neural networks were originally 
developed to classify images that are 2-dimensional, so in 
such systems the input signal is expected to be in two 

dimensions. The signals collected from the vibration sensors 
differ. They are usually in one-dimensional form. Therefore, 
for the purposes of processing such a signal, the 
convolutional neural network was adapted to accept 1D 
signals as well. In recent years, multiple 1D CNN techniques 
for induction motors [14, 15], pumps and rolling element 
bearings [16] are presented in various papers. Author of this 
paper in [17] their previous work presented multi-channels 
1D CNN (MC-DCNN) for human activity classification 
modified for 3 axis vibration data input with input size of 
6400 × 1 × 3. This paper focuses on application of modified 
1D CNN with input size of 1600 × 1 × 3 that is capable of 
dealing with accelerometer data acquired from developed 
IIOT system. Data is acquired for healthy baseline as well as 
3 different inability states. Later on, different CNN based 
models for inability state detection are trained and evaluated 
on the acquired data to provide better understanding in 
system behaviour under different inputs. 
 
3 IIOT SYSTEM DESIGN 
 

Developed IIOT system architecture capable of data 
acquisition and storage is presented in Fig. 1. 

 

 
Figure 1 IIOT system scheme 

 
It can be seen that the system consists of two separate 

subsystems named server and client side. The server side 
consists of the following components: 
1) Teltonika RUT951 industrial IOT router – configured as 

access point for Raspberry PI and network holder.  
2) Application/database server - hosts an IIS web server 

that runs the Web API. There is also an MSSQL server 
with a database on this server. The client side consists of 
the following components: 

3) Raspberry PI 4 8GB – configured as edge module with 
Node-RED installed and HAT module used for sensor 
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connectivity. Installation-ready setup of the Raspberry Pi 
with HAT can be seen in Fig. 2. Raspberry PI is directly 
connected to local area network provided by Teltonika 
router.  

4) IIOT sensor - for vibration data acquisition. Widely 
known KX122 MEMS sensor is used (Fig. 3). 
 
The Raspberry Pi is configured as an edge node with an 

attached sensor. It runs the Node RED programming 
environment, which is designed for IoT environments. In the 
developed system, Node RED serves as a management tool 
which takes care of data collection and proper functioning of 
the client-side part of the IIoT system. Communication 
between the used sensors is performed with the help of the 
standards-based messaging MQTT protocol. MQTT is a fast 
and lightweight protocol that allows messaging between 
devices located on unstable networks and ensures secure, 
reliable and two-way messaging [18]. It is designed as a 
lightweight publish/subscribe messaging transport that is 
ideal for connecting remote devices with a small network 
bandwidth.  

 

 
Figure 2 HAT module installed on the top of the Raspberry PI board 

 
For this research, system is configured to acquire data 

from 1 accelerometer. Using described configuration, up to 8 
sensors can be attached to one Raspberry PI edge node. This 
study use 3-axis MEMS accelerometer that can be configured 
to acquire data with sampling rate of up to 25,6 kHz. 
Accelerometer is shown in Fig. 4. 

 

 
Figure 3 KX122 MEMS 

 
Accelerometer specifications are listed in Tab. 1. 
In this study, client-side is setup to acquire data with 

sampling rate of 1.6 kHz and ±8 g range with 16-bit 

resolution. It is possible to redefine sampling time for each 
sample that is initially set to 1 second.  
 

Table 1 MEMS accelerometer properties 
Property Value 

Output data rate 0.781 Hz - 25.6 kHz  
Full-scale range ± 8 g 
Sensitivity 4096 - 16384 counts/g 
Offset ± 20 mg 
Non-Linearity 0.6 % 
Resolution 0.0001 g, 16-bit 
Input voltage 1.71 – 3.6 V 
Current consumption 145 mA 
Output voltage 1.368 - 28.8 V 

 
Data acquired is filtered using low-pass filter at 800 Hz 

to eliminate the possibility of aliasing. Using Node RED 
environment flows, each acquired sample containing 1600 
samples is sent using the MQTT protocol to Web API and 
stored to SQL Server database.  Authors previous research 
shown that, probably due to fact that MQTT protocol relies 
on publish/subscribe, it is not always possible to ensure data 
quality with higher sample rates (with sampling frequency <3 
ms). To be able to collect with higher sampling rates, the 
system is developed in a way that it enable continuous call 
for streams of values that are sent from the accelerometer as 
series of values. 
 
4 EXPERIMENTAL SETUP 
4.1 Test Bench 
 

 This study use machine fault simulator for generating 
signal for both healthy baseline and inability technical states 
of the rotary machinery. A SpectraQuest variable speed 
Machinery Fault Simulator (MFS) installed in Laboratory for 
Maintenance of University of Zagreb, Faculty of Mechanical 
Engineering and Naval Architecture is used. The simulation 
stand (Fig. 4) consists of main shaft loaded with main load 
and driven by 0.7 kW VFD powered motor. Main shaft is 
connected to motor with coupling.  Additionally, there are 
two ER-12K rolling bearings that supports shaft assembly. 
Finally, simulator is equipped with a three-axis 
accelerometer and a tachometer that are connected to a 
developed IIOT system. 

 

 
Figure 4 Experimental setup: 1 – Electric motor, 2 – VFD, 3 – main shaft, 4 – main 

load, 5 – three-axis accelerometer, 6 – Box with router and Raspberry PI edge 
node. 
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Table 2 Datasets collected for each rotating speed 

Machine states No. of 
samples 

Training  
(80%) 

Validation  
(5%) 

Test  
(15%) 

NS 1500 1200 75 225 
ER 1500 1200 75 225 
CR 1500 1200 75 225 
DR 1500 1200 75 225 
IRB 1500 1200 75 225 
ORB 1500 1200 75 225 
BB 1500 1200 75 225 
CB 1500 1200 75 225 

Total 12000 9600 600 1800 
 

The triaxial vibration sensor is installed on the MFS left 
bearing housing as shown in Fig. 3. During the experiment, 
data was collected at a frequency of 1.6 kHz. The rotation 
speed was 150 revolutions per minute and 300 revolutions 
per minute, respectively. Accelerometer acquired data under 
both normal state (NS) and faulty conditions. There are three 
inability states related to rotor: due to eccentric rotor (ER), 
disbalanced rotor (DR), cocked rotor (CR). Additionally, 
four bearing related states were simulated as faulty 
conditions: outer ring damage (ORB), inner ring damage 
(IRB), ball bearing damage (BB) and combination of the ball 
bearing, inner ring and outer ring damage (CB), respectively. 
Bearings is intentionally damaged using electro erosion 
procedure. The operation in any of the inability state is 
considered as faulty condition, while running without any 
simulated faults is interpreted as healthy baseline, i.e. the 
operation of the rotary subsystem that remains in the healthy 
state (ability state). 1500 samples for each machine state for 
both 150 rpm and 300 rpm is collected. Composition of 
collected samples with quantities is presented in Tab. 2. All 

the samples are divided into training, test and validation sets 
required for modelling phase. 
 
4.2 CNN Design 
 
 The artificial neural networks (ANN) used in this work 
as an algorithm for creating models are convolutional neural 
networks (CNN). It is a type of ANN that has also been used 
in other research to learn models based on inputs that are 
composed of multiple dimensions, and on the basis of which 
features can be learned. Although the initial application of 
the algorithm was envisioned in image processing, it was 
found that data from sensors in the maintenance area can also 
be interpreted using CNN-learned models [20-22]. 

In this paper, modified 1D MC-DCNN visualized in Fig. 
5 is used to for model inability states modelling. Data from 
triaxial accelerometer is used as an input thus input layer of 
the 1D MC-DCNN is prepared to process exactly one sample 
of acquired data. As each sample consist of 1600 samples in 
each layer, input layer use 1600 × 1 × 3 structure. 
Convolutional layers of the CNN calculate the output of the 
neurons. Max pooling function is used to pass over sections 
(pools) of accelerometer data and extract maximum values of 
each section. Finally, fully connected layer is used as sample 
classifier using SoftMax activation function and 
classification output layer. The structure of the CNN used in 
this paper is drawn in Fig. 5. Although different CNN 
structures have been investigated in authors’ previous 
research, it is concluded that usage of described structure is 
appropriate for learning of the model.  
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Figure 5 Structure of MC-DCNN 

 
To ensure better results, authors tested grid of 

hyperparameters values by using variable k that connects 
multiple hyperparameters. For this research, grid of k = [2 4 
8 16] is used. The CNN learning algorithm can be adjusted 
using a number of hyperparameters, and in this paper, the 
change in the number of kernels as well as the size of the 
kernels was tested. Hyperparameters that will be grid 
searched are number of convolutional layers, number of 
kernels, and kernel size, respectively. Details about each 
convolutional layer are given in Tab. 3.  From the table, it can 
be concluded that every convolutional layer use k variable for 
the calculation of the number of kernels. In this paper, Matlab 

2022b is used to design, train and test modified 1D MC-
DCNN and all training is done on GPU (GeForce RTX 3080 
graphics card).  

The Tab. 3 shows that as k increases, so does the 
number of kernels in each convolutional layer, but also 
their size in the first two layers. The size of the cores 
does not change in the last 4 layers, which is marked 
italic. The paper examined neural networks with one to 
six convolutional layers. The procedure proceeded so 
that first a CNN with all 6 layers is learned, then the 6th 
layer is removed in order to learn a network with 5 
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layers. After that, the 5th layer is removed to train a 4-
layer network. The last network that is learned is a 
network with only one convolutional layer. Each of 
those 6 neural networks is trained with 4 values of k (2, 
4, 8, 16), leading to a total of 24 neural networks for 
one rotation speed. The number of 3 learning repetitions 
of each network is chosen, in order to obtain as few 
deviations as possible. Then the average accuracy of 
those 3 networks is calculated, which means that 72 
convolutional neural networks were learned for one 
rotation speed. As the aim of the paper is to examine 
the results at two rotation speeds (150 rpm and 300 
rpm), this leads to a final number of 144 learned 
convolutional neural networks. Other hyperparameters 
remain constant during the entire training period. 
 

Table 3 Convolutional neural network layers information regarding n-factor 
k = 2 
Convolutional layer 1st 2nd 3rd 4th 5th 6th 

No. of kernels k 4k 4k 4k 4k 4k 
Kernel size [2n 1 3] [n/2  1 3] [4 1 3] [4 1 3] [4 1 3] [4 1 3] 

k = 4 
Convolutional layer 1st 2nd 3rd 4th 5th 6th 

No. of kernels k 4k 4k 4k 4k 4k 
Kernel size [4 1 3] [1 1 3] [4 1 3] [4 1 3] [4 1 3] [4 1 3] 

k = 8 
Convolutional layer 1st 2nd 3rd 4th 5th 6th 

No. of kernels k 4k 4k 4k 4k 4k 
Kernel size [8 1 3] [2 1 3] [4 1 3] [4 1 3] [4 1 3] [4 1 3] 

k = 8 
Convolutional layer 1st 2nd 3rd 4th 5th 6th 

No. of kernels k 4k 4k 4k 4k 4k 
Kernel size [16 1 3] [4 1 3] [4 1 3] [4 1 3] [4 1 3] [4 1 3] 

k = 16 
Convolutional layer 1st 2nd 3rd 4th 5th 6th 

No. of kernels k 4k 4k 4k 4k 4k 
Kernel size [32 1 3] [8 1 3] [4 1 3] [4 1 3] [4 1 3] [4 1 3] 

 
5 RESULTS AND DISCUSSION 
 

The learning process of a neural network can be 
described as a procedure with the aim of determining the 
weights and biases of neurons that is calculated in iterations. 
CNN adjusts learnable parameters by minimizing previously 
defined loss function: 
 

* ( ) log( ( ))k kt kE y t y t= −∑ ∑                                       (1) 
 
where * ( )ky t  and ( )ky t  are the target and predicted values of 
the tth training example of the kth class, respectively. To 
ensure learning capability, this work apply backpropagation 
algorithm that compute stochastic gradient descent in order 
to minimize error, consequently allowing network to update 
learnable parameters during training. In this research, 
learning rate of 0.009 with drop factor of 0.1 for each 10 
iteration and momentum of 0.8 were used. 

As previously stated, total of 24 neural network were 
trained. The results of models tested on test set using 

accuracy as metrics are shown in Tab. 4, Fig. 6 and Fig. 7, 
respectively.   

 
Table 4 Convolutional neural networks models accuracy 

150 
rpm 

k-factor / accuracy 300 
rpm 

k-factor / accuracy 
2 4 8 16 2 4 8 16 

N
um

be
r o

f l
ay
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s 1 0,537 0,755 0,696 0,689 

N
um

be
r o

f l
ay

er
s 1 0,606 0,784 0,805 0,677 

2 0,845 0,862 0,934 0,986 2 0,732 0,847 0,822 0,892 
3 0,907 0,975 0,987 0,991 3 0,928 0,944 0,959 0,986 
4 0,988 0,995 0,999 0,999 4 0,991 0,991 0,995 1,000 
5 0,998 0,999 0,999 0,999 5 1,000 1,000 1,000 1,000 
6 0,999 1,000 0,999 1,000 6 1,000 1,000 1,000 1,000 

 

 
Figure 6 Neural network accuracy related to the number of convolutional layers 

and k-factor for 150 rpm 
 

 
Figure 7 Neural network accuracy related to the number of convolutional layers 

and k-factor for 300 rpm 
 

It can be seen that most networks with 3 or more 
convolutional layers would give extremely good results, 
while absolute accuracy on the test data set can be achieved 
with CNN with 5 or 6 layers, depending on the rotation speed. 
From the presented results, it can be concluded that CNN 
with smaller number of layers would not perform not as good 
as the network trained with higher number of layers. Other 
than that, factor k used as kernel size multiplicator plays 
important role during training of the network with less than 
4 convolutional layers. This can be related to the fact that in 
the experiment this factor is used only in first two layers to 
confirm that in the shallow architecture higher values of 
kernel size and number of kernels produces models with 
better results. As kernels represents features learned during 
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the training period, it becomes clear that more features 
learned means better performance during the scoring phase. 
As data are collected for two different rotational speed, in the 
last phase of the research, the applicability of the network 
model learned at a lower rotation speed was tested on test 
data collected at a higher rotation speed. Namely, due to the 
large amount of rotary equipment that rotates at different 
speeds in the industry, the good performance of networks 
learned at one rotation speed on test data collected at another 
rotation speed would give reason to believe that one learned 
model can be applied for intelligent inability stete prediction 
of the same type of equipment, and which rotates at different 
speeds. Factor k = 4 is chosen for comparison and all 
networks regarding CNN number of layers factor is tested. 
Firstly, network learned on 150 rpm with best results for the 
k = 4 (named k4_150) for each CNN number of layers is 
tested on 300 rpm test data. Later on, network learned on 300 
rpm with best results for the k = 4 (named k4_300) for each 
CNN number of layers is tested on 150 rpm test data. Results 
of such testing is shown in Tab. 5. 

Table 5 Convolutional neural networks models accuracy 

CNN layers k4_150 on 
150 rpm 

k4_150 on 
300 rpm 

k4_300 on 
300 rpm 

k4_300 on 
150 rpm 

1 76,9 % 23,5 % 81,7 % 17,3 % 
2 87,4 % 24,9 % 83,5 % 12,5 % 
3 97,5% 20,3 % 98,1 % 15,8 % 
4 99,5 % 23,5 % 99,8 % 12,5 % 
5 100 % 17,7 % 100 % 12,5 % 
6 100 % 12,5 % 100 % 12,5 % 

According to Tab. 5, models learned for one rotational 
speed underperforms when tested on different rotational 
speed. Consequently, experiment show that using models 
trained on one set of data for prediction of machine state on 
different set of data is not recommended, although only 
rotational speed is changed as experiment input. Two another 
interesting rules are readable from Tab. 5. Model trained on 
lower speed performance are better on higher speed test then 
performance of the model trained on higher performance 
when tested on lower speed test data. Also, in this experiment 
models with fewer layers generally perform better which 
means they can learn more general features of the data they 
are learning on. 

6 CONCLUSION AND FUTURE WORK 

Finally, results of the paper can be summarized as 
follows: It is possible to acquire datasets containing raw 
accelerometer signal using the low-cost self-developed IIOT 
platform. It is shown that developed solution can acquire data 
in a laboratory environment. 

Additionally, it is proven that IIOT system vibration data 
acquired during the experiment are useful for learning 
intelligent models for fault detection and diagnostics. That is 
shown using 1D-MDCNN, models with high accuracy on the 
test data can be trained. Multiple CNN-s are trained using the 
data acquired from the IIOT. The influence of different 
amounts of certain hyperparameters (number of kernels, 
kernel size, and number of layers) on the accuracy of the 

network was examined. Based on these results, it was 
concluded that increasing the number and size of kernels and 
the number of layers in the network contributes to increasing 
the accuracy of the model in the scoring phase. 

 Finally, application of CNN model learned at one 
rotation speed to predict classes of data collected at another 
rotation speed was also tested. The results obtained lead to 
the conclusion that such an application is not possible. 
Therefore, the question arises of the applicability of this 
technique of predicting results in production conditions in 
case of the variable rotational speeds. 

In future research, authors plan to integrate different 
sensor fusion to enable more data, as well as develop specific 
purpose edge node with integrated prescriptive maintenance 
decision making model. In this way, it will be possible to 
process data directly on the edge, reducing the need of 
sending raw signal data to the server for further processing 
and prediction logic. 
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Comparative Study of Conventional and Microwave-Assisted Boriding of AISI 1040 and AISI 
4140 Steels 

 
Safiye İpek Ayvaz, Emre Özer* 

 
Abstract: In this study, AISI 1040 and AISI 4140 steels were boriding using Ekabor-II commercial boriding powder with powder-pack boriding method using microwave and 
conventional heating methods. The samples were borided at 950 °C for 2 and 6 hours in an Ar atmosphere in a microwave oven of Enerzi-Mh2912-V8. Biphasic structure 
(FeB/Fe2B) was formed in all borided AISI 4140 samples and AISI 1040 samples borided for 6 hours. A single-phase structure was observed in AISI 1040 steel borided for 2 hours. 
Compared to the conventional method, a 1.5-1.6 times thicker boride layer was obtained in AISI 4140 and AISI 1040 steels with microwave-assisted powder-pack boriding. The 
highest hardness was measured as 1561.8 HV0.05 for boriding AISI 4140 steel and 1499.7 HV0.05 for boriding AISI 1040 steel. The Vickers indentation fracture toughness of borided 
steels with microwave energy varied between 2.31 and 3.46 MPa·m1/2. It was determined that in all samples borided by the microwave-assisted and conventional powder-pack 
boriding method, the adhesion strength between the boride layers and the substrate obtained was sufficient. 
 
Keywords: Fe2B; FeB; fracture toughness; microwave-assisted; powder-pack boriding; steel 
 
 
1 INTRODUCTION 
 

Boriding is a diffusion-controlled surface hardening 
process in which boride layers are obtained on the surface by 
creating a chemical reaction between boron atoms and metal 
substrate [1, 2]. It is achieved by diffusing boron atoms at 
high temperatures on the metal substrate in order to increase 
the wear resistance, surface hardness and corrosion resistance 
[3, 4]. Boriding, mainly applied to steel and iron alloys, can 
be used for various surface hardening and heat-treated steels, 
non-ferrous metal alloys such as titanium, cobalt, nickel, and 
ceramic materials [5]. With boriding, TiB and TiB2 in Ti and 
its alloys, CoB and Co2B in CoCr alloys and NiB, Ni2B, and 
Ni4B3 borides are formed in Ni alloys [6-10]. 

In steel and alloys, the boriding process, generally 
applied in the temperature range of 800-1050 °C for 0.5- 
10 hours, is carried out in solid powder, liquid, paste and gas 
environments. As a result, FeB and Fe2B hard boride layers 
are obtained [5, 11]. Apart from these methods, ion 
deposition, physical and chemical vapor deposition (PVD, 
CVD), plasma paste and laser methods are also used in order 
to increase the practicality of layer formation with the 
developing technology, as well as increase the mechanical 
properties [12-14]. Powder-pack boriding, one of the 
boriding varieties, is the most preferred method due to its 
advantages such as easy application, low cost and 
changeability of the boriding composition compared to other 
methods. 

Diffusion kinetics of boron [15-17], mechanical [18-20], 
tribological properties [21-23] and corrosion resistance [24, 
25] of borided steels have been investigated in the literature. 
Uslu et al. borided AISI 1040 steel using Ekabor 2 powder at 
temperatures of 800, 875 and 950 °C for 2, 4, 6 and 8 hours 
of soaking times. By the boriding process, they obtained 
boride layers consisting of FeB and Fe2B phases, with a 
hardness of approximately 1500 HVN and a thickness of 10-
180 µm [26]. Özerkan borided AISI 1040 steel using Ekabor 
2 powder at temperatures of 850 and 950 °C for 2, 4 and 6 h 

of soaking times. In this study, he examined the 
microstructural and mechanical properties of the boride 
layers. It was reported that the obtained thicknesses of the 
boride layers were 123.4 and 156.3 µm, respectively, at 850 
and 950 °C [27]. Ulutan et al. borided AISI 4140 steel using 
Ekabor 2 powder at temperatures of 900, 950, 1000 and 1050 
°C for 2, 4 and 6 hours of soaking times. In the study, the 
microstructural and tribological properties of boride layers 
were investigated. They reported a 290 µm boride layer 
consisting of FeB, Fe2B and CrB phases was obtained [28]. 
Keddam et al. borided AISI 4140 steel at 850 and 1000 °C 
for 2, 4, 6 and 8 hours. They examined the diffusion kinetics 
of the boron. They determined the boron activation energy as 
189.24 kJ·mol‒1 in AISI 41240 steel [29]. Dominguez et al. 
borided AISI 4140 steel at temperatures of 850, 900, 950 and 
1000 °C for 2, 4, 6 and 8 h. In this study, they found the boron 
activation energy for the Fe2B phase as 173 kJ·mol‒1. 
Experimentally, the maximum Fe2B thickness obtained was 
127.9 µm in the sample borided at 1000 °C for 8 h [30]. Çalık 
et al. borided AISI 316, AISI 1040, AISI 1045, and AISI 
4140 steels at 937 °C for 4 hours. They compared the 
mechanical properties of these steels after boriding. They 
reported the boride layer thickness as 90 µm in AISI 1040 
steel and 100 µm in AISI 4140 steel [31]. 

In this study, microwave energy was performed powder-
pack boriding of AISI 1040 and AISI 4140 steels for the first 
time in the literature. After boriding and thickness 
measurements were carried out, some mechanical and 
microstructural properties were investigated. 
 
2 MATERIAL AND METHOD 
 

In this study, the mechanical and microstructural 
properties of AISI 1040 and AISI 4140 steels, which are 
pack-borided using conventional and microwave heating, 
were investigated. AISI 1040 and AISI 4140 samples were 
cut by a cut-off machine. Before boriding, the surfaces of the 
cut samples were cleaned in an ultrasonic bath in acetone 
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before. As the boriding pack, AISI 304L stainless steel boxes 
of 50 mm inner diameter and 50 mm height were used. 
Ekabor II boriding powders with 5% B4C, 5% KBF4 and 90% 
SiC were used as boriding powder. Microwave-assisted 
boriding process was carried out at 950 °C for 2 and 6 hours 
in an Ar atmosphere in an Enerzi-Mh2912-V8 brand 
microwave oven with a power of 2.9 kW and a frequency of 
2.45 GHz (Fig. 1). 

 

 
Figure 1 Schematic diagram of the microwave-assisted powder-pack boriding 

process 
 
After conventional and microwave-assisted boriding, the 

samples were sanded using 180, 320, 600, 800, 1000 and 
1200 grid abrasives and polished using 3 and 1 µm diamond 
polishing solutions by the Metkon Farcipol 1V brand grinder. 
After polishing, the samples were etched in a 5% solution of 
HNO3 in ethanol (Nital etching reagent). Boride layer 
thicknesses of etched samples were measured with Nicon 
Eclipse LV150N brand optical microscope (OM) and 
Clemex image analysis system. Measurements were repeated 
eight times for each sample and the average of these 
measurements was given. Microhardness measurements of 
the borided samples were performed using the Future-Tech 
FM 700 brand microhardness measurement device from the 
cross-section of the sample. In the measurements, 50 gf was 
applied at an indenter approach speed of 10 µm/sec for 10 
seconds. In this study, the equation used to calculate the 
fracture toughness is as follows: 
 

0 5

1 50 016
.

IC .
P EK .

Hc
 = ⋅ ⋅ 
 

          (1) 

 
Here, E is the elastic modulus of the layer (kg/mm2) 

whose fracture toughness is measured, H is the Vickers 
hardness (HV), P is the applied load (N) during indentation, 
and c (mm) is the crack length. SEM image of the mark and 
crack formed on the sample with the Vickers indentation 
technique is given in Fig. 2. 

The adhesion strength between the substrate material and 
the boride layer in the borided samples was measured 
following VDI 3198 indentation test standards with a 120° 
conical indenter. The adhesion behavior was determined by 

examining cracks, delaminations and fractures in the craters. 
Microstructural investigations and determination of the 
adhesion strength of the boride layer were performed using 
the ZEISS GeminiSEM 500 model (ZEISS, Oberkochen, 
Germany) scanning electron microscopy (SEM). 

 

 
Figure 2 SEM image of the Vickers indentation mark and crack 

 
3 RESULTS AND DISCUSSION 
 

In Figs. 3 and 4, the SEM images of the boride layers of 
the conventional and microwave-assisted borided samples 
are given, respectively. While α-Fe has a body-centered 
cubic structure, neither FeB nor Fe2B compounds have cubic 
crystal symmetry [32]. Therefore, B diffusion and boride 
grain growth exhibit an unnatural anisotropic structure. The 
preferred growth direction of Fe2B and FeB compounds is 
along the 001 direction because B atoms diffuse faster in this 
direction. As a result, boride grains in the 001 direction 
perpendicular to the sample surface grow more quickly [20, 
33, 34]. Therefore, a boride layer with needle/tooth-like 
morphology is formed. Saw-tooth morphology also increases 
the adhesion strength between the substrate and the boride 
layer [35, 36]. This formation depends on boriding processes 
such as temperature and time and material properties such as 
the ratio of the alloy elements [37]. As can be seen in Figs. 3 
and 4, boride layers were formed in a saw-tooth form in all 
samples. As seen in Fig. 3, as the boriding time increased 
with conventional heating, pores were formed on the surface 
of the boride layer, especially in AISI 1040 steel. In 
microwave-assisted boriding, it was determined that both 
AISI 1040 and AISI 4140 borided steel samples had much 
less porosity and surface roughness. Therefore a much better 
surface quality could be obtained with microwave-assisted 
boriding (Fig. 4). 

Due to the high brittleness of the FeB phase, only Fe2B 
single-phase structure is preferred after boriding in the steels 
[38]. Boride layers consisting of the Fe2B phase were 
obtained in both AISI 1040 and AISI 4140 steels in the 
boriding process performed with conventional heating (Figs. 
3a-d). Dual-phase structure (dark-colored FeB compound, 
lighter-colored Fe2B compound) was observed in 
microwave-assisted borided AISI 1040 steel for 6 hours (Fig. 



Safiye İpek Ayvaz, Emre Özer: Comparative Study of Conventional and Microwave-Assisted Boriding of AISI 1040 and AISI 4140 Steels 

288                                                                                                                                                                               TECHNICAL JOURNAL 17, 2(2023), 286-292 

4b). A single-phase (Fe2B) structure was formed in the AISI 
1040 steel sample, borided for 2 hours with microwave-
assisted heating (Fig. 4a). In AISI 4140 steel, biphasic boride 
layers were formed as a result of microwave-assisted 
boriding for both 2 and 6 hours. 

  

 
Figure 3 SEM images of the conventional borided samples: a) AISI 1040-2 h,  

b) AISI 1040-6 h, c) AISI 4140-2 h and d) AISI 4140-6 h 
 

The elemental analysis results obtained from the boride 
layer and substrate formed in AISI 1040 steel, which was 
borided for 2 h with conventional heating, are given in Fig. 
5. As determined from the EDS analysis, the boride layer was 

composed of the Fe2B phase. The change in peak intensity 
obtained during the linear EDS scanning of B atoms in 
microwave-assisted borided AISI 4140 for 2 h is seen in Fig. 
6. C atoms, like Si atoms, do not dissolve in the boride layer 
and are pushed toward the substrate during the diffusion of B 
atoms. In Fig. 6, while C atoms gave a very low peak 
intensity in the boride layer, it was seen that the peak 
intensity increased as the scanning went under the layer. 

 

 
Figure 4 SEM images of the microwave-assisted borided samples: a) AISI  

1040-2 h, b) AISI 1040-6 h, c) AISI 4140-2 h and d) AISI 4140-6 h 
 

 
Figure 5 EDS analysis of the boride layer and substrate in conventional borided AISI 1040 for 2 h 

 
Boride layer thicknesses measured in conventional and 

microwave-assisted powder-pack borided samples are 
graphically given in Fig. 7. Microwave heating is non-
thermal heating. Here, the microwave energy absorbed by the 
material is transformed into thermal energy [39, 40]. With 
this energy conversion, rapid volumetric heating occurs. İpek 

Ayvaz and Aydın [5, 41] borided AISI 316L stainless steel 
with a microwave-assisted powder-pack boriding method. In 
this study, two times the thickness of boride was obtained 
according to the conventional method. In the diffusion 
kinetics analysis, it was determined that microwave heating 
increased the pre-exponential factor, and as a result, boron 
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diffusion increased. When the thickness values obtained in 
this study are compared with the literature summarized in 
Tab. 1, it can be seen that the thickness of the boride layer is 
significantly increased by microwave heating. In particular, 
the thicknesses obtained in microwave-assisted powder-pack 

borided AISI 4140 steel are approximately 1.5-2 times the 
thicknesses in the literature. In this study, it was determined 
that much thicker boride layers were obtained with 
microwave-assisted boriding in both AISI 1040 and AISI 
4140 steels compared to conventional heating. 

 

 
Figure 6 Results of EDS line scan analysis in microwave-assisted borided AISI 4140 for 2 h 

 
Table 1 Boriding parameters applied to AISI 1040 and AISI 4140 steels with a 

conventional furnace and boriding thicknesses obtained in the literature 
Material Temperature (°C) / Time (h) Thickness (µm) References 

1040 937 / 4 90-100 [18, 19] 
4140 950 / 2 86 [28] 
4140 950 / 6 167 [28] 
4140 937 / 4 100 [31] 
1040 937 / 4 90 [31] 
4140 950 / 2 67 [42] 
4140 950 / 3 92 [42] 
4140 950 / 4 60 [43] 
4140 950 / 6 80 [43] 
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Figure 7 The thickness of boride layers of the conventional and microwave-

assisted borided samples 
 

Fig. 8 shows thickness-dependent hardness variations of 
microwave-assisted and conventional powder-pack borided 
AISI 4140 and AISI 1040 steels. After the boriding process 
was performed with the traditional method, the formation of 
a single-phase Fe2B layer was detected. With the effect of 
single-phase structure, sequentially, the maximum 
microhardness of 1360 and 1384 HV0.05 was obtained in AISI 
1040 and AISI 4140 steels borided by conventional methods. 

 

 
Figure 8 Variation in microhardness as a function of depth from the surface in 

borided samples a) conventional and b) microwave-assisted 
 
Uslu et al. [26] obtained a hardness of 1200-1500 HV in 

borided AISI 1040 steel. Özerkan [27] measured the 
maximum hardness of 1539.6 HV in borided AISI 1040 steel. 
In this study, the highest hardness in AISI 1040 steel was 
measured as approximately 1499 HV0.05 in the 10-20 µm 
depth range from the surface of the microwave-assisted 
borided sample for 6 hours. Ulutan et al. [28] measured the 
hardness of borided AISI 4140 steel in the range of 1309-
1757 HV0.05. Joshi and Hosmani achieved hardness between 
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1225-1367 HV0.1 [42]. Arslan and Akgül Kayral reported the 
hardness of AISI 4140 steel, which they borided, in the range 
of approximately 1200-1400 HV0.05 [43]. In this study, the 
highest hardness was measured as 1561 HV0.05 in the 
microwave-borided AISI 4140 sample for 2 hours, and the 
maximum was 1497 HV0.05 in the microwave borided for 6 
hours. 

Vickers indentation fracture toughness values of borided 
samples are shown in Fig. 9. When the results given in Fig. 9 
are compared, although the fracture toughness of the boride 
layer obtained with microwave boriding appears to be lower, 
the crack formation was not observed in the Fe2B phase in 
the microwave-borided samples in the tests performed. For 
these samples, cracks formed in the FeB phase were included 
in the calculation. However, cracks in the Fe2B phase in 
conventionally borided samples were observed. Campos-
Silva et al. calculated the fracture toughness of the Fe2B 
phase in AISI 4140 steel as 2.9-4.0 MPa·m1/2 [20]. Uslu et al. 
determined the fracture toughness of the boride layers formed 
in P20 steel in the range of 2.79-4.79 MPa·m1/2 [26]. Taktak 
reported the fracture toughness of boride layers in AISI 304 
stainless steel alloy as 2.45-4.08 MPa·m1/2 [44]. Campos-
Silva et al. determined the fracture toughness of the FeB-
Fe2B interface as 3.56-4.45 MPa·m1/2 [45]. In this study, 
results compatible with the literature were obtained. 
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Figure 9 Vickers indentation fracture toughness of the conventional and 

microwave-assisted borided samples 
 

Figs. 10 and 11 show the SEM images of the craters 
formed on the surface of the conventional and microwave-
assisted borided samples after Daimler-Benz Rockwell-C 
adhesion tests. Adhesion can be defined as the resistance of 
a coating to separation or disintegration from the substrate. A 
standard Rockwell-C hardness tester was used in these tests. 
In these tests, the damage to the coating was compared with 
the HF1-HF6 quality map [44, 46, 47], and the adhesion 
strength between the boride layer and the substrate was 
evaluated. It is observed that the cratering formed in both 
microwave-supported and conventionally borided AISI 1040 
steels is broader than that of AISI 4140 steel. This situation 
occurs due to the lower thickness and softer boride layer. 

This phenomenon can be seen more clearly in microwave-
assisted borided samples (Fig. 11). This circumstance was 
caused by FeB phase formation in microwave-assisted 
borided AISI 4140 samples. In all samples, sufficient 
adhesion strength was found between the boride layers and 
the substrate, meeting the HF1 standard. It is predicted that 
the increase in the FeB phase may decrease the adhesion 
strength due to residual thermal stresses [44, 48]. However, 
it is known that this effect is minimized by hybrid heating 
that occurs with SiC susceptors in microwave-assisted 
powder-pack boriding [5, 41]. 

 

 
Figure 10 SEM images of craters of the Daimler-Benz adhesion tests on the 

conventional borided samples: a) AISI 1040-2 h, b) AISI 1040-6 h, c) AISI 4140-2 h 
and d) AISI 4140-6 h 

 

 
Figure 11 SEM images of craters of the Daimler-Benz adhesion tests on the 

microwave-assisted borided samples: a) AISI 1040-2 h, b) AISI 1040-6 h, c) AISI 
4140-2 h and d) AISI 4140-6 h 

 
4 CONCLUSION 
 

In this study, conventional and microwave-assisted 
boriding in steel alloys was compared for the first time in the 
literature. AISI 4140 and AISI 1040 steels were borided 
using microwave-assisted and conventional powder pack 
boriding methods. The results obtained after the boriding 
process was applied at 950 °C for 2 and 6 hours are as 
follows: 
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• While a single-phase (Fe2B) boride layer was observed 
in all conventional borided samples, a single-phase 
boride layer was obtained in AISI 1040 steel borided for 
only 2 hours from microwave-assisted borided samples. 
In other samples, FeB/Fe2B biphasic boride layers were 
formed. 

• Boride layer thicknesses were approximately 1.5- 
2 times thicker than the literature obtained in AISI 4140 
steel due to microwave-assisted boriding. These 
thicknesses were 116.6 and 179.01 µm after boring for 2 
and 6 hours, respectively. With microwave-assisted 
boriding, a ~60% increase in thickness was achieved 
compared to the conventional method. 

• Boride layer thicknesses of 72.48 and 156.8 µm were 
obtained in AISI 1040 steel, respectively, after 2 and  
6 hours of boriding. With microwave-assisted boriding, 
a ~50% increase in thickness was achieved compared to 
the conventional method. 

• The highest hardnesses obtained in microwave-assisted 
borided AISI 4140 and AISI 1040 steels are 1561.8 
HV0.05 and 1499.7 HV0.05, respectively. 

• According to the results in the literature, fracture 
toughness was calculated between 2.31 and 3.46 
MPa·m1/2 in microwave energy borided samples. The 
fracture toughness of the boride layers in the 
conventionally borided samples with a boride layer 
consisting of a single-phase Fe2B compound is higher 
than in the microwave-assisted borided ones. 

• It was determined that there was sufficient adhesion 
strength between the boride layers and the substrate in all 
samples. 
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Analysis of the Behavior of a Penetrator Advancing Through a Guide Surface 
 

Jin Bong Kim 
 

Abstract: The study concerns the transverse deformation behavior of a penetrator surrounded by sabot in a deformed gun barrel. In the gun barrel, transverse deformation occurs 
in the penetrator due to problems such as deflection by gravity, or geometric tolerance caused by the manufacturing process. This deformation causes structural instability problems 
and affects out-of-gun barrel movement. In addition, the deformation and structural safety of the penetrator is affected by the sabot supporting the penetrator. The finite element 
method was used to evaluate the effect of the sabot. Deformation and stress analysis were performed for the penetrator moving in the gun barrel, and the effect of the elastic 
modulus of the sabot on the deformation of the penetrator was studied.  
 
Keywords: elastic modulus; numerical analysis; obturator; penetrator; sabot; von Mises stress 
    
 
1 INTRODUCTION  
 

Kinetic energy ammunition is being used as a 
countermeasure against the development of protection 
systems, such as tanks or light armored vehicles. Kinetic 
energy ammunition is being developed in the form of wing-
stabilized armor-piercing (AP) ammunition using high 
slenderness ratio (L/D) penetrators to maximize penetration 
performance [1].  

The AP consists of an obturator, fin, and sabot. The sabot 
is an important part and must withstand hundreds of MPa, 
and it transmits this pressure to the projectile. Fig. 1 [2] 
shows a schematic of such a kinetic energy projectile. 

 

 
Figure 1 Components of a kinetic energy projectile 

 
The sabot and the projectile both have interface buttress 

grooves that are used to transmit momentum. The projectile 
is pushed out of the barrel by high-pressure gas that is 
produced as the propellant burns on the sabot's rear ramp. A 
sealing device (seal) is installed on the rear barrel to prevent 
leakage of hot combustion gases. The projectile is supported 
throughout moving inside the barrel by a forward bourrelet, 
and the forward ramp is also utilized during the initial phases 
of separation to avoid separation failure brought on by 
obstruction behavior. Along the axial plane, various 
components make up the sabot. When the assembly of the 
projectile and the sabot exits the barrel, the sabot is no longer 
needed, and falls away. 

Factors that affect the dispersion of AP [3] are uneven 
muzzle velocity, unevenness in warhead manufacturing, 
weather conditions, and the movement posture of flying 
bullets. In the case of wing-stabilized AP ammunition, the 
sabot is designed to be separated from the penetrator at the 

moment the warhead leaves the muzzle, so the function in the 
separation phase [2] will affect the dispersion of the bullet. 

In AP, when the assembly of the projectile and the sabot 
exits the barrel, the sabot is not anymore required. Therefore, 
the separation of components, which must be done as quickly 
as possible, usually occurs in a barrel exit detonation. The 
most important consideration when designing a sabot that 
separates quickly is the balance between the aerodynamic 
force and the dispersion of the projectile [4] needed to 
separate the sabot quickly without compromising its ability 
to transmit force. The amount of destruction operating on the 
projectile during launch and free flight should be kept to a 
minimum for increased dispersion accuracy. To improve 
penetration, it is necessary to minimize aerodynamic drag 
[5], and move at a faster speed. 

The existing sabot uses two bore riders [6, 7], a front part 
and a rear part, as shown in Fig. 1, so that the movement of 
the projectile is efficient with a high L/D ratio inside the bore 
[8]. The front bore rider of these two bore riders acts as an 
aerodynamic lifting surface to help the sabot disengage. 
Rotation of the sabot causes mechanical contact between the 
projectile and the sabot because the majority of the lift force 
is centered at the forward end of the sabot [9]. In general, 
asymmetric mechanical contact can make high yaw/pitch 
motion in the projectile [10], resulting in a loss of firing 
propulsion accuracy. Therefore, conventional sabots are 
known to have intrinsic problems of automated 
communication. 

To overcome the shortcomings of the existing sabot, a 
solution to prevent non-uniform detachment due to pressure 
fluctuations of the sabot front bore rider has been proposed 
[11]. This design substitutes a web member for the front-bore 
rider, which also serves as a support to lessen turbulence in 
the entering airflow and lessen projectile impact. 

If the projectile that is fired and progresses within the 
barrel vibrates [12] in the transverse direction, the firing 
condition of the projectile becomes unstable. The dynamic 
behavior of the projectile also becomes unstable, thereby 
reducing the accuracy of the projectile performance. The 
effectiveness of the projectile [13] is determined by the 
accuracy and consistency of hitting the target. The transverse 
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behavior depends on the difference between the centerline of 
the barrel and the projectile. The symmetry of the propulsion 
pressure applied to the projectile also affects the transverse 
behavior.  

 Studies have been made of the effect of the barrel 
deformation on the projectile at the barrel exit [14, 15], and 
the effect of the bore-rider stiffness of the sabot on the 
propulsion behavior of the warhead [16, 17]. Such changes 
in the barrel centerline include vibration, non-uniformity of 
cooling, manufacturing defects, and non-uniformity of barrel 
wall thickness. By analyzing these factors and minimizing 
the occurrence factors, an optimal weapon system can be 
developed. Analysis of the transverse motion of the projectile 
is important in the development of the projectile [18]. 

Sabot prediction methodologies for projectile systems 
have been studied for several decades [19, 20]. The design of 
the sabot relies heavily on various types of propulsion 
systems, and it is performed in four forms: supporting the 
projectile during launch acceleration, guiding the projectile 
along the center of the barrel, sealing the encapsulation in 
high-pressure propellant gas, and smooth separation after 
disengagement from the barrel. The length of the sabot 
supporting the kinetic energy projectile [21] is an essential 
factor affecting structural integrity 

As it is usually undesirable to modify the gun system to 
improve barrel exit speed and strike accuracy, it is preferable 
to modify the configuration of the sabot during the design of 
the gun system/projectile, and to select a sabot medium with 
a proper strength-to-weight relation. Regarding the formation 
changes, the structural integrity of the sabot cannot be 
cooperated, and designing a sabot with less weight and better 
structural performance becomes a difficult task. Meanwhile, 
within the barrel, the sabot affects the mechanical behavior 
of the warhead. According to the structure and material of the 
sabot, it is expected that the deformation and stress of the 
penetrator will be affected. 

Vibration occurs when a transverse load is applied due 
to a variation of contact area between the sabot and the barrel. 
When the penetrator proceeds in the barrel, the deformation 
occurs in the penetrator according to the contact form 
between the sabot and the barrel, resulting in a change in the 
stress (σv) of the penetrator. As changes in the pressure within 
the barrel and the deformation of the projectile affect the 
accuracy of the strike and the structural stability of the 
projectile, analysis of such behavior is required. However, 
research on this is very limited. Since these weapon systems 
have various characteristics for each product, general 
standards cannot be applied, and individual research must be 
carried out according to individual target barrels and 
projectiles. In this study, we intend to conduct related 
research on a weapon system currently being developed by 
using the limited data collected. 

 The study aims to develop an analysis technique for the 
deformation of the penetrator that proceeds along the 
changing guide surface. Using this result, we intend to derive 
essential data to developing an optimized projectile by 
changing the projectile and sabot material.  
 
 

2 ANALYSIS METHOD 
  

The behavior of the penetrator moving in the gun barrel 
was analyzed using FEM. Fig. 2 shows that 8-node 
hexahedral elements were used. The analysis method is as 
follows: The barrel deflects due to gravity, and flexure occurs 
within the barrel under the influence of the manufacturing 
process, etc. The case where the barrel drooped due to gravity 
alone, and the case where bending was due to gravity and 
geometric tolerance overlap, were analyzed. The solid line 
indicates that the barrel is bent due to gravity alone (type G), 
and the dotted line shows the centerline shape of the barrel 
when the deflection due to gravity, and the deformation due 
to machining defects, are overlapped (type G+O) in Fig. 3. 

 

 
Figure 2 Analysis model 

 

 
Figure 3 Gun tube profile for simulations 

 
Table 1 Table title aligned centre 

Type AL-1 A B C AL-2 D E F 
Elastic Modulus (E) of 

Sabot (GPa) 72 49.2 47 48.5 72 49.2 47 48.5 

Tube Centerline Type G Type G+O 
 

Tab. 1 shows the elastic modulus of the sabot and the 
deformation shape of the barrel. The elastic modulus of the 
sabot is (72, 49.2, 48.5, and 47) GPa, and the cases of 
behavior in 2 types of barrel are analyzed. Fig. 3 shows the 
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propulsion force applied to the projectile, while Fig. 4 shows 
the pressure change curve with time that is used. 
 

 
Figure 4 Breech pressure versus time 

 
3 RESULTS AND DISCUSSION 
3.1 Deformation of Penetrator 
 

 Fig. 5 and 6 show the deformation of the centerline of 
the projectile at (1 or 2) ms after firing. In the figure, the 
position represents the total length of the projectile, (0−40) 
mm represents the tail (fin tail) of the projectile, (40−160) 
mm is the part surrounded by the sabot, and (160−200) mm 
represents the front part of the projectile (warhead). When 
the sabot’s modulus of elasticity is 47 GPa (△, ▲), which is 
the smallest at 1 ms, the deflection of the projectile was very 
small over the entire length of the projectile. 

The difference in the amount of warhead deflection 
between the G case (●, ■, ▲, ◆) and the G+O case (○, □, 

△, ◇) when the projectile travels 2 ms is about 10−4 m. In 
addition, a sudden deflection occurs near the warhead 

When the projectile movement time is 3 ms as shown in 
Fig. 7, this is a position where the primary inflection occurs 
in the barrel, in which the central trajectory of the barrel is 
inflected in two places. When the tube is deflected by its 
weight (●, ■, ▲, ◆), the transverse deflection of the entire 
length of the projectile is generally constant, and when E of 
the sabot is 72 GPa, the deflection of the warhead becomes 
larger than the other cases.  

If there are two bends in the barrel (○, □, △, ◇), it can 
be seen that deformation of the entire length becomes larger 
than when the tube is drooping due to its weight only at the 3 
ms point where the bending of the barrel is maximum. In this 
case, as E of the sabot decreases from 72 GPa (AL-2: ○) to 
47 GPa (E: △), the difference between vertical deflection 
increases. From this result, it can be seen that the deformation 
of the warhead is affected by the bending of the barrel. If 
there is a bend in the barrel, the smaller the Young’s modulus 
(E) of the sabot, the greater the difference of deflection 
between the warhead and the fin, as shown in Tab. 2. 

Table 2 Deflection difference between tail and tip of projectile 
Elastic Modulus 

(GPa) 
Δδ only by Gravity 

(10−4m) 
Δδ by Superposition 

(10‒4  m) 
73 3 1.2 

49.2 1 4.3 
48.5 1.5 4.5 
47 1.3 5.7 

 
Tab. 2 shows the deformation difference between the tail 

and the warhead under each condition. In the case of 
superposing barrel deformation, when the sabot modulus of 
elasticity is 73 MPa, the difference in the amount of 
deformation is the smallest at 1.2×10‒4 m. When it is 47 MPa, 
the difference in the amount of deformation is 5.7×10‒4 m, 
which is the largest. It can be seen that the greater the elastic 
modulus of the sabot, the smaller the deformation difference 
between the warhead and the tail. 

If the E of the sabot is 47 GPa in a projectile that travels 
when the barrel deflects with gravity, the deflection of the 
projectile according to the propagation time of the projectile 
is generally constant, and the difference between the 
deflection of the warhead and the tail is small. When the 
elastic modulus of the sabot is large as 73 GPa, the difference 
in deflection between the warhead and the fin is very large at 
the beginning of the launch. As time goes on, this difference 
in deflection gradually decreases; and just before the 
projectile leaves the barrel, this difference decreases 
considerably, and the deflection maintains a minimal shape. 
 

 
Figure 5 Deformation of penetrator centerline (t = 1 ms). 

 
In the case where the barrel is type G+O, the overall fin 

is + deflection and the warhead is − deflection at the initial 1 
ms of movement of the barrel, and the difference in 
deflection is large. At 2 ms, when the firing progress becomes 
stable, the warhead is directed in the + direction, and there is 
almost no bending deformation. The projectile in the barrel 
shows severe bending over its entire length. After some time 
has elapsed, the deflection of the total length decreases, and 
the stability of the deflection becomes stable. 
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Figure 6 Deformation of penetrator centerline (t = 2 ms). 

 

 
Figure 7 Deformation of penetrator centerline (t = 3 ms) 

 
3.2 Stress of Penetrator 
  

The stress at the point where the moving time of the 
projectile is about 3 ms for types G and G+O is presented in 
Fig. 8. In the case of type G, the maximum von Mises stress 
(σv) occurs in the front area between the sabot and projectile. 
The stress at this time is about 200 MPa. The reason for the 
difference in stress in the same moving time is as follows. 
The curvature of the barrel is constant in type G. However, 
in type G+O, it is judged that the barrel centerline is inflected 
in 3 ms. 

The von Mises stress state in the warhead and tail during 
the entire process of the penetrator in the overlapped barrel 
shows in Fig. 9. The solid line indicates the stress state of the 
warhead according to the penetration time, while the symbol 
∙ indicates the stress state of the fin tail. The stress of the 
warhead gradually increases with time. The stress of the 

warhead increases greatly at the time of 3.6 ms, just before 
departure from the barrel. Comparing the results of the 
previous deflection with the results of Fig. 7, the deflection 
of the warhead is greater than that of the other parts. 

 

 
(a) Type G 

 
(b) Type G+O 

Figure 8 von Mises stress distribution 
 

 
Figure 9 von Mises stress at full path (mixed centerline) 

 

 
Figure 10 von Mises stress with the variation of elastic modulus of sabot 

 
Fig. 10 shows the change in the maximum σv of the 

projectile according to the Young’s modulus (E) of the sabot. 
The von Mises stress of the penetrator varies according to E 
of the sabot. The maximum stress occurs around 2 ms, and 



Jin Bong Kim: Analysis of the Behavior of a Penetrator Advancing Through a Guide Surface 
 

TEHNIČKI GLASNIK 17, 2(2023), 293-298                                           297 

when the elastic modulus of the sabot is 70 GPa, the stress of 
the penetrator is 630 MPa. When the modulus of elasticity of 
the sabot is 45 GPa, the stress of the penetrator becomes 800 
MPa; and as the modulus of elasticity of the sabot increases, 
the von Mises stress of the penetrator decreases. 
 
4 CONCLUSION 

 
Numerical analysis was performed on the deformation 

and stress of the penetrator in the barrel that is deflected only 
by gravity, and in the barrel where the deformations of 
gravity and machining error are superposed. The penetrator 
is surrounded by a sabot, and the sabot proceeds while in 
contact with the barrel. The deflection and stress in the 
penetrator were analyzed according to the change in the 
characteristics of the sabot. The obtained results are as 
follows. 

In the case of bending due to only its weight, the degree 
of deflection in the entire length of the penetrator at each 
position within the barrel was generally minimal. The 
deflection degree of the small elastic modulus of the sabot 
was smaller than that of the large elastic modulus. If the 
elastic modulus of the sabot is large, the deflection of the 
warhead is greater than the deflection of the fin in most cases 
proceeding within the barrel. 

The deflection of the penetrator is similar at the 
beginning, regardless of the bending shape of the barrel. As 
the penetrator pushes forward, the difference in deflection of 
the penetrator in the barrel where the deformation is 
superimposed becomes large. The difference in deflection 
between the fin and the warhead is greater than when the 
elastic modulus of the sealer is small in the stage just before 
the penetrator leaves the barrel. Considering the deflection of 
the projectile, the larger the modulus of the sabot the more 
stable for the penetrator behavior. 

As E of the sabot increases, the stress generated in the 
penetrator decreases. When the results of stress and 
deflection are considered, it can be seen that the larger the E 
of the sabot, the better the structural stability of the 
penetrator. 
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Lean Product Development Tools for Promotion of Sustainability Integration in Product 
Development  
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Abstract: This article aims to enhance existing understanding of incorporating sustainability aspects during the product development and seeks to fill the gaps regarding the 
relationship between LPD and sustainability aspects. An up-to-date literature review was performed. More specifically, the expansion of current knowledge covers finding instances 
in earlier studies that explain the meaning of a sustainability aspect, such as environmental, social and economic aspect. Also, this article focuses on exploring various sustainability 
aspects using lean product development (LPD) tools and practices. LPD tools and practices that would enable the achievement of sustainability objectives are presented. The 
findings suggest that the chance for the integration of sustainability in product development comes when integrating sustainability aspects in LPD methods and tools that are used 
in companies daily. An analysis of the impact of every single LPD tools on individual aspects of sustainability is lacking. The paper concludes with recommendations for future 
research. 
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1 INTRODUCTION  
 

Organizations that are responsible for product 
development processes and manufacturing have the potential 
to make a significant contribution to the achievement of 
sustainability goals within society and can obtain business 
economic benefits [1]. The new product development (NPD) 
has to build in the sustainability elements: environment, 
economic, and social—a sustainable product that is necessary 
for the industry [2, 3]. 

Since elementary product properties and characteristics 
are established during the initial stages, it is crucial to 
integrate sustainability into the product development process 
[4, 5]. The sustainability of the future product is determined 
in this phase [6]. Considering the environmental, social, and 
economic aspects from the start and include these aspects in 
the product design is, therefore, the most beneficial method 
for developing sustainable products. In any case, it is crucial 
to offer designers and engineers adequate assistance 
throughout this process [7]. The objectives of developing a 
sustainable product are to satisfy customers, achieve 
sustainability in business and meet stakeholders’ demands on 
the industry. Nevertheless, adopting the criteria of 
sustainable products in the NPD industry is rarely present, 
especially in the automotive industry [2]. Therefore, the 
incorporation of sustainability into NPD is still in its infancy 
[8] and continues to pose challenges for organisations [5]. 

Lean Product Development (LPD) involves application 
of lean methodologies to product development, with the goal 
of developing new or improved products that successfully 
meet the needs of the market [9]. The increasing adopting of 
LPD by organizations opens up space to involve sustainable 
elements in its processes, methods, and tools. This will 
enable new products to become economically successful, 
environmentally correct, operationally secure, socially fair, 
and culturally accepted [10]. Lean philosophy could catalyse 
to promote better sustainability performance [11-13]. 
Inclusion of LPD into organizations lean management 

presents a promising opportunity to also take into account 
sustainability aspects in product development [14]. 

Although Lean and Sustainability have been used in 
many organisations, their integration to the development and 
design of new products still presents a challenge [5]. Lean 
and sustainability are increasingly used concepts in 
companies at all levels. They are used together, unitary and 
complementary, more and more as a single tool for reducing 
waste, being also an actual interdisciplinary theme of 
research [15]. 

The existing literature and application have not 
adequately investigated the possible conflicts, interactions, 
or overlaps between LPD and sustainability. Therefore, it is 
necessary to adopt a holistic systems approach that promotes 
integration and synergy in the usage of sustainable product 
development methods and tools [10]. Examining the relations 
between lean and sustainability seems like a practical 
approach to address the inquiry of how to combine and 
consequently implement these two initiatives [16]. 

Notwithstanding that, the investigation of lean and 
sustainability interrelationships has been perhaps one of the 
most researched subjects in recent times, most of the research 
efforts do not adequately answer the question: which aspects 
of sustainability can LPD tools affect? The limited viewpoint 
of previous investigations results in a fragmented 
understanding of the synergies between LPD tools and 
different types of sustainability aspects. Also, this article 
focuses on exploring various sustainability aspects using 
LPD tools and practices. It aims to find out what aspects of 
sustainability engineers in the industry consider in product 
development. 

There is a gap in the literature relating to LPD tools and 
affected sustainability aspects. Hence, an attempt has been 
made in this paper to fill this gap. 

The paper is structured as follows. After an introduction, 
the next section provides the research methodology. The 
following section presents research results followed by a 
descriptive analysis of the papers gathered and the most 
important findings. Finally, the conclusions, implications, 
and future research are outlined. 
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2 RESEARCH OBJECTIVES AND RESEARCH 
METHODOLOGY 

 
The objective of this research is to bridge the gaps in the 

existing literature regarding the relationship between LPD 
and various sustainability aspects by addressing the 
following research questions: 
• RQ1: Which aspects of sustainability can be influenced 

in the product development phase? 
• RQ2: Which lean product development tools can be used 

to influence aspects of sustainability? 
 

The first research question will be answered through 
finding the instances in earlier studies that explain the 
meaning of a sustainability aspect, such as environmental, 
social and economic aspect. The second research question 
focuses on the LPD tools and practices that would enable the 

achievement of sustainability objectives. In particular, we 
want to contribute to this field of knowledge by exploring the 
different types of tools and LPD practices and recognising 
they can be used to improve sustainability aspects based on 
the literature. It should be noted that sustainability is 
considered the unity of all three dimensions: environmental, 
social and economic. 

A comprehensive analysis of the most current literature 
available was carried out. The purpose of the literature 
review was to recognise the LPD tools and sustainability 
aspects used in the product development process. Papers 
were gathered from international peer-reviewed journal 
articles and conferences and were extracted from the 
following online databases: Web of Science and Science 
Direct. This aligns with the recommendations to use a 
minimum of two databases for research purposes [12]. 

 
Table 1 Sustainability aspect grouped according to the sustainability dimensions and authors 

Sustainability aspects Reference Sustainability dimension 
emissions [20] , [21], [18], [16], [4], [22] Environmental 
pollution [20], [21], [18], [16], [23], [22] 

natural habitat conservation [20], [21], [4] 
consumption of water [24] , [25], [21], [18], [26], [16], [27], [22] 

consumption of material/ using replenishable resources / reducing the weight / 
using recyclable materials 

[24], [25], [21], [26], [18], [16], [4], [23], [27], 
[22] 

consumption of energy [28],[25], [21], [26], [18], [16], [4], [23], [27] 
land use [24] 

adherence to regulations and certifications regarding material usage 
/environmental regulations and standards [29], [25], [21], [4], [22] 

End-Of-Life strategy  [29], [25], [21], [18] 
energy efficiency while using the product /design for transport [30], [25], [21], [26], [18], [16], [4], [23], [24] 
choosing materials that are not harmful or toxic / phasing out 

hazardous substances/ avoidance of conflict minerals for product parts and/or its 
manufacturing 

[30], [21], [26], [18], [16], [23], [28], [24], 
[31], [4], [22] 

promote repair and upgrading/serviceability [26], [18], [23] 
welfare of employees (including health and safety, career growth opportunities 

and contentment with the organization) 
[20], [21], [26], [16], [23], [31], [24], [4], [25], 

[22] 
Social 

welfare of customers (including their health and safety during the production and 
usage of the product, ensuring customer contentment and rights are met) [20], [21], [26], [16], [24], [22] 

welfare of community (participation in community development programs, 
human rights, equity, and anti-corruption measures) [20], [21], [26], [27], [22] 

avoidance of forced labour, child labour, and corrupt practices [32], [19] 
 availability of quality drinking water, the right to form and join trade unions, 

promoting gender equality, and access to fundamental knowledge and education [19] 

quality and durability of the product [29], [23], 
functional performance [29] 

product safety and health impact [29], [21], [18], [16], [31], [24], [4], [25] 
product meets End-Of-Life standards and certifications [29], [25] 

organizational learning [21], [16] 
growing divided into: financial gain, expenses, and investments that an 

organization makes, return on investment 
[20], [21], [18], [18], [16], [23], [24], [29], 

[24] 
Economic 

innovation potential [4], [21], [16] 
increased competitiveness, competitive advantage, create economic opportunities [4], [21], [16], [28] 

energizing employees [4], [21], [16] 
Research and Development expenses  [29], [18] 

direct and indirect expenses, such as expense of labour and material [29], [18], [18], [23] 
market profit and quality of products [29], [21], [27] 

productivity, improvement in employee performance, Design for Manufacturing [21], [18] 

To ensure that the literature review included current 
information, the search was restricted to articles and 
conference papers published in English from 2010 to present. 
An initial query string was built using keywords (lean AND 
product development AND sustain*), and a second one using 

synonyms (lean AND product design AND sustain*). Only 
the engineering domain was set relevant (At this stage, papers 
from fields such as arts and humanities, astronomy, and 
medicine were excluded). The final selection of documents 
was based on the following criteria: title of the publication or 
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the text outlined in the paper’s abstract. If the initial criteria 
were not sufficient for exclusion, the next step involved 
reading the introduction and conclusion of the paper, and if 
necessary, the entire document was read to make a final 
decision. The resulting sample was enriched through 
snowballing. 
 
3 RESULTS AND DISCUSSION 
3.1 Sustainability Aspects 
 

It is essential for both professionals and academics to 
recognize that all three dimensions of sustainability must be 
addressed at the same time in order to achieve substantial 
outcomes [17]. The answer to the first research question is 
given in Tab. 1, which represents an overview of the different 
sustainability aspects presented in the literature review in a 
structured way. Aspects of sustainability are listed in table 1 
so that they are grouped according to pillars: environmental, 
social or economic, which is indicated in the third column. 
The second column shows authors who deal with a certain 
aspect in their works.  

Typically, engineers and designers are not trained to 
identify the environmental and social consequences of the 
products they design. To address this issue, straightforward 
and effective tools are necessary to enable designers and 
engineers to consider the environmental and social 
implications of their work while still accounting for the 
complex nature of sustainability concerns [18]. 

J. P. Schöggl et al. [18] introduced a qualitative decision 
support tool for evaluating environmental, economic, and 
social aspects during the initial stages of product 
development. 

Incorporating sustainability criteria into decision support 
for the product innovation process is a crucial factor in 
efficiently integrating a sustainability point of view in the 
initial stages of product development [4]. 

R. Gould et al. [19] designed support for using social 
principles to analyse product concepts. 

The conclusion is that there is no lack of works that state 
aspects of sustainability, but these aspects are mostly 
included in various models for sustainability assessment. The 
mentioned articles and models lack a component that would 
evaluate the impact of the individual tools that designers 
already use in their work on the mentioned aspects of 
sustainability. This would make engineers more aware of 
their own impact on product sustainability through the tools 
they use and the decisions they make while using these tools 
daily. 
 
3.2 Lean Product Development tools 
 

Tab. 2 presents the compilation of LPD tools and 
practices retrieved from the literature. The answer to the 
second research question is given in Table 2, where are the 
first column listed LPD tools and practices which can be used 
to improve sustainability aspects. The second column listed 
all authors who cited certain LPD tool as influencing 
sustainability. 

The similarities between lean principles and 
sustainability outweigh their differences. It seems that 
sustainability, driven by lean principles, still has a significant 
amount of unexplored potential [17]. 

The implementation level of methods and tools for 
supporting sustainability considerations in product 
development is generally low, possibly due to inadequate 
practical applicability and incomplete sustainability 
coverage. One alternative solution is to incorporate 
sustainability aspects into existing methods and tools that are 
commonly used in organizations [14]. 

To effectively tackle sustainability challenges and design 
products for a more environmentally friendly future, the 
initial requirement is to train employees with a new 
perspective that incorporates not only economic 
considerations but also environmental and social aspects into 
their daily works [5]. 

Using tools related to lean thinking can assist in 
recognizing economic, environmental, and social waste. The 
search for entirely new methodologies may not be the best 
solution to enhance the sustainability of products. The 
primary issue is not the scarcity of methods and tools, but 
rather their application, and further reflection is needed on 
how they can aid each aspect of sustainability [10]. 

The study conducted by K. F. Barcia et al. [21] identifies 
the frequently used lean six sigma approaches implemented 
to enhance sustainability. Apart from [21], no other paper 
states which aspects of sustainability can be influenced by 
certain lean tools. 
 

Table 2 Authors grouped according to the tools and models analyzed 
LPD Tool Reference 

A3 [33], [34], [5] 
AHP [35], [36] 

Cradle to cradle (C2C) design [37] 
Design for sustainability (DfS) [5], [38], [39], [40] 
Design of experiments (DOE) [33], [36] 

Functional modelling [33] 
Employee involvement [41], [21], [42] 

Pull & Just-in-time (JIT) [43], [17], [41], [21], [42], [40] 

Kaizen (Continuous Improvement) [33], [17], [43], [41], [21], [42], 
[40] 

Plan, Do, Check, Act (PDCA) [43], [17] 
Poka Yoke [43], [17], [40] 

Preference set-based design (PSD) / 
Set based concurrent engineering [14], [44], [38] 

Product Development VSM [43], [17], [41], [33], [38], [36] 
Six sigma, QFD [41], [38], [42], [40], [36], [33] 

Standardization, Standardized work [43], [17], [34], [40] 
Trade-off curves [33], [34] 

Visual Management [43], [17], [40] 
5S [41], [17], [43], [42], [40], [36] 

FMEA [36], [33] 
 

By combining LPD with their lean management 
approach, organizations have a better chance of considering 
sustainability in their product development processes. 
Opportunities for integrating sustainable views into product 
development arise when sustainability aspects are 
incorporated into LPD methods and tools that are already 
utilized by companies on a regular basis. An analysis of the 
impact of every single LPD tools on individual aspects of 
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sustainability is lacking. It would also be necessary to 
examine whether certain aspects can be incorporated into 
known popular LPD tools to avoid the creation of new 
methods and tools. 
 
4 CONCLUSION AND FUTURE RESEARCH 
 

Theoretically, our study results contribute to advancing 
the literature in the field of LPD and sustainability. The study 
provided important information on relationship between 
LPD tools and sustainability aspects.  

This manuscript helps foster the evolving debate of 
integrating the principle of lean and sustainable in product 
development and contributes to a deeper understanding of 
their relationship from the literature’s examination. In 
conclusion, the research results provide valuable information 
for companies to make informed decisions. The continuous 
improvement teams of companies can utilize this research to 
identify the most commonly used lean methods and tools that 
have a positive impact on sustainability. 

This study establishes a theoretical basis for further 
investigations on these topics, highlighting opportunities for 
future research. It also gives researchers and managers 
interested in enhancing sustainability the chance to obtain 
valuable insights on the types of LPD methods and tools that 
could be utilized. It points out the most utilised LPD tools 
and sustainability aspects across the economic, social, and 
environmental dimensions. 

To provide directions for future research and taking into 
account the gaps found in their research, authors have 
identified the directions for future research: 
1) Measurement of the impact of every single LPD tool on 

sustainability aspects  
2) Investigate how can a sustainability aspect be integrated 

into LPD tools which are already used in companies 
daily 

 
This would have practical implications for LPD as it would 
support the recognition of the tools and prioritise their 
influence so that improvement plans for sustainability could 
be made. 

Like any research, this research has its own limitations, 
and it's crucial to recognise them. Firstly, this study's search 
process only covered two major database, which means that 
some relevant information might have been overlooked. 
Conducting a more thorough investigation and gathering data 
from additional databases could have resulted in a more 
comprehensive analysis of the connections between lean and 
sustainability.  
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