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Convergence of Smart Technologies for Digital Transformation 

Bertrand Mareschal, Mandeep Kaur, Vilas Kharat, Sachin Sakhare 

Abstract: This foreword is related to the sixteen papers published in this issue, which were presented at IC2ST-2021 - International Conference on Convergence of Smart 
Technologies. The Aspire Research Foundation organized this conference in Pune, India, January 9-10, 2021. These sixteen papers have not and will not be published anywhere 
else. 

Keywords: Digital Transformation; Smart Technologies 

Preface 

The convergences of smart technologies have brought 
digital revolution with a paradigm shift from manual 
operations to automated operations in the world around us. 
The convergence of technologies is playing a fundamental 
role in the growth and evolution of smart and embedded 
systems in this digital era. We can imagine a world where 
robots, sensors, automated guided vehicles (AGVs), 
products, databases communicate and controllers with one 
another. The smart systems assimilate elements of computing 
with the physical processes and components. The computing 
elements communicate with sensors and these sensors 
monitor physical indicators, which adapt the cyber-physical 
environment. The convergence of technologies enable the 
cyber-physical systems (CPSs) to make use of sensors to 
connect the distributed intelligence for gaining greater 
knowledge of the environment and for taking more accurate 
actions and tasks. The design of smart systems for industry 
4.0 and future requires joint dynamics of computers, 
software, networks, and physical processes. 

The smart technologies comprise distributed systems, 
communication systems, computational resources, data 
resources and control components connected with diverse 
physical processes. However, the fundamental design 
requirement for smart systems is that the hardware 
components, cyber components, distributed systems, 
communication technologies and computational resources 
should be able to work altogether to deliver the expected 
functionality accurately. 

The combination of the smart technologies, cyber 
physical systems, Internet of Things, artificial intelligence 
and embedded systems will drive innovation and 
effectiveness in a global marketplace. The convergence of 
smart technologies will enable us to gather and analyze big 
data across smart devices and will assist faster, scalable, and 
efficient processes to produce better-quality goods at the 
cheapest costs. 

The Issues to Be Addressed for the Successful 
Implementation of Smart Technologies 

• Security
The most important concern for businesses is security as

they embark the 4.0 journey. This includes both cyber and 
physical security. The industries are worried about the 
followings: 
- Stealing of Intellectual Property Rights 
- Stealing of data containing client information 
- Hacking of Machines for ransom 

The workstations and other systems are at higher risk as 
the attack surface is increasing day by day and it is easy to 
attack by using malwares, adwares and phishing scams. The 
hackers are not only targeting industrial systems but also 
targeting the IoT-cloud collaborative environments where 
several users are connected through diverse devices. Usage 
of smart technologies has introduced new threats to users and 
proprietary data. 

• Adoption
The next challenging task for smart technologies is

adoption. An automation and evolution of robotics 
technology is posing a potential threat to the present 
workforce, which will be replaced by machines, and this 
issue has to be addressed carefully. The workforce reduction 
will be resultant from the evolution of smart technologies but 
it may lead to unemployment around the world. Industry 4.0 
may need very skilled workforce. The developing and under-
developed countries may be reluctant to adapt the smart 
technologies to avoid the situation of unemployment and 
resistance from the current workforce. If the skilled 
workforce will be required then it may not be possible to train 
the existing workforce but new workforce can be trained 
where young generation can certainly contribute. This will 
drive a solution for the front-line production and second-line 
functional support. The adaption of latest technologies will 
remain questionable with respect to adaption of these 
technologies at global level. 
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• Seamless Connectivity 
Connecting workstations, laptops, mobile phones, IoT 

devices, deploying IoT sensors, through seamless 
communication channels and collaboration tools will drive a 
need for highly reliable and secure internet. People around 
the world will not be able to take advantage of the smart 
technologies until there is a promising seamless connectivity 
solutions delivered by the researchers and industrialists. 
  
• Standardization 

Implementing new techniques, deployment of smart 
systems will need many disparate technologies to connect 
and communicate. There is a need to set some standards over 
the existing standards that can promise seamless 
connectivity, smooth communication and AI based 
automated solutions. Industry 4.0 and smart world cannot be 
created overnight, there are interoperability needs and 
standard solutions to be developed to permit data from one 
global position to another global position irrespective of 
diverse underlying architectures, gateways and transmission 
media. This implies inclusion of smart technologies in the 
present world will be a long-term evolution. The standards 
should be introduced, implemented and accepted worldwide. 
 
The Pillars of Smart Technologies 
 
• Internet of Things (IoT) 

The physical world has been transformed into the digital 
world where everything is connected seamlessly. An eruption 
of IoT devices and latest technologies has permitted human-
beings to stay connected irrespective of geographical 
locations. Internet of Things has generated a sub-segment as 
industrial Internet of Things, which is known as IIoT. 
Industry 4.0 with IIoT is anticipated to transform the 
production line in industries, the way we live, the way we 
work and the way we interact with the digitized world. 
 
• Big Data 
The greatest challenge for IIoT is privacy and security. IoT 
and the seamless connectivity means gathering of real time 
data from multiple places for enabling quick decisions to 
enhance productivity and efficiency. The key advantage of 
IIoT is the data it generates and transforms the data into 
actionable insights. 
 
• Digital Twin 

Digital twins (DTs) are gaining extensive consideration 
from industry engineers, researchers and academicians. 
Cyber physical systems and digital twins can impact 
manufacturing and production systems with greater efficacy, 
intelligence and resilience. There are many revolutionary 
digital technologies evolving to gear up and restructure the 
activities to fulfil digital transformation objectives. Digital 
twin comprises technologies for the upcoming years of 
automated, knowledge-filled, goal-oriented and human-
centric services. 
 
 

• Cyber Physical Systems 
Cyber-Physical Systems are assimilations of embedded 

systems, computation, physical processes and networking. 
Embedded systems and computer networks control and 
monitor the physical processes, where physical processes use 
computations and form the base for futuristic smart devices 
to improve quality of life in diverse areas. Cyber-physical 
systems will improve health care systems, emergency 
services, management of traffic flow, service sector, 
manufacturing and production line in industries, and many 
other areas where computer intelligence can be applied. 
Cyber-Physical Systems will provide the basis of critical 
infrastructure, and futuristic intelligent services. 
 
• Cloud Computing 

Cloud computing provides on-demand computational 
and data-storage resources to the users. Instead of 
purchasing, possessing, and maintaining data storage centers 
and servers, the industries can access cloud technology 
services such as computational power, software instances and 
data-storage space on as-and-when required basis from the 
cloud providers. Industries irrespective of size are using the 
cloud services such as data backup, email, disaster recovery, 
software development, big data handling, and web based 
applications. Cloud computing is one of the most important 
building blocks of smart world as it will help the world with 
easy access to a wide-ranging of technologies. With the 
cloud, industries can grow to new geographic areas and 
deploy internationally in minutes. 
 
• Artificial Intelligence 

The progressive adoption of Artificial intelligence and 
machine learning techniques improve the flow of resources 
through the manufacturing process. In industry 4.0 scenario, 
an AI becomes an essential factor that assists enterprises in 
digitization of the manufacturing sector. We can also say that 
AI is the driving force for this century. AI can assist the world 
in predicting maintenance, generative designing, 
manufacturing, delivering quality, human-robot 
collaboration, supply-chain management, waste reduction, 
and in production optimization. 
 
• Simulation 

Nowadays industries are able to manufacture things in a 
more fascinating way by using simulations. We can say that 
innovative technologies and artificial intelligence based 
systems have given a fair share for producing simulations 
based products in today’s era. In simulation, the computer 
models are capable enough to simulate the operations of any 
real world system. Perhaps the appropriate simulated systems 
can assist an organization is to approximation of the return 
on investment before the product is actually initiated. 
 
• Cybersecurity 

Smart and intelligent systems require security along with 
preserving the ideas of scalability and functionality. IoT 
security solutions must be introduced where all the devices 
are connected and information can be shared seamlessly. 
Cybersecurity attacks are increasing more frequently day by 
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day as attackers exploit vulnerabilities of the systems for 
financial gain. Cyber attackers have security controls and are 
attempting to improve their attacking techniques. In order to 
use the smart technologies optimally, it is important to 
impose strong cybersecurity controls over the systems. 

 
Digital transformation with the evolution of smart 

technologies is the profound transformation of the 
businesses, organizational activities, processes, 
competencies and models. In order to fully leverage the 
changes and opportunities of the smart digital technologies 
and their accelerating impact across society in a strategic 
way, there is a need to handle the aforementioned issues and 
to strengthen the pillars of smart technologies. The smart 
technologies should be embraced by the society and the 
business world globally to create the capabilities of fully 
leveraged possibilities & opportunities of new technologies 
and their impact in a faster, better and in an innovative way 
in the future. 
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Environmental Adaptation of Construction Barriers under Intuitionistic Fuzzy Theory 
 

Katarina Rogulj*, Jelena Kilić Pamuković  
 

Abstract: The project of construction barriers removal is a comprehensive planning task and it demands a suitable support for identification, and priority ranking of facilities 
necessary for barriers removal. This paper proposes a multicirteria Intuitionistic Fuzzy (IF) ELECTRE model to support decision makers in the process of managing of removal 
project of construction barriers for physically disabled in high schools. IF ELECTRE approach is used to deal with complex problems, where decision-makers have ambiguities 
and dualities in evaluation of considered solution. Hereby 17 high schools are defined and seven criteria are determined by decision-makers. These criteria are further used for 
the alternatives assessments. Each DM is also evaluated by linguistic and numerical values, assigning them this way an importance according to their background and the years 
of experience. The Intuitionistic Fuzzy Weighted Average (IFWA) operator is calculated to achieve aggregated alternatives evaluations. Furthermore, concordance and discordance 
sets and indexes are calculated to obtain dominance matrix and final ranking of schools for the construction barriers removal. The model is validated on high schools in the city of 
Split. Using IF theory, the given problematic can be operated more effectively by diminishing the inaccuracy of available information. 
 
Keywords: construction barriers; ELECTRE; Intuitionistic Fuzzy Theory; multicriteria decision-making; physically disabled 
 
 
1 INTRODUCTION  
 

Identifying constriction barriers in the physical world 
demands taking into account the positioning of necessary 
ramps, elevators, lifts, adjustment of sanitary elements, etc. 
To eliminate the construction barriers as much as possible, 
designers, spatial planners, architects, transportation 
planners, construction contractors, and many others must 
have a crucial role in such projects. Before construction even 
begins, the process requires an effective cooperation between 
spatial planners, architects, contractors and end-user. Such a 
cooperation results in constructing the facilities that serve to 
the public, and are economically practicable, and enables 
creative design [1]. Managing this type of projects is a 
complex and poorly structured task, because it includes 
various aspects which seek a holistic approach. To deal with 
this problems, systematic and sustainable decision 
procedures are needed in management activities. Also, there 
is a significant lack of approaches that deal with this type of 
problem under the multicriterial decision making (MCDM) 
environment. According to Kassab et al. [2], MCDM is a 
decision analysis tool that is beneficial for the assessment and 
comparison of the alternatives by multiple criteria, and then 
ranking of these alternatives from most to least preferred. 
However, multiple-party problems containing various 
conflicting criteria, various different solutions and multiple 
decision makers with different opinions and attitudes are 
more comprehensive and involve a series of actions by 
participants, and eventually end in failing with decision or 
indecision. 

Therefore, in this paper, a MCDM model is proposed. 
More particularly presented research refers to construction 
barriers in public education facilities such are high schools 
(HS) in urban and suburban areas. The approach is designed 
to be used at a local governmental level. The aim of the 
research is to resolve the multicriterial problem dealing with 
the removal of construction barriers in school facilities by 
provision of a unique multicirterial model, which stands as a 
tool for planners dealing with this issue. MCDM is used for 
solving various complex problems with multiple criteria, 
solutions and decision-makers to give a support in finding the 

most appropriate alternative. Although, the problem of 
construction barriers removal is muclticirterial, it is not 
sufficient to use classical MCDM method due to the 
uncertain information and duality in decision maker’s 
evaluations.  

Nowadays, classical MCDM methods are not efficient 
when dealing with uncertain and vagueness data in decision-
making process. Zadeh [3] proposed Fuzzy Set Theory, 
which was lately integrated in MCDM methods. This tool is 
very effective when it comes to uncertain data. Since 
classical Fuzzy Set Theory is shown to be hard for decision 
makers to quantify opinions between zero and one, an 
Intuitionistic Fuzzy Theory (IFT), developed by Atanassov 
[4, 5], has shown to be more applicable. The Intuitionistic 
Fuzzy Sets (IFS) are characterized by three degrees: 
membership, non-membership, and hesitancy. In recent 
years, the IFS has been applied in many fields such as 
decision-making problems, pattern recognition, health and 
medical diagnostic, supplier selection, personnel selection, 
selection of the facility location, and evaluation of renewable 
energy. 

Atanassov, Pasi, and Yager [6] proposed an intuitionistic 
fuzzy interpretation of multi-stakeholders and MCDM. Each 
decision maker evaluated the alternatives according to each 
defined criterion: their evaluations are described as numeric 
values under the intuitionistic IFT. Hong and Choi [7] 
developed new functions to measure the degree of accuracy 
of membership of each alternative evaluate by criteria which 
are presented as uncertain values. Hung and Yang [8] in their 
study gave an approach for measuring distance between IFSs 
which is based on the Hausdorff distance. A new method for 
solving MCDM problem under IFT is presented by Liu and 
Wang [9] They firstly defined an evaluation function which 
served to measure the degrees of satisfaction and non-
satisfaction of alternatives. After that, the concept of 
intuitionistic fuzzy operators is described. Szmidt and 
Kacprzyk [10], in their study have has determined solutions 
in group decision using IFS, while in [11] they extended the 
idea of a fuzzy logic to a state when individual opinions are 
introduced as IF preference relations. Wang [12] proposed a 
decision approach under ambiguity information to service 
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selection application based on Quality of Services. Xu [13] 
gave a detailed description of preference relations and their 
properties. In addition, they proposed new preference 
relations. Xu [14] proposes definition of terms of positive and 
negative ideal intuitionistic fuzzy set. They applied the 
measure of similarity to MCDM combined with IFT, while 
[15] proposed accuracy function for IFS. Another similarity 
measure between IFS was developed by Xu and Yager [16] 
which was further applied in group decision making 
consensus analysis. 

Li and Cheng [17] presented a new concept of similarity 
between IFSs and its application to problems of pattern 
recognition. Liang and Shi [18] also introduced some new 
similarity measures of IFSs, and applied them to pattern 
recognition example to gain more reasonable results than 
those from existing methods. An information-theoretic 
approach for IFSs is introduced by Vlachos & Sergiadis [19], 
and applied to the problems of pattern recognition. Similar 
study was presented by Wang and Xin [20] who developed 
some new distance measures of IFSs to pattern recognition 
applications, and Zhang and Fu [21] proposed a new 
methodology for measuring the similarity degree between 
three fuzzy sets and between IFSs.  

An IF MCDM methodology is proposed by Boran [22], 
integrating TOPSIS (Technique for Order Preference by 
Similarity to Ideal Solution) method into the IFT to selection 
of facility location, while Boran, Genc and Akay [24] 
proposed an IF group MCDM with TOPSIS method to the 
supplier selection problem. Comparison of the renewable 
energy technologies for generating electricity is presented by 
Boran, Boran, and Menlik [25] using TOPSIS based on IFT, 
and also, Roy [26] presented methodology under IFT for 
evaluation of renewable energy. 

The ELECTRE method was developed by Roy [27]. It 
supports the decision making problems with qualitative or 
quantitative criteria. The ELECTRE stands for ELimination 
Et Choix Traduisant la REalite [28] and was at first cited 
ELECTRE for trading reasons [32]. This approach has 
evolved into different variants, known as ELECTRE I, 
ELECTRE II [29], and ELECTRE III [30, 31]. The idea of 
ELECTRE concerning concordance, discordance and 
outranking concepts originate from real-world applications, 
and it uses concordance and discordance to analyze 
outranking relations among solutions [32]. The method is 
based on a pair-wise solutions’ comparison. These 
comparisons are compounded of evaluated information 
obtained from decision maker. The decision maker uses 
concordance and discordance sets and indices to analyze 
relations among different alternatives and to choose the best 
one. The ELECTRE method includes evaluation 
information, which are fuzzy and mostly not applicable to the 
real-life decision-making problems [23]. Hereby 
ELECTREE method is proposed with IF Theory to gain more 
accurate and precise results.  Furthermore, IFT can be used 
to evaluate different solutions and to classify different kinds 
of concordance and discordance sets to fit the real decision-
making process. In this paper, the model of IF ELECTRE is 
proposed to managing the project of removal of construction 
barriers in high schools’ facilities. The model is validated on 
the high schools in the city of Split, Croatia.  
 

1.1 Literature Review  
  

In the previous studies authors performed qualitative and 
quantitative research on construction barriers. They gave a 
list of construction barriers of facilities; access measures for 
them; and ways to improve through renovation, remodeling, 
and removing barriers across the urban landscape. Woolley 
[34] in their study identified the barriers to the outdoor play 
spaces for children with disabilities. Agarwal et al. [35] 
studied disabled students who faced various structural 
barriers, such as lack of ramps or elevators in school 
facilities, heavy doors, inaccessible washrooms, and 
inaccessible transportation to and from school, lack of 
automatic doors, etc. The photo voice method was used to 
gather images with construction barriers. Hammel et al. [36] 
developed a framework to describe how environmental 
factors influence the participation of people with disabilities, 
highlighting domains of facilitators and barriers. 

Church and Marston [37] measured an access for people 
with physical impairments within urban areas that extends 
beyond the standard-based approach. Martin [38] gave a 
qualitative and quantitative overview on physical activity 
engagement of the disabled from a social relational model 
perspective. Hannon [39] analyzed the general physical 
accessibility of facilities in the Munster region, while Kroll 
et al. [40] made an exploratory study to investigate how the 
physically disabled struggle with access barriers, and to 
define strategies to increase access to needed services. Kayes 
et al. [41] adopted a qualitative research on physical barriers 
as an interference for physical activity for people with 
multiple sclerosis. Yuker et al. [42] gave a comprehensive 
source of information pertinent to the education of physically 
disabled, with an accent on the construction of facility 
barriers. Leigh Hill [43] examined the level of physical 
accessibility for students with disabling conditions in 
universities across Canada, while Klinger [44] examined the 
evidence of the physical accessibility of schools for students 
with mobility impairments and provided an overview of the 
barriers and facilitators.  Burton et al. [45] presented findings 
from a project that examined the environmental, and 
institutional barriers faced by disabled people. Martin Ginis 
et al. [46] made a review of published studies of factors 
related to leisure-time physical activity among people with 
physical disabilities.  

None of the mentioned studies dealt with the 
construction barriers removal as a multicriterial problem and 
none has developed any type of model to solve vagueness and 
duality in the observed problems.  
 
2 METHODOLOGY 
 

Atanassov [4] developed the IFS theory to deal with 
uncertainty. In this section, a review of some necessary 
concepts related to intuitionistic fuzzy sets is given.  

Definition 1: Let X be a finite set, and let A ⊂ X be a 
fixed set [5]. Where X can be described as: 
 

{ }, ( ), ( )x xX a a a a Aµ ν= ∈                                              (1) 
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Membership and non-membership functions can be 

explained as: 
 

[ ]0 ( ) ( ) 1  , 0, 1x xa a s S Rµ ν≤ + ≤ ∀ ∈ →                           (3) 
 

Definition 2: The hesitation degree of IFS is πx(a) and 
can be described as: 
 

( ) 1 ( ) ( )x x xa a aπ µ ν= − −                                                   (4) 
 
where πx(a) is degree of uncertainity of x to A. 

Let Z and Y be IFSs of the set A, then multiplication 
operators are [4]: 
 

{ }( ) ( ), ( ) ( ) ( ) ( )z y z y z y

Z Y

a a a a a a s Sµ µ ν ν ν ν

+ =

= ⋅ + − ⋅ ∈
       (5) 

 
In this section, an IF ELECTRE approach is presented to 

the project management of construction barriers removal in 
HS objects. In proposed algorithm, the judgments provided 
by different decision makers are given as well as the 
quantitative and the qualitative data [32, 33]. Three groups of 
experts are asked to compare each alternative by each 
criterion. The algorithm is described in an eight-step, and 
presented in Fig. 1. 
 

 
Figure 1 IF ELECTRE model to project management of construction barriers 

Algorithm: 
Step1. Criteria weight determination by pariwise 

comparions using 1-9 scale developed by Saaty [47]. 
Step2. DMs importance calculation using Boran et al. 

[48] expression: 
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where  λl ∈ [0, 1] and 1 1k

ll .λ
=

=∑  
Step3. Calculation of aggregated intuitionistic fuzzy 

decision matrix using DMs’ importance as the base to 
equation of IFWA operator [49]. Each DM’s opinion is 
merged into single opinion.  

Let ( ) ( )( )l l
ij m nP p ∗=  be the IF decision matrix of each 

DM. λ = {λ1, λ2, …, λk} is the importance of the DM. 
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Hereby, decision problem is described as: 
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Pij = (μij, νij, πij) (i = 1, 2, …, m; j = 1, 2, …, n) is an element 
of aggregated intuitionistic fuzzy decision matrix. 

Step4. Calculation of the concordance and discordance 
sets where Czy shows the degree of confidence in the pairwise 
comparison of the z and y alternatives (Xz → Xy, x, y = 1, 2, 
…, m; z ≠ y). The concordance set (1)

zyC  of Zk and Yl is 
composed of all criteria for which Zk is preferred to Yl. The 
concordance set is defined as: 
 

{ }(1) , , zy zl ly zl ly zl lyC l µ µ ν ν π π= ≥ < <                             (9) 
 
The midrange concordance set is defined as: 
 

{ }(2) , , zy zl ly zl ly zl lyC l µ µ ν ν π π= ≥ < ≥                          (10) 
 
The weak concordance set is defined as 
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{ }(3) , zy zl ly zl lyC l µ µ ν ν= ≥ ≥                                           (11) 
 
The discordance set is composed of all criteria for which Zk 
is not preferred to Yl. The degree of disagreement in (Xz → 
Xy) is constructed as follows: 
 

{ }(1) , , zy zl ly zl ly zl lyD l µ µ ν ν π π= < ≥ ≥                           (12) 
 
The midrange discordance set is defined as follows: 
 

{ }(2) , , zy zl ly zl ly zl lyD l µ µ ν ν π π= < ≥ <                          (13) 
 
The weak discordance set is defined as follows: 
 

{ }(3) , zy zl ly zl lyD l µ µ ν ν= < <                                          (14) 
 

Step5. Determination of the concordance index Czy and 
the discordance index Dzy for the proposed model using IFS 
is defined as follows: 
 

(1) (2) (3)

1 2 3
zy c l c l c l

i c i c i czy zy zy

C w w w w w w
∈ ∈ ∈
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The concordance index is equal to the sum of the weights of 
criteria that are contained in the concordance sets, where 

(1) (2) (3), , and c c cw w w  are the weights of the concordance, 
midrange concordance, and weak concordance sets, 
respectively. The assessments of a Zk are worse than 
assessments of a competing Yl. Hereby, the discordance 
index is defined as follows: 
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Where WD is equal to (1) (2) (3),  or D D Dw w w . These sets integrate 
the weight of discordance, midrange discordance, and weak 
discordance sets, respectively. The distance between Xil and  
Xlj is shown as: 
 

( )2 2 2

1

1( , ) ( ) ( ) ( )
2

n

il lj il lj il lj il lj
j

d x x
n

µ µ ν ν π π
=

= − + − + −∑ (17) 

 
Where d(xil, xlj) is Euclidian distance between Xil and Xlj. 

Step6. In the concordance dominance matrix calculation 
process, the chosen alternative has the shortest distance from 
the positive ideal solution. Hence, the concordance 
dominance matrix K can be defined as: 
 

( ) ( )ij zy zy ijK C C∗= −                                                        (18) 
 

where (Czy)* is the maximum value of (Czy)ij, and Czy ≥ C, 

where 1, 1, 
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, which refers to the 

separation of each alternative from the positive ideal 
solution. A higher value of Kij indicates that Zk is less 
favorable than Yl.  

In the discordance dominance matrix calculation, the 
chosen alternative has the longest distance from the negative 
ideal solution. Hence, the discordance dominance matrix L is 
defined as follows: 
 

( ) ( )ij zy zy ijL D D∗= −                                                         (19) 
 
where (Dzy)* is the minimum value of (Dzy)ij, and Dzy ≥ D, 

where 1, 1, 

( 1)

m m
zyz z y y y z D

D
m m

= ≠ = ≠=
−

∑ ∑
, which refers to the 

separation of each alternative from the negative ideal 
solution. A higher value of Lij indicates that Zk is preferred to 
Yl. 

Step7. To determine aggregate dominance matrix, the 
distance of each alternative to both positive and negative 
ideal alternatives should be calculated to determine the 
ranking. Hence, the aggregate dominance matrix R is defined 
as follows: 
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Where kl
kl

kl kl

l
r

k l
=

+
, and lkl and kkl are defined in (18) and 

(19), respectively. rkl refers to the relative closeness to the 
ideal alternative, with a range from 0 to 1. Higher the value 
of rkl, closer is the alternative Xk to the positive ideal and more 
distant form the negative ideal solution then the alternative 
Xl. Hence, it is better solution. 

Step8. In final ranking of the alternatives, determination 
of matrix T is needed. Tij is the final value of assessment, and 
is defined as follows: 
 

1, 

1   1, 2, ..., 
1

m

kl kl
l l k

T r k m
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= =
− ∑                                  (21) 

 
Alternatives are ranked according to Tij. The best alternative 
X*, which is the one with the shortest distance to the positive 
ideal point and the longest distance from the negative ideal 
point, and is defined as:  
 

max( )ijX T∗ =                                                                  (22) 
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Where X* is the best atlernative. 
 
3 RESULTS AND DISCUSSION 
 

In this section, the proposed model is applied on the HS 
facilities. There are 17 HSs in the City of Split that need 
construction barriers removal for the physically disabled. 
These construction barriers are mostly related to the external 
access of school buildings and other facilities. Furthermore, 
the existence of a ramp and elevator outside and inside 
schools and school facilities is missing. Also, an appropriate 
front door width, and the existence of access to sanitary 
facilities that are adapted to people with disabilities are 
crucial to embed. The Department of Construction and Urban 
Planning is continuously taking measures to adapt facilities 
for disabled students, urgently fulfilling the needs of schools 
[50]. In Tab. 1, a list of HSs necessary for construction 
barriers removal are presented.  
 

Table 1 List of HSs for construction barriers removal project 
HS High School name 
HS1 II. Grammar School 
HS2 IV. Grammar School 
HS3 V. Grammar School 
HS4 Science-technical sch. 
HS5 Construction-geodetic sch. 
HS6 Electrotechnic sch. 
HS7 Industrial sch. 
HS8 Trade sch. 
HS9 Technic sch. 

HS10 Touristic-hospitality sch. 
HS11 Art sch. 
HS12 Design, graphics and sustainable construction sch. 
HS13 Trade-technic sch. 
HS14 Commercial-trade sch. 
HS15 Maritime sch. 
HS16 Music sch. Josip Hatze 
HS17 Technical-traffic sch.  

 
Furthermore, to support final decision-makers in 

managing the projects of removal of constrain barriers in 
HSs, which is a problematic with a high uncertainty and 
duality, all HSs must be evaluate by certain number of 
criteria. Decision-makers, three in this case, define these 
criteria. A list of criteria is given in Tab. 2, and only the 
crucial one are presented to avoid extensive calculations and 
data presentation.  
 

Table 2 Final list of criteria 
Criterion Criterion name 

C1 Number of construction barriers 
C2 External access to school’s facilities 
C3 Ramp or elevator inside school’s facilities 
C4 Adjusted door width 
C5 Adjusted sanitary access in the building 
C6 Cost of project documentation 
C7 Amount of investment 

 
After the relevant cirteria are defined, the comparison of 

all criteria is done using 1-9 number scale defined by Saaty 

[47]. Each decision-maker (DM) made a comparison. The 1-
9 scale is given in Tab. 3, while calculated criteria weights 
by each DM and aggregated weight are presented in Tab. 4. 
 

Table 3 The basic 1-9 scale [47] 
Importance Definition 

1 Same significance 
3 Average significance of one over another 
5 Powerful significance of one over another 
7 Very powerful significance of one over another 
9 Extreme significance of one over another 

2, 4, 6, 8 Intermediate values 
 

Table 4 Calculated criteria weights 
 DM1 DM2 DM3 𝑊𝑊 
1 0.20 0.25 0.20 0.22 

C2 0.05 0.06 0.03 0.05 
C3 0.15 0.06 0.03 0.08 
C4 0.05 0.06 0.03 0.05 
C5 0.05 0.06 0.03 0.05 
C6 0.25 0.35 0.13 0.24 
C7 0.25 0.15 0.53 0.31 

 
The linguistic expressions of DM’s importance with IF 

numbers are given in Tab. 5. Each DM is evaluated according 
to his/her background and years of experience. Using Eq. (6) 
the importance for each DM is calculated, and presented in 
Tab. 6 with linguistic and numerical value. 
 

Table 5 Linguistic expressions and IFNs for DM’s importance 
Linguistic expression IFNs 
Very Important (VI) (0.8, 0.1, 0.1) 

Important (I) (0.6, 0.3, 0.1) 
Medium (M) (0.5, 0.5, 0.0) 

Bad (B) (0.3, 0.6, 0.1) 
Very Bad (VB) (0.1, 0.8, 0.1) 

 
Table 6 Calculated importance of DMs 

 DM1 DM2 DM3 
Linguistic 
expression VI I M 

𝜆𝜆 0.41 0.34 0.25 
 

Furthermore, the linguistic expressions for the 
alternatives assessments are given in Tab. 7 with appurtenant 
IF numbers, and are further used to evaluate each HS by each 
criterion. The alternatives assessments are calculated by 
IFWA operator, defined in Eq. (7). The membership, non-
membership and hesitation degree are determined as 
common values of all DMs’ opinions that were included in 
the evaluation process. The aggregated IF decision matrix is 
presented in Tab. 8. 
 

Table 7 Linguistic expression and IFNs for alternatives assessment 
Linguistic expression IFNs 

Very Good (VG) (0.9, 0.05, 0.05) 
Good (G) (0.7, 0.2, 0.1) 

Medium (M) (0.5, 0.5, 0.0) 
Bad (B) (0.2, 0.7, 0.1) 

Very Bad (VB) (0.05, 0.9, 0.05) 
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Table 8 IFWA: aggregated IF decision matrix 
Alt. C1 C2 C3 C4 C5 C6 C7 
HS1 (0.20,0.70,0.10) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.70,0.20,0.10) (0.70,0.20,0.10) (0.70,0.20,0.10) 
HS2 (0.50,0.50,0.00) (0.70,0.20,0.10) (0.70,0.20,0.10) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.50,0.50,0.00) (0.50,0.50,0.00) 
HS3 (0.50,0.50,0.00) (0.70,0.20,0.10) (0.70,0.20,0.10) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.56,0.40,0.04) (0.56,0.40,0.04) 
HS4 (0.05,0.90,0.05) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.90,0.05,0.05) (0.90,0.05,0.05) 
HS5 (0.50,0.50,0.00) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.70,0.20,0.10) (0.70,0.20,0.10) (0.56,0.40,0.04) (0.56,0.40,0.04) 
HS6 (0.20,0.70,0.10) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.70,0.20,0.10) (0.05,0.90,0.05) (0.70,0.20,0.10) (0.70,0.20,0.10) 
HS7 (0.05,0.90,0.05) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.05,0.90,0.05) (0.90,0.05,0.05) (0.90,0.05,0.05) 
HS8 (0.05,0.90,0.05) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.90,0.05,0.05) (0.90,0.05,0.05) 
HS9 (0.50,0.50,0.00) (0.70,0.20,0.10) (0.50,0.50,0.00) (0.50,0.50,0.00) (0.20,0.70,0.10) (0.56,0.40,0.04) (0.50,0.50,0.00) 
HS10 (0.05,0.90,0.05) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.05,0.90,0.05) (0.90,0.05,0.05) (0.90,0.05,0.05) 
HS11 (0.05,0.90,0.05) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.90,0.05,0.05) (0.90,0.05,0.05) 
HS12 (0.50,0.50,0.00) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.50,0.50,0.00) (0.70,0.20,0.10) (0.56,0.40,0.04) (0.56,0.40,0.04) 
HS13 (0.05,0.90,0.05) (0.20,0.70,0.10) (0.05,0.90,0.05) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.90,0.05,0.05) (0.90,0.05,0.05) 
HS14 (0.05,0.90,0.05) (0.20,0.70,0.10) (0.05,0.90,0.05) (0.50,0.50,0.00) (0.70,0.20,0.10) (0.90,0.05,0.05) (0.90,0.05,0.05) 
HS15 (0.20,0.70,0.10) (0.20,0.70,0.10) (0.05,0.90,0.05) (0.70,0.20,0.10) (0.70,0.20,0.10) (0.70,0.20,0.10) (0.70,0.20,0.10) 
HS16 (0.05,0.90,0.05) (0.20,0.70,0.10) (0.05,0.90,0.05) (0.50,0.50,0.00) (0.05,0.90,0.05) (0.90,0.05,0.05) (0.90,0.05,0.05) 
HS17 (0.05,0.90,0.05) (0.20,0.70,0.10) (0.20,0.70,0.10) (0.70,0.20,0.10) (0.20,0.70,0.10) (0.90,0.05,0.05) (0.90,0.05,0.05) 

 
Applying step 4, and using aggregated IF values of HS 

evaluations, the concordance sets are defined. The 
concordance set, applying (9), is defined as follows:
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Then, the midrange concordance set, applying (10), is: 
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− 6,7 6,7 − 6,7 − − − 6,7 − − 6,7 − − − − −
4 6,7 6,7 4 6,7 5 4,5 − 4,6,7 4,5 4 4,6,7 3 3,4 3 3,4,5 − ⎭

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎫
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And the weak concordance set, applying (11), is defined as: 
 

 
 
The discordance set is determined using (12), and given as follows: 

 

𝐷𝐷𝑧𝑧𝑧𝑧1 =

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎧
− 1,3,4 1,3,4 − 4 4 6,7 4,6,7 1,3,4 6,7 6,7 1,4 4,6,7 6,7 4 6,7 4,6,7
5 − − − 5 4 − − − − − 5 − 5 5 − −
5 − − − 5 − − − − − − 5 − 5 5 − −

2,5 1,2,3,4 1,2,3,4 − 1,2,4,5 1,2,4 − 4 1,2,3,4 − 2 1,2,4,5 4 5 5 − 4
− 3 3 − − − − − 3 − − − − − − − −
− 1,3 1,3 6,7 1 − 6,7 6,7 6,7 6,7 6,7 − 6,7 6,7 − 6,7 6,7
2 1,2,3,4 2,3,4 2,3 1,2,4 2,4 − 4 2,3,4 − 2 4 − 4,5 4 4 4
2 1,2,3 1,2,3 − 1,2,3 2 − − 1,2,3 4 2 2,5 − 5 4,5 − −
5 − − − 5 − − − − − − − − 5 − − 5
2 2,3 3,4 − 2,4 2,4 − 4 1,2,3,4 − 2 1,2,4 4 − 4 4,5 4
− 1,3,4 1,3,4 − 1 4 − − 1,4 − − 1,4,5 4,5 2,3 2,4,5 2,4 2,5
− 3 3 − − − − − 3 − − − − − − − −
2 − 2 − 2 2 − − 1,2 − 2 2,5 − 5 5 − −
2 1 − − 1,2 2 − − 1 2,3 2 1,2 − − − − −
− 1,2 1,2 6,7 1,2 − 6,7 − 1,2,3 6,7 2,6,7 6,7 6,7 6,7 − 6,7 6,7
2 1,2 1,2 − 1,2 2 − − 2 − 2 1,2 − − − − −

2,5 1,2,3 1,2,3 − 1,2,5 2 − − 1,2,3 − 2 − − 5 2,5 − — ⎭
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎫

 

 
The midrange discordance set, applying (13), is: 
 

𝐷𝐷𝑧𝑧𝑧𝑧2 =

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎧

− − − − − − − − − − − − − − − − −
7 − 7 7 7 7 7 7 − 7 7 7 7 7 7 7 7

6,7 − − 6,7 − 6,7 6,7 6,7 − 6,7 6,7 − 6,7 6,7 6,7 6,7 6,7
− − − − − 1 − − − − − − − − 1 − −

6,7 − − 6,7 − 6,7 6,7 6,7 − 6,7 6,7 − 6,7 6,7 6,7 6,7 6,7
5 5 5 5 5 − − 5 5 − 5 5 5 5 5 − 5
1 − − − − 1 − − − − − − − − 1 − −
1 − − − − 1 − − − − − − − − 1 − −

6,7 3,4 3,4,7 6,7 4,7 4,6,7 6,7 4,6,7 − 6,7 6,7 − 4,6,7 6,7 4,6,7 6,7 4,6,7
1 − − − − 1 − − − − − − − − 1 − −
1 − − − − 1 − − − − − − − − 1 − −

6,7 4 4 6,7 4 4,6,7 6,7 4,6,7 − 6,7 6,7 − 4,6,7 6,7 4,6,7 6,7 4,6,7
1,3 3 3 3 3 1,3 3 3 − 3 3 3 − − 1 − 3

1,3,4 3,4 3,4 3,4 3,4 1,3,4 3,4 3,4 − 3,4 3,4 3 4 − 1,4 − 3,4
3 3 3 3 3 3 3 3 − 3 3 3 − − − − 3

1,3,4 3,4 3,4 3,4 3,4 1,3,4 3,4 3,4 − 3,4 3,4 3 4 − 1,4 − 3,4
1 − − − − 1 − − − − − − − − 1 − — ⎭

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎫

 

 
The weak discordance set is defined by (14), and is 

presented as: { }3 .zyD = −  
The concordance and discordance dominance matrices K 

and L are calculated applying step 6, then the aggregate 
dominance matrix R defined by (20) is calculated and 
presented as follows: 

 For the final ranking calculation (21) is used, to 
determine matrix T. According to T, alternatives are ranked 
where the best alternative is the one that has the shortest 
distance from the positive ideal point and the longest distance 
from the negative ideal point.  

The values of T are determined as follows: T1 = 0.86; T2 

= 0.69; T3 = 0.85; T4 = 0.54; T5 = 0.85; T6 = 0.85; T7 = 0.82; 
T8 = 0.59; T9 = 0.93; T10 = 0.55; T11 = 0.60; T12 = 0.86; T13 = 
0.51; T14 = 0.63; T15 = 0.91; T16 = 0.67; T17 = 0.65. 

Hence, the final ranking of HS according to the 
necessary for the construction barriers removal is achieved 
as: HS9 > HS15 > HS12 >HS1 > HS3 > HS5 >HS6 > HS2 > 
HS16 > HS17 > HS14 > HS8 > HS11 > HS7 > HS10 > HS4 
>HS13. Accoridng to final ranking  Technic school ihas the 
highest priory for the caontruction barriers remova, and 
Trade-technic school the last priory.  HS9 has the  most  
constrction barriers , all four of them while HS13 has only  
one.  This way, the porposed model is shown to be applicable 
and usefull in dealing with this  type  of civile engineering 
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problematics.  
  

𝑅𝑅𝑧𝑧𝑧𝑧 =

⎩
⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎧

− 1 1 0.48 0.35 0.50 1 1 1 1 1 1 1 1 0.36 1 1
1 − 0.54 0.54 1 1 0.54 0.41 0.48 0.54 0.41 1 0.54 1 1 0.54 0.41
1 0.29 − 1 0.34 1 1 1 0.48 1 1 0.50 1 1 1 1 1

0.28 1 1 − 1 0 0.22 0.50 1 0.22 0.37 1 0.24 0.50 0.54 0.48 0.35
1 0.31 0.50 1 − 1 1 1 0.29 1 1 0.48 1 1 1 1 1

0.49 0.39 0.39 1 1 − 1 1 1 1 1 0.34 1 1 0.49 1 1
0.54 1 1 0.52 1 1 − 0.50 0.41 0.48 0.50 0.37 0.48 0.51 0.29 0.37 0.50
0.29 1 1 0.48 1 0.28 0.36 − 1 0.38 0.50 0.37 0.48 0.50 1 0.48 0.48

1 0.36 1 1 1 1 1 1 − 1 1 0.48 1 1 1 1 1
0.54 − − − − 1 − − − − − − − − 1 − −
0.28 1 1 0.48 0.41 0.28 0.48 0.48 1 0.36 − 1 0.51 0.39 1 0.37 0.51

1 0.34 0.52 1 0.49 1 1 1 0.36 1 1 1 1 1 1 1 1
0.32 0.36 0.38 0.50 0.38 1 0.50 0.50 1 0.50 0.51 0.39 − 0.50 0.29 0.48 0.50

1 1 0.37 0.51 1 1 0.51 0.51 0.41 0.55 0.52 1 0.49 − 0.29 0.48 0.51
0.50 1 1 1 1 0.50 1 0.50 1 1 1 1 1 1 − 1 1

1 1 1 0.51 1 1 0.51 0.51 0.38 0.51 0.52 1 0.49 0.48 0.30 − 0.51
1 1 1 0.48 1 0.29 0.48 0.48 1 0.48 0.50 0.34 0.48 0.50 1 0.35 — ⎭

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎪
⎪
⎫

 

 
4 CONCLUSION 
 

The IF ELECTRE method is provided for solving 
multicriterial problem with IFS information. The IFS data are 
used instead of single values in the evaluation process of the 
ELECTRE method. With these data, different sets of 
concordance and discordance are classified to fit a real life 
decision. IF ELECTRE algorithm is proposed to support final 
decision makers in managing the project of removal of 
construction barriers in HSs. There were 17 HSs defined for 
evaluation by seven criteria. Three DMs are included in the 
process according to their background and the years of 
experience to lower a partiality in the decision-making 
process. Hereby, proposed model uses determined 
concordance and discordance sets to construct concordance 
and discordance matrices. Defining these matrices, an 
aggregated matrix is calculated and the final ranking of HSs 
is achieved. Technic school is rank with the highest priority 
for the removal of construction barriers, and the least 
necessary is the Trade-technic school. These school are 
ranked according to the number and complexity of barriers 
that need to be remove. Only the crucial criteria are included 
in the assessment process, to lower the comprehensives of the 
calculations and results. Since the problem is multicirterial 
with large amount of uncertain data, therefore the proposed 
IF ELECTRE is an effective approach because fuzzy theory 
can precisely resolve the natural duality associated with the 
DM’s definition of uncertain data. Furthermore, the approach 
enables DMs to select the best alternative by determine the 
shortest distance form positive ideal solution and negative 
ideal solution. The IF ELECTRE hereby, is used to define the 
HS that is the most necessary for the construction barriers 
removal and then by the final ranking of all HSs, defined the 
plan for the removal projects. For distance measure 
calculation of discordance index, the Euclidian distance is 
used. This approach gives more systematic description of the 
decision process, and it removes the ambiguity and 
vagueness in collected data. It has the ability to solve other 
complex problems with the high degree of uncertainty and 
hesitation. For the future study, more criteria described by 
interval valued IF information will be defined to achieve a 

detailed evaluation of alternatives, integrating users’ 
opinions. 
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Tracking Keypoints from Consecutive Video Frames Using CNN Features for Space 
Applications  

 
Janhavi Borse*, Dipti Patil, Vinod Kumar 

 
Abstract: Hard time constraints in space missions bring in the problem of fast video processing for numerous autonomous tasks. Video processing involves the separation of 
distinct image frames, fetching image descriptors, applying different machine learning algorithms for object detection, obstacle avoidance, and many more tasks involved in the 
automatic maneuvering of a spacecraft. These tasks require the most informative descriptions of an image within the time constraints. Tracking these informative points from 
consecutive image frames is needed in flow estimation applications. Classical algorithms like SIFT and SURF are the milestones in the feature description development. But 
computational complexity and high time requirements force the critical missions to avoid these techniques to get adopted in real-time processing. Hence a time conservative and 
less complex pre-trained Convolutional Neural Network (CNN) model is chosen in this paper as a feature descriptor. 7-layer CNN model is designed and implemented with pre-
trained VGG model parameters and then these CNN features are used to match the points of interests from consecutive image frames of a lunar descent video. The performance 
of the system is evaluated based on visual and empirical keypoints matching. The scores of matches between two consecutive images from the video using CNN features are 
then compared with state-of-the-art algorithms like SIFT and SURF. The results show that CNN features are more reliable and robust in case of time-critical video processing 
tasks for keypoint tracking applications of space missions.  
 
Keywords: artificial intelligence; convolutional neural network; feature descriptor; machine learning; space missions  
 
 
1 INTRODUCTION 
 

Although many space missions have been successfully 
conquered by national and international government bodies, 
automation in the space related tasks is still developing. 
Many research challenges related to space exploration are 
still in their early stage of development. One of the reasons is 
that space applications are time critical and decision making 
in constrained time span is really very important. While 
revolving around a target planet a spacecraft always keeps on 
taking videos of a scene ahead using on board cameras for 
study purpose. These real time videos are needed to be 
processed within time constraints for different purposes. 
Extracting features useful for further space exploration and 
navigation tasks is at primary stage. The motion of a 
spacecraft result in spatially transformed images of the same 
scene majority of times. Detecting the most informative 
keypoints from videos in real-time is a challenging task. 
Further tracking keypoints between two consecutive video 
frames is a next important task for many flow estimation 
algorithms. In this paper, tracking keypoints between 
consecutive video frames is achieved using CNN features. 
We propose a methodology for keypoints tracking which will 
be suitable for time critical space applications. 

The existing state-of-the-art feature detectors & 
descriptors [1-8] are efficient enough but are computational 
expensive for real-time applications. These algorithms are 
used for detecting and describing the most informative points 
of interest from an image. Important keypoints are extracted 
from an image and these keypoints are described in a way to 
suit an application of interest. Certainly, applications define 
that how the features must be described and represented. 
Statistical terms like mean, standard deviation of image 
intensity and yet any higher moments may serve as an 
efficient means of feature description. Few functions like 
energy, entropy or any other complex frequency transforms 

may also serve as feature descriptors. A keypoint extraction 
algorithm, Harris Corner detector [9] used the combination 
of corner points and edge points to describe the features but 
it fails to describe surfaces or an object as a whole. Scale 
Invariant Feature Transform (SIFT) [10] algorithm was 
introduced in 2004, which showed a huge paradigm shift in 
feature extraction and description. SIFT addressed the 
challenge of invariance to affine transformations along with 
being the most efficient descriptor. It used difference of 
gaussian function for detecting potential keypoints and used 
im-age gradient magnitude, direction from local 
neighbourhood for keypoint description. It is prevalently 
used for object detection and image matching tasks. But it is 
computation-ally intensive and hence not suitable for time 
critical appli-cations. Speeded procedure for keypoint 
extraction is brought up to by Speeded up robust features 
(SURF) [11, 12], Features from accelerated segment test 
(FAST) [13, 14], Binary robust independent elementary 
features (BRIEF) [15] and Oriented FAST and rotated 
BRIEF (ORB) [16] eventually. Amongst all of these 
algorithms SURF is found to deliver good quality and also 
computationally efficient features. ORB algorithm is a 
combination of FAST & BRIEF and works faster than SURF 
but its features are not found suitable for image matching 
tasks. Moreover, theses algorithms are standalone versions 
and cannot be trained for real time functioning. 

With advancements computational resources and data 
sources few deep learning techniques [17, 2] are also 
developed recently. These are meant for object detection, 
recognition and other computer vision tasks. To name a few, 
deep neural network models like Inception [18], VGG [19], 
XCeption [20], ResNet [21] are already being implemented 
and tested on variety of datasets. Few new techniques have 
been proposed, which use transfer learning by finetuning few 
parameters of these already built models for completing their 
tasks.  
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Figure 1 CNN base architecture used for keypoint extraction 

 
Glancing through the literature we arrive at a decision of 

devising a model that will be suitable for time critical space 
applications and does not involve any complexity of 
detection, description of keypoints and further it must be 
useful for keypoints tracking operation. The solution to this 
problem can be using a convolutional neural network (CNN) 
model for feature extraction, which it does seamlessly and 
autonomously without any overhead of complex 
computations and seems reliable in real time functioning.  

To address the aforementioned problem, we propose a 7-
layer CNN model for keypoint extraction from three 
consecutive video frames. The paper discusses the complete 
meth-od of feature extraction from the proposed model, the 
model parameters, and its application to image tracking. 
Further to test the robustness and reliability of this method 
for space applications, it is compared with existing SIFT and 
SURF algorithms.  

The organization of this paper is as follows: Section 2 
discusses proposed CNN architecture, methodology. 
Subsection 2.1 explains experimental setup and dataset used. 
The performance metrics are stated in subsection 2.2. Section 
3 discusses results and comparisons with state-of-the-art 
algorithms and finally Section 4 discusses conclusion. 
 
2 PROPOSED METHODOLOGY   
 

The proposed CNN architecture consists of five 
convolutional layers, one flattened layer and two fully 
connected (FC) layers as shown in Fig. 1. First layer being 
the input layer accepts image frames from input video 
sequence. The model outputs F number of 2-dimensional 
feature maps which are further used for feature matching and 
fed to Nearest Neighbor algorithm. The parameters of the 
model are set empirically. The flatten layer is used to convert 
3-dimensional input to 1-dimensional tensor for faster 
processing of images. Two fully connected layers are 
introduced at the end to extract features. The number of 
computational units in last layer are equal to the feature 
vector dimensions. There is no need of nonlinear function at 
the output as the job is to just extract features not the 
recognition or classification task.  

Each input image ( , )
i
M NI  is padded to preserve the size of 

original image to get a padded image, ( , ) .
p
M p N pI + +  An image 

is convolved (*) with fi number of filters, each of which size 
is (mi × ni) and then passed through a non-linear functional 
unit. Then the padded image is passed into the convolution 
layer to get an output image as, 

( )( , ) ( , )( , )
po

M N i m nM p N pI MaxPool Re LU I f+ +
 = ∗             (1) 

 
Rectifier Linear Unit (ReLU) is used as an activation 

function for all hidden layers. Max pooling is applied on each 
successive output after padding. In short, each hidden unit in 
the model is a combination of convolution layer, a ReLU unit 
and a pooling layer as in any general case. Detailed procedure 
for keypoints matching through CNN features is detailed in 
Fig. (2). 

Using proposed methodology shown in figure (2), CNN 
features can be used to track the keypoints in two consecutive 
images, which can be further useful in flow detection 
algorithms.  A lunar descent video (credit: 
https://svs.gsfc.nasa.gov/) is used for experimentation 
purpose. From the video with known frame rate, images are 
extracted. To train the model for all kinds of transformations, 
each image from the dataset is undergone 100 different 
transformation operations. Such transformed dataset contains 
both reference image and its transformed versions and is 
known as augmented dataset Daug. Subsection 2.1 will discuss 
this in more details. The features extracted from reference 
image Iref works as reference values for the features extracted 
from its transformed versions, trans ref ref ref( ).R T SI I I I= + +  
The reference descriptors will be used to perform the 
matching between the consecutive descriptors of its 
transformed versions. These features represent the key points 
of interest from each image.  
 

ref aug
ref, aug aug

loss
aug

p pD min D D
f

D
∈

−
=
∑

W                              (2) 

 
In (2) W is the weight vector of the model. W is adjusted 

during each epoch to minimize loss function, floss. The 
algorithm starts with initial weights fetching from pretrained 
model VGG net and further finetuning the base model with 
these starting weights.  

Steps for keypoint matching are described below: 
For each image tuple (Iref, I1, I2) in Daug repeat the 

following steps: 
• Supply this tuple to CNN Model to extract keypoints  

ref 2 3( , , )p p pK K K  

• Apply image matching technique to find matched 
keypoints between two consecutive images,  

 
matched ref 1: ( , )p p pNearestNeighbour K K=K  

 
• Pass vector matched1

pK  to compute matching score 
between two images. 

• Repeat step 2 and 3 for next augmented image i.e. the 
pair ref 2( , )p pK K  and get matched2

pK  
 

The procedure shown in Fig. 2 is adopted for computing 
matching score for all test samples through studied 
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algorithms for unbiased evaluation. Initially features were 
extracted from reference image and then from its transformed 
version. An efficient matching algorithm called Fast Library 
for Approximate Nearest Neighbours (FLANN) is used to 
match keypoints from both images. Those keypoints are 
matched whose nearest neighbors from both images have equal 
contribution in representing that keypoint. 

All the key points in the common region of reference 
image and its transformed image are called correspondences 
between the two images. After computing the maximum 
correspondences, the algorithm tries to find the correct 
matches using some threshold.  
 

 
Figure 2 Process Flow for Keypoints Tracking using CNN features 

 
2.1 Experimental Setup 
 

The CNN model was implemented and trained on Intel 
core i7 processor with 16 GB RAM with NVDIA GTX 1650 
graphics card for performance boost while training. The im-
plementation is tested on 2.4 GHz Intel Core i5 processor 
with 10 GB DDR3 RAM. Programming language Python 3.7 
in tensor flow environment is used for implementation of this 
work. 

A video freely available on the website 
https://svs.gsfc.nasa.gov/ is used for generation of 
augmented dataset. A python script was written for extracting 
image frames from a spacecraft landing video. This video is 

an animated view of landing site of Apollo 17 mission. This 
video was created by the sources from Lunar Reconnaissance 
Orbiter (LRO) photographs and elevation maps. Total 915 
images were extracted from this video to create a raw image 
dataset. From raw image dataset few images were selected at 
random, and 100 known affine transformations were applied 
to generate an augmented image dataset which contains total 
3489 images. Size of each image is 640 × 360 pixels. Sample 
images from the dataset are shown in Fig. 3. Training with 
such augmented data will increase the robustness in the 
decision for feature matching algorithms. The known trans-
formation matrices would help in finding the exact matches. 
All these efforts are based on the pre assumption that while 
descending, a satellite captures the same scene with different 
orientations, scales and very little spatially translated 
versions of it. So ultimately the maximum number of 
descriptors must match with its reference image.  
 

 
 (a) 

 
(b) 

Figure 3 (a) Sample reference image from dataset, (b) Transformed versions of (a) 
from augmented dataset 

 
For training CNN, padding is used to avoid loss of input 

dimensions. Stride of 2 is employed to use all parts of image 
evenly while performing convolution.  

The performance of proposed model is evaluated using 
matching score [3, 6, 22-24], a metric which is widely being 
used for feature tracking. To check the reliability of our 
model, it is compared with the state-of-the art algorithms like 
SIFT [10] and SURF.  
 
2.2 Performance Metrics 
 

Performances of the system is evaluated using matching 
score [3] and time taken for feature extraction.  

Matching score is computed through image 
correspondences which are matched key points in common 
regions of two images for which homography is known. It is 
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the measure of accuracy as it matches descriptors of logically 
same key points from two different images. Matching score 
is calculated by (3). 
 

ref
 C CMatching Score

F

+ ∗

=
                                               (3) 

 
Where, C+ is maximum image correspondences, C* is 

number of correct matches and Fref being the number of 
descriptors of reference image.  
 
3 RESULTS & DISCUSSION 
3.1 Keypoints Tracking using CNN features 
  

 Tab- 1 shows matched keypoints between reference and 
transformed image frames. The first column contains few 
transformed sample images from the augmented database. 
Descriptors of all these test samples are compared with 
reference image shown in Fig. 3(a). The second column 
contains the images showing visualizations of this matching. 
Only initial 10 matching points are shown inside the image 
pairs. Last column shows the corresponding matching score 
computed through CNN descriptors. It can be observed that, 
visualizations show the matched keypoints between the two 
images.  
 

 
Figure 4 Frequency Histogram of Matching Score 

 
Matching score coveys the correct matches out of total 

matched keypoints. It is the measure of accuracy in the image 
tracking algorithms. As all the test samples are spatially 
transformed versions of the same reference image, ideally 
matching score should be on the higher side i.e. nearer to 1. 
Image 5 in the Tab. 1 shows the highest matching score, 
while Image 3 has the lowest matching score. In image 5, the 
keypoints below y ≤ 300 are incorrectly matched, but rest 
shown points are accurately matched. It can be observed that 
the test image is slightly ~30° rotated version of reference 
image and hence maximum scene of reference image is 
present inside the test image. Estimated matching score of 
0.75 guarantees that. On the other hand, image 3 is almost 
~180° vertical flip along with quite a large translated version 

of reference image. So, the chances of finding match between 
the two are lesser than the previous case. This is explained by 
its estimated matching score of 0.6582. Rest all images and 
their visual matching with reference image are self -
explanatory.  

Fig. 4 shows the frequency distribution of matching 
score obtained by applying matching algorithm on the 100 
test samples. Maximum samples are found in the range of 
0.69 to 0.71. 
 

Table 1 Keypoints Tracking using CNN Features  
(Note: For better visualization please zoom in the images) 

Input Test Image Visual Matching between 
reference image and test image 

Matching 
Score 

1. Image 1 

  

0.7207 

2. Image 2 

  

0.6953 

3. Image 3 

  

0.6582 

4. Image 4 

  

0.7246 

5. Image 5 

  

0.7500 

6. Image 6 

  

0.6992 

7. Image 7 

  

0.6895 

 
3.2 Comparison with State-of-the-Art Methods  

  
Matching score of the CNN model is compared with 

SIFT and SURF descriptors. Tab. 2 shows the range and 
variation of matching score obtained from SIFT, SURF and 
CNN descriptors. The average value of matching score is 
highest equal to 0.7008 for CNN descriptors and lowest i.e. 
0.3079 for SURF descriptors. SIFT value is 0.4744. As the 
test images are transformed versions of reference image, the 
visual matching between two images should be more than 
0.50. It can be seen that only CNN descriptors are able to 
reach that visual threshold. CNN descriptors are showing 
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visual perfection in computing matching score as compared 
with the other two descriptors. The variations in the readings 
are least and almost negligible in case of CNN descriptors. 
On the contrary, there are much variation is shown in the 
performance of SIFT and SURF descriptors. This shows 
robust performance of CNN model for test samples. Tab. 2 
also shows the maximum and minimum values of matching 
score for all the three algorithms. The minimum values 
shown by SIFT and SURF do not match with visual matching 
context. The minimum value computed by CNN model is 
also more that our visual threshold. Hence CNN model seems 
to be more reliable than other two models for our problem. 
These statistics are visually represented in Fig. 5. These 
visual representations would further clarify the discussions in 
the previous section. 
 
Table 2 Keypoints Matching Score Statistics from Lunar Descent Video Frames for 

Different Algorithms  
Algorithms SIFT SURF CNN 
Mean Value 0.4744 0.3079 0.7008 
Max Value 0.6357 0.5663 0.7695 
Min Value 0.0145 0.0156 0.6406 
Variance 0.0079 0.0119 0.0006 

 

 
Figure 5 Statistical analysis of matching score obtained from conventional 

algorithms and CNN model 
 

The visual comparison of matching score computed by 
three algorithms is shown in Tab. 3. As per human perception 
of visual context, image 1 is obtained by horizontal flipping 
and 30° rotation of reference image (Fig. 3(a)). So maximum 
context of the original image is saved in the test image. The 
matching score should reflect that visual matching. CNN 
descriptors show maximum matching as shown in table. The 
same interpretation is suitable for image 4 and image 5, 
where CNN model outperforms. Image 2, 6, and 7 are 
spatially rotated and translated versions of reference image 
and hence the less area is matched. 

This is contributed by decrease in matching score of all 
the descriptors. But here also as per visual perception, it 
should be more that threshold 0.50 which is shown by CNN 
model. For image 7 performance of SIFT and SURF is also 

good almost near threshold but for image 2 it is quite low. 
For image 6, SIFT and SURF failed to find correct matching 
between reference and test image. But CNN shows a robust 
performance. The same interpretation is for image 3. 
 

Table 3 Visual Comparison of Matching Score Based on SIFT, SURF and CNN 
Descriptors  

(Note: For better visualization please zoom in the images) 

Input Test Image 
Matching Score by 

SIFT 
descriptors 

SURF 
descritpors 

CNN 
descritpors 

1. Image 1 

 

0.5282 0.2838 0.7207 

2. Image 2 

 

0.2185 0.1823 0.6953 

3. Image 3 

 

0.1473 0.0982 0.6582 

4. Image 4 

 

0.5318 0.4564 0.7246 

5. Image 5 

 

0.5573 0.4322 0.7500 

6. Image 6 

 

0.0982 0.0543 0.6992 

7. Image 7 

 

0.5774 0.4721 0.6895 

  
Table 4 Processing Time of SIFT, SURF and CNN MODELS  

Evaluation Criterion SIFT SURF CNN 
Average Time (seconds)  8.1573 5.3321 0.0348 

 
Tab. 4 shows the average processing time enquired for 

all the algorithms. Processing time is computed by adding 
descriptor extraction time and feature matching time. As 
CNN is trained model, it requires very less time for 
processing of a single test image which is only 34.8 
milliseconds. The highest processing time is needed for SIFT 
descriptors as it requires lots of computations. As our 
problem requires real time processing of space videos, CNN 
seems more convenient and reliable model as far as time 
constraints of space applications are considered. 

Overall performance of CNN model is more reliable and 
robust as compared with state-of-the-art methods and hence 
it seems more suitable for real time video processing of space 
missions. 
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4  CONCLUSION 

Real time space mission tasks are time critical and hence 
for such tasks processing time plays an important parameter 
of evaluation. Keypoints, which are special points of interest 
inside an image must be tracked between consecutive image 
frames of a real time video captured by on board spacecraft 
cameras. It is useful for many flow detection algorithms and 
other space applications. In this paper a methodology using 
CNN descriptors is proposed for such time critical 
applications. A new 7-layer CNN model is developed and 
features thus extracted are used for keypoints matching 
between consecutive image frames of a lunar descent video. 
The CNN is trained using pre-trained VGG model parameters 
and fine-tuned for the new data. Total 100 test image samples 
for a single reference image were used for evaluating the 
performance of the CNN model. It is observed that, CNN 
descriptors are time efficient, robust and hence reliable for 
image tracking applications. Statistical analysis of matching 
score shows less variations in the CNN descriptors and is 
ideal for real time performance. 

Notice 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
Foundation, January 9-10, 2021. The paper will not be 
published anywhere else. 
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Fuzzy Logic Approach for Routing in Internet of Things Network 
 

Reena Pingale*, S. N. Shinde 
 

Abstract: A performance of network is evaluated by considering different parameters. The network lifetime depends on many factors Residual energy, Link lifetime and Delay. 
The Major Challenge in IoT is to the increased lifetime of low power and lossy network (RPL).The process considering input and output to evaluate Network performance by 
considering the above factors. The proposed system makes use of FIS (Fuzzy Inference System) for selecting the best path to maximize network lifetime. The outcome obtained 
by using MATLAB and Network performance is increased. The excellent route is selected if Residual Energy is 194, Link quality is 51.2 and Delay is 1.05 then excellent route 
quality is 73.4%. 
 
Keywords: fuzzy logic; Internet of Things (IoT); link lifetime; reliability; residual energy 
 
 
1 INTRODUCTION 
 

The word [1] "Internet of Things (IoT)" performances as 
an umbrella word that shields the several structures. The 
deployment of different embedded devices having to sense 
capabilities to communicate with embedded devices and 
linking between physical and digital devices .The IoT is 
providing smarter services and always changing technology 
[2]. In [3] Internet of Things (IoT) has delivered a 
encouraging opportunity to form prevailing developed 
structures and applications by leveraging the increasing 
ubiquity of radiofrequency identification (RFID), and 
wireless, mobile, and sensor devices. As an energy to 
comprehend the enlargement of IoT in productions novelists 
evaluation the recent exploration of IoT, key-enabling skills, 
foremost IoT solicitations in productions, and recognizes 
exploration leanings and encounters. The key involvement of 
authors is that they brief the recent advanced IoT and its use 
in businesses analytically. 

 RPL is measured [4] ordinary for improving the routing 
structure for congregating troupe movement design. 
Preliminary from a boundary router, RPL paradigms a 
DODAG by one or numerous metrics. The DODAG is 
produced by seeing the concerning budgets, node restriction 
and multiobjective purpose. Rank group for each node on the 
DODAG is completed by the detached function. It cares 
numerous kinds of circulation such as MTP, points to 
multipoint and points to point. For consuming free topology, 
the rank essential severely growth from the root near plants 
of the DODAG. In composite situations lossy relation system 
is separated into several screens reliant on the request's 
situation. So in conditions, it might procedure numerous 
awkward DODAG’s with autonomous roots.  RPL having 
many occurrences and it can be route synchronously on the 
system device and in RPL if nodes need to contribute in 
DODAG by using different direction-finding procedures for 
conclusion the greatest way to transporting data. In this 
paper, we suggest three main limitations residual energy 
(RE), Link Lifetime (LT), Delay to choice the greatest 
direction. 

The main objective of this research is to invent and 
enlarge routing algorithm for IoT Network by proposing 

Node selection algorithm. The goal of the research is to 
develop a novel routing strategy based node selection 
algorithm. The selection of best route is based on residual 
energy, link quality and delay.  

The major contributions of the paper to proposed Node 
Selection algorithm to acquire best route quality to improve 
network performance for IoT network.  

The section of the paper is planned as follows: Literature 
survey is considered in section 3, Section 4 cover the problem 
definition, section 5 deals with the proposed factors affecting 
to route. Section 7 with proposed algorithm. The results, with 
outcome in section 8 and, section 9 deliberates the 
conclusion. 
 
2 RELATED WORKS 
2.1 RPL Overview 
 

RPL routing protocol remains to exploit the complete 
generation of the system by attractive maintenance of the 
most energy-constrained nodes. RPL planned the Expected 
ELT for meaning the outstanding instance of the node. They 
created a DODAG constructed on the ELT metric for 
precisely approximating the period of all the routes near the 
boundary router and envisioned a device for observing 
bottlenecks designed for dispersion the circulation load to 
numerous parents. 

RPL [4] has mostly four control messages, DODAG 
Information Solicitation (DIS), Information Object (DIO), 
Advertisement Object (DAO) and Advertisement Object –
Acknowledgement (DAO-ACK). Firstly, the DODAG 
request is carried out in two ways 
• Applicant node directs the DIS demand to DODAG 
• DODAG directs the DIO demand messages to all 

contributor nodes. 
 

The DODAG permits the drop timer and the contributor 
node wants to transmit DAO controller communication to 
DODAG inside the time intermission. Then, the DODAG 
direct DAO-ACK controller communication to entirely 
contributor nodes. 
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2.2 Challenges 
 
1.1 The steady system is conserved by decreased the 

overhead and end-end delay [5]. 
1.2 The routing in the system in serious condition due to 

convergence problems [6]. 
1.3 The main factors related to security tasks are network 

topology [7]. 
1.4 The IoT used mainly the relay function for proper 

functioning of sensor node. 
 
3 LITERATURE SURVEY 

 
Many types of researches have areas completed work on 

energy-aware routing in RPL and in this, it will minimize 
energy consumption and increase network lifetime.    

In [8] this offerings the routing protocols for the Internet 
of Things which is supportive in transporting the data into the 
vapors or to the operators. Several of the general direction-
finding protocols are studied in this laterally with the 
submissions of IoT. In this paper stretches a short-term 
opinion of the tasks which originate when by IoT for real-
time. Here IPv6, CoAP, MQTT and RPL routing protocols 
are conferred and enlarged. IoT consumes the possible to 
yield a huge quantity of facts into the folders and the data will 
be transmitted proficiently. 

Secure Multi-hop Routing Protocol (SMRP)[9] protocol 
attentions on collective the security of the data by avoiding 
spiteful outbreaks. This direction-finding protocol allows the 
IoT strategies to confirm previously starting a novel network 
or construction a standing one. The confirmation uses 
multilayer restrictions such as User-Controllable ID, user's 
pre-agreed submission(s) and list of allowable strategies into 
routing algorithms for joining the confirmation and routing 
procedures without suffering substantial expenses. 

As per observation by Sharief M. A et al. [10], given that 
IoT system fits to dissimilar holders, PAIR protocol 
announce a estimating perfect for assistances the transitional 
nodes to acquire the economic assistance as they apply their 
properties for transmitting. As estimating perfect of PAIR 
protocol is based on many restrictions like Residual energy 
and power consumption, recent weight and buffer space, 
Distance to neighbours. 

The persistence of the routing network designed for IoT 
(AOMDV-IoT) [11] is to find and generate the linking 
among expected nodes and the Internet nodes. The protocol 
defines as reactive protocol that defines the pathway on 
request. In this paper, the author contributions an expansion 
of AOMDV improved used for IoT, which can choice a 
steady Internet broadcast pathway energetically through 
informing the Internet linking the table. Using reproductions 
authors presented that the package defeat is better-quality 
then the end to end delay is reduced. 

The main detached of the Energy-aware Ant Routing 
Algorithm (EARA) is to adjust the routing process for 
exploiting the lifetime of network [12]. It defines as the 
swarm intelligence algorithm and reflects the similarly equal 
number of nodes. As the remaining drive in the IoT strategies 
deviations finished phase, the authors had announced the 

instrument near appraise energy evidence. Routing protocol 
originated on link and residual energy (REL) [13] usages the 
linkage excellence of remaining energy and wireless network 
throughout the pathway collection procedure to growth 
organizations dependability then offers QoS towards the 
various IoT requests. The load balancing device of this 
protocol circumvents the extreme use of a solitary track or 
solitary knot which can additional support in dropping the 
spots or energy hovels in the system. The energy application 
will be unchanging in the system. In this paper [14], the 
authors spoke the network lifespan optimization for the 
wireless sensor system. The Authors defined the strategy and 
investigation of numerous energy complementary methods. 
For a consistent grid topology, we resulting an ideal 
explanation. The authors demanded that the location of the 
base position (in the corner) streamlines the optimization 
problem. They presented that variable the base station 
location presents new dissimilarities restrictions to the 
problematic. 

Authors in [15] reflect together energy and delay metric 
to discovery and best pathway with lowest energy ingesting 
and a lowest end to end delay for real-time circulation in 
wireless sensor systems. This total is calculated as a linear 
grouping of the broadcast delay and node's energy on the 
pathway. 
 
4 PROBLEM DEFINITION 
 

Internet of things having an increase in the number of 
devices due to this strategy traffic will increase which is 
beyond the capacity of the network. The outcome will be to 
decrease the performance of the network. It is necessary to 
find proper routing paths that will give good network 
performance. 
 
5 THE PROPOSED WORK 
 

We suggest an enhanced type of RPL network. The fuzzy 
logic approach to excellent the finest direction to 
transmission the facts proficiently. The proposed algorithm 
finds out the quality of the selected node and it compares with 
the set of nodes and then selects the finest node in DODAG 
and the remaining nodes send data through the finest node 

The factors consider as below. 
 
5.1 Residual Energy Consumption 
 

Residual Energy ingestion of node is calculated after 
every time interval t. With the following equation, it is 
possible to find out the value of every node with some time 
interval [16]. 
 

( ) ( ),t t t r rEN N E N E= ⋅ + ⋅                                                 (1) 

initial spent energy

initial
,et

E E
R

E
−

=                                                  (2) 

 
Where: ENt - After time t energy spent by node N, Nt - Total 
of transferred packets, Nr - Total of expected packets, Et - 
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Energy of transferred packet, Er - Energy of acceptance the 
packet.  

The remaining energy is intended by the variance among 
primary energy and consumed energy 
 
5.2 End to End Delay 
 

As per specified [17] as average interval occupied by 
data packets to effectively communicating messages 
crossways the system from source to destination 
 

1

( )n
i i

i

R S
Delay .

n=

−
= ∑                                                          (3) 

 
5.3 Link Lifetime 
 

The system link lifespan is predicated from the quantity 
of transmissions. It represents forward and reverses data 
delivery. 
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                                                               (4) 

 
The Link quality of the path can be calculated by 
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Where: Ni - Link Lifetime, Fd - Represents data packet reach 
to the destination successfully, Rd - Represents acknowledge 
packets are received by the sender successfully [18]. 
 
6 FUZZY LOGIC BASED ROUTING ALGORITHM IN RPL 
 

The fuzzy logic applies completed routing to excellent 
the greatest route for transporting data effectively with 
attention of three-parameter Residual energy consumption, 
Delay and Link lifetime. The fuzzy logic set was presented 
in 1965 as a scientific way to denote linguistic vagueness 
(Zadeh, 1965) [21]. Allowing to the fuzzy logic impression, 
features and measures can be secret without certain bounds. 
Fuzzy logic is actual valuable for lecturing real-world 
difficulties, which typically contain a grade of vagueness.  
 

 
Figure 1 Fuzzy inferences System 

 

The FIS takes linguistic inputs (as stated for 
simplification), procedures the evidence and outputs the 
presentation [19]. 
 
6.1   Fuzzification 
 

Fuzzification takes input fuzzy value from crisp value. 
The input values are (Residual Energy, Link Lifetime, Delay) 
its convert these values in linguistic variable and membership 
function 
 

Table 1 Fuzzy Input Variables 
Linguistic Expression Input Range 

Low Residual Energy 0 - 100 
Average Residual Energy 50 - 200 
High Residual Energy 150 - 250 
Low Link Lifetime 0 - 25 
Average Link Lifetime 15 - 80 
High Link Lifetime 60 - 100 
Low Delay 0 - 2 
Average Delay 1 - 4 
High Delay 3 - 5 

 
Table 2 Fuzzy output Variables 

Linguistic Expression Output Range 
Awful Route Quality 0 - 25 
Bad Route Quality 10 - 35 
Degraded Route Quality 25 - 50 
Average Route Quality 40 - 60 
Acceptable Route Quality 50 - 75 
Good Route Quality 60 - 90 
Excellent Route Quality 75 - 100 

 
6.2   Linguistic Variable     
 

The variable represents the input and output of the 
variable. In this residual energy having three linguistic 
variables High, Average and Low. The output variable also 
define linguistic variable Awful, Bad, Degraded, Average, 
Acceptable, Good, Excellent 
 
6.3  Membership Function  
 

It is a mapping of membership function values to the real 
world measurement values, so that the actions can be 
functional to them. This function evaluates the linguistic 
variable. Membership function values are in-between range 
0 to 1. 
 

1 if

( ) if

0 if

A

z a
z az a z x .
x a

z x

µ

≤
 −= < ≤

−
≥

                                        (6) 

 
6.4 Fuzzy Rule Base   
 

The effect which the FIS types is resulting from the 
instructions which are kept in the record. These are kept as a 
set of instructions. The rules are 'If-Then' declarations that 
are in-built and informal to appreciate meanwhile they are 
unknown but public English declarations 

Crisp Input Fuzzification Knowledge Base 

Rule Base 

Defuzzification 

Crisp Output 
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6.5 Defuzzification 
 

It is the procedure of changing the fuzzy input into a crisp 
set. The value ranges by MF in between 0 and 100 and it 
delivers single crisp value. We require certain weighted 
average technique for Defuzzification [20]. 
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                                                         (7) 

 
The fuzzy inference system to determine the optimal 

path from a basis node to the endpoint node. This will 
progress the performance of the network. 
 
7 PROPOSED WORK BASED ON RANK CALCULATION 
 

The rank of the node computes from the root node and at 
each level increases the rank by 1. The Equation value can be 
calculated by using the Defuzzification process. The rank 
equation can be defined as 
 
Rank1 (N) = Root_Rank (N) + Increase_Rak1      (8) 
Increase_Rak1 = Equation + MinHop_Rank_increase      (9) 
 
7.1 Node Selection Process   
 

The node selection process based on construction of MF 
using rule based system. The node selection process using 
FIS system. 
 

Algorithm1 - Node Selection 
1. INPUT:  No.of Node N, Node_parennt_ID, Sender_parentID, 

Excellent Route=∞ 
2. Output : Selected Route  
3. For  Selected_Node ∈ List_Node  do 
4. Rank (No. of. Node N) <− Rank_Selected_Node(N) + Increase_Rank 
5. Increase_Rak1 <− Equation + MinHop_Rank_increase 
6. Intialize  variable Energy, Link_quality, Delay  
7. Consider fuzzy input and output  
8. Input : No. of Node N, Node_parennt_ID, Sender_parent_ID, 

Excellent Route=∞ 
9. Output : Selected Route  
10. Contruct fuzzy membership_ function 
11. Check fuzzy rule base in fuzzy inference system  
12. Apply Defuzzification 

13. Equation 1

1

( )

( )

n
i ii

n
ii

Z B Z
.

B Z

µ

µ
=

=

⋅ ⋅
=

⋅

∑
∑

 

14. If  Excellent Route >= Selected Route then 
15. Excellent Route <− Selected Route 
16. end if 
17. end 
 
 
 
 

7.2 Results and Discussion 
 

This segment demonstrates the evaluation of anticipated 
system with fuzzy inference over feigning the routing for IoT 
network. The analysis is done by Fuzzy rule based system. 

 The study of presentation built on the suggested Node 
Selection algorithm using residual energy, delay and link 
quality factors is estimated in this segment with output 
parameter as Route quality. 

The analysis is performed by selecting rule based system 
using FIS to generate the result. The analysis is done by 
varying parameters 
 

 
Figure 2 Fuzzy membership function input variable Energy 

 
The Residual energy values are represented in between 0 

to 250. The linguistic parameters are Low, Average and 
High.  The membership function collections from 0 to 1.If 
the Network lifetime increases then the network is energy 
efficient. The fuzzy membership function can be represented 
of input variable delay, residual energy and link quality and 
output variable representation using a fuzzy rule-based 
system. The delay values are represented in between 0 to 5 
and Link quality values are 0 to 100.    

The fuzzy set is grouping of dissimilar metrics, every 
metric cover specific fuzzy variable. The rule constructed 
contains of 33 = 27   fuzzy based rules. This is constructed on 
the input variable and membership function. We can describe 
the fuzzy based rule which characterizes the first column as 
the count of total number of rules and next 2 to 4 column 
signifies input fuzzy logic variable and the last column 
characterizes output variable in the form of Route Quality. 
The output follows max operator as combination and min 
operator as configuration function. 
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Figure 3 FIS input variable Link Quality 

 

 
Figure 4 FIS input variable Delay 

 

 
Figure 5 FIS output variables Route Quality 

 
Figure 6 Fuzzy Rule-based system 

 

 
Figure 7 Outcome of Route Quality 

 
From Fig. 7, we observed that Route_ quality is above 

73.4% means its excellent route selected from this we first 
declare the variable as Residual Energy is 194, Link Quality 
is 51.2, and Delay is 1.05. As per fuzzy membership function, 
the linguistic variable Energy value is "Average and high" 
and MF values are 0.5 and 0.5. The Link Quality of the 
linguistic variable significance is "Average" with MF value 
is 1, linguistic variable significance of delay is "Low" with 
the MF value is 1. From rule number (2) and (5) its process 
outcome in the form of route quality parameter as acceptable 
and good. The Defuzzification process can be applied and 
calculated using a formula 
 

(0 5 68 0 5 79) 73 4
0 5 0 5

. .X .
. .

⋅ + ⋅
= =

+
                               (10) 
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From the outcome excellent route selected with proper 
selection of input variable. The surface view can be 
represented with parameter detail. 

 

 
Figure 8 Surface Residual Energy, Link Quality, Delay 

 
8 CONCLUSION 

 
In this paper fuzzy logic approach for RPL network 

utilised for the IoT network system. Considering the input 
and output parameter in a FIS to generate the required 
outcome in the form of route quality. The selection of the 
route is constructed on three factors Residual Energy, Link 
Lifetime, Delay to generate proper route selection to increase 
network lifetime. The suggested algorithm allows the 
operative presentation and collection of achievable and 
excellent path. The yield of anticipated algorithm is 
calculated by  selecting excellent route ,if Residual Energy is 
194, Link quality is 51.2 and Delay is 1.05 then excellent 
route quality is 73.4%. The Matlab simulation gives the 
outcome in the form of route quality and future work will 
consider the deployment of the node in the real-time 
environment. 
 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
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Spatial Correlation Based Clustering with Node Energy Based Multi-Hop Routing Scheme for 
Wireless Sensor Networks  

  
Panchikattil Susheelkumar Sreedharan*, Dnyandeo Jageshwar Pete 

   
Abstract: Major points of concern in implementing a wireless sensor network (WSN) are the network lifetime and energy utility within any delay tolerant network. Both these 
parameters define the success of the sensor network. The higher the expectancy of network Lifetime, the higher is the probability of acceptance of the network. Similarly, better 
the energy utilization in the network, better are the chances of success and implementation of the sensor network. Clustering is one such scheme adopted in WSN towards 
harnessing the best of above specified parameters for the network implemented. Most popular clustering techniques are the variants of LEACH protocol that facilitate cluster 
formation based on the proximity of an individual node to other nodes in the sensor network. These protocols are based on a single hop structure from the selected cluster heads 
in the network. This paper embarks on a multi-hop clustering algorithm that takes into consideration the spatial correlation between the nodes to form clusters and implements a 
highly energy efficient routing scheme which selects the multi-hop path in the network in a dynamic fashion.   
  
Keywords: clustering; multi-hop; network lifetime; single-hop; spatial correlation 
  
  
1 INTRODUCTION   
 

Wireless Sensor Networks find its application in almost 
all fields of study like agriculture, environment monitoring, 
seismological study, defense and security and even extending 
into today’s IoT [1]. It generally consists of high density 
sensor nodes that are spatially distributed in a given area of 
interest. Since these nodes are not easily humanly accessible, 
we have to be very particular about the energy utility in these 
nodes as its not possible to replace or recharge the batteries 
in them. Hence, many algorithms have adopted a clustering 
approach [2-11] with the cluster heads choosing a single hop 
data transfer mechanism to the sink. This mechanism is 
effective in case of small network area. But as the area of the 
sensor network grows in size, this particular mechanism can 
only support shorter network life time with reduced 
throughput. Standard algorithms like LEACH and its recent 
variants [4-15] are the examples of this particular approach. 
Here in this paper, we have proposed a cluster based multi-
hop data transfer mechanism from the cluster head to the sink 
based on spatial correlation [16-23] between the scattered 
nodes. The routing path is arrived at dynamically based on 
the distance between the next possible hop satisfying a 
certain specified distance criterion and the minimum energy 
requirement to be satisfied by the next-hop cluster head. The 
performance of our proposed algorithm is compared with that 
of existing standard algorithm LEACH [24] and its recent 
variant Enhanced LEACH [7]. Therefore, here we have tried 
to implement an algorithm, which involves three phases .i.e. 
the clustering phase, cluster-head selection phase and the 
data transfer phase. The rest of the paper follows standard 
structure i.e. section II is dedicated to related work, section 3 
& 4 covers the models used while section 5 details the 
methodology involved. Section 6 covers the algorithms 
implemented, section 7 details the findings and results and 
lastly, section 8 concludes the findings of the paper.  
 
 

2 RELATED WORK  
  

Reference [3] introduces the standard clustering 
algorithm LEACH wherein the authors R. Sinde et al. (2020) 
uses a randomized way of selecting cluster head and also 
supports the data fusion or aggregation within the cluster. 
Here the operation during each round of data transfer is 
divided into two phases namely the set-up phase and the data 
transfer phase. During the setup phase, the cluster head is 
selected along with the cluster formation. In addition, during 
the data transfer phase, the sensed data flows from the cluster 
member nodes to their respective cluster head and the cluster 
heads aggregates the received data from all its members and 
transfers the aggregated data to the sink in a single hop. 
However, here the drawback lies in the fact that the cluster 
head is chosen in a randomized way not taking into 
consideration the residual energy of the candidate nodes for 
cluster head function. In addition, the effective 
communication path between the cluster member nodes and 
the sink through the cluster head is not considered for cluster 
formation process. These drawbacks have been taken into 
account and addressed to some extent in the recent variations 
of LEACH algorithm to some extent. In [13], the authors D. 
Mahmood et al. (2013) have altered the selection of cluster 
head in such a way that the cluster head continues to be the 
head till it’s energy falls below a required threshold level. In 
addition, as far as data communication is concerned, they 
have envisaged intra cluster communication, inter cluster 
communication and cluster-head to sink communication and 
accordingly they have chosen two levels of amplification. 
The choice of these levels can be made dynamic thereby not 
fixing the number of levels at two. In [15], Zhidong et al. 
(2018) have devised a new strategy to arrive at the best 
optimum number of clusters balancing the energy need 
between the clusters as well as within each cluster. In their 
proposed scheme, they have introduced the distance variance 
factor in the initial set-up phase, and effectively implemented 
the node dormancy to save energy. Again, as the network 
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area increases in size, the effectiveness of this algorithm also 
reduces since propagation of data involves two to three hops 
only. In [7], the authors Amer O. Abu Salem and Noor 
Shudifat (2019) have proposed an enhanced LEACH 
protocol, which takes into consideration the effective 
distance between the cluster members to the cluster head and 
from cluster head to the sink while implementing the cluster 
formation process. They have successfully shown that their 
scheme facilitates an extended network lifetime and reduced 
power usage in comparison to the standard protocol LEACH. 
But as the network area gets larger in size, even this protocol 
suffers due to higher levels of energy expended in 
transmitting the data to sinks which are very far located. 
Considering these shortcomings, our algorithms implements 
a multi hop mechanism for data propagation from the sensing 
nodes to the sink to have better energy efficiency and 
enhanced network lifetime.  
 
3 PROPOSED CORRELATION MODEL 
  

Sensing range or coverage area of any sensor node is a 
typical characteristic, which influences its region of sensing. 
Wireless Sensor networks are network of sensor nodes that 
typically consists of multiple nodes, which are more closely 
located. Since these nodes are closely located to each other 
in many applications, we can derive a spatial correlation 
between these nodes dictated by the overlapping region of 
coverage or the sensing region.  
 

 
Figure 1 Over-lapped sensing region of sensor nodes [20] 

 
Fig. 1 represents two nodes that are closely located to 

each other, separated by a distance d whose region of 
coverage is shown by the two circles with the nodes located 
at the Centre of each circle as depicted. We can observe that 
there is a region of overlap between the coverage areas of 
these two nodes that is highlighted by the shaded area. Now 
as the region of overlap increases the similarity in the data 
sensed by these nodes increases. Depending of the specific 
application requirement, we can have a trade-off between the 
data accuracy and the sensor nodes selected for 
communicating their sensed data instead of every node 
communicating their data to the sink. Hence, we try to make 
use of this spatial correlation between the sensor nodes in the 

development of our algorithm wherein clustering or cluster 
formation also takes into account the spatial correlation 
between these nodes.  
 Fig. 1 represents a two dimensional model of the sensor 
node, its coverage area and the region of overlap between 
their coverage region [25]. In real time the regions correlate 
to a three dimensional structure wherein each region 
represents a specific volume. Here, we define spatial 
correlation between two sensor nodes by the amount of 
overlap in their coverage area. We can say that, in a 
homogeneous sensor network, spatial correlation exists if the 
distance of separation between the two sensor nodes is less 
than twice the sensing radii of each node, which is quite 
evident from the study of geometry of the figure represented 
above. Moreover, as the distance between these two nodes 
increases beyond twice the sensing radii of the nodes, we say 
that there is no spatial correlation between these two nodes. 
In addition, the two nodes are 100% spatially correlated if 
they are co-located i.e. the distance of separation between 
them becomes zero. Considering these facts, we can define 
the overlap coefficient of correlation [29] between any two 
nodes Na and Nb as:    
 

a b
ab

a b

Volume of Overlap - of - Sensing Regions of Nodes , 
Combined Volume - of - Sensing Regions of Nodes , 

N N
N N

σ =  

OL
ab

Comb

V
V

σ =                                                                       (1) 

 
where VOL and VComb is the volume of the overlapping region 
of sensing of the two nodes and combined volume of sensing 
regions of the two nodes considered  respectively.  
We also define the region of overlap (ROL) as: 
 

ab ab(% ) 100ROL σ= ×                                                        (2) 
 

Using spherical geometry as given in [26], the numerator 
i.e. the dividend and denominator which is the divisor in Eq. 
(1) is expressed as:  
 

( ) ( )2
OL ab ab

π 2 4
12

V SR d d SR= − −                                     (3) 

( ) ( )
3

2
Comb ab ab

8π π 2 4
3 12
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Combining (1), (3) and (4), we express the overlap 

coefficient of correlation between the two nodes as: 
 

( ) ( )
( ) ( )

2
ab ab

ab 23
ab ab

2 4

32 2 4

SR d d SR

SR SR d d SR
σ

− +
=

− − +
                          (5) 

 
where SR is assumed to be the uniform node sensing range, 
Na, Nb are the two nodes considered at a distance  dab from 
each other. 

Thus, it can be expressed that σab = 0 for any two nodes 
separated by a distance greater than twice the sensing range 
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of each node i.e. 2SR. Hence, we can sum-up the SR 
correlation coefficient between two nodes separated by a 
distance d as: 
 

( ) ( )
( ) ( )

2

23

2 4
if 0 2

32 2 4
                     0 if   2

SR d d SR
d SR

SR SR d d SR
d SR

σ

 − +
 ≤ < =  − − +
 

≥  

 (6) 

 
Expression (6) represents the sensing region correlation 

model [20].  
 
4 ENERGY MODEL 
  

The standard reference energy model is taken from ref. 
[9] which gives a detailed analysis of two main types of 
energy associated with WSN namely the propagation energy 
which is the energy involved in the transmission of data from 
the sensor nodes to the sink and energy used for various 
electronics involved before transmission after reception of 
data in the nodes. The propagation distance decides whether 
the propagation energy is influenced by free space 
propagation model or multi-path propagation model. If the 
propagation distance is less than the crossover distance it is 
the free space propagation that defines the propagation 
energy and if the propagation distance is beyond the 
crossover distance, the propagation energy is defined by the 
multi space propagation model as given in ref. [9, 26, 27]. 
Using this model, the energy involved in the transmission of 
l-bit message is expressed as: 
 

( )
T EX l T

nE l E l p d= × + × ×                                                  (7) 
 
where EEX is the energy/bit involved in the electronics, 

( )
l T

nl p d× ×  is the propagation-energy for l-bit message for 
covering a transmission distance d with a propagation loss 
exponent n. 

Ref. [26] states for any transmission distance less than 
the crossover distance d0, the free space model is applied and 
the expression for the transmission energy is given as: 
 

(2)
T1 EX fs TE l E l dε= × + × ×                                                (8) 

 
where εfs = pl, i.e. the propagation loss for free space. 

And for any transmission distance greater than the 
crossover distance d0, the multi-path model is applied and the 
transmission energy is stated as: 
 

(4)
T2 EX mp TE l E l dε= × + × ×                                               (9) 

 
where εmp = pl, i.e. the propagation loss in multi-path 
transmission. Here cross-over distance d0 is given by: 
 

fs
0

mp
d

ε
ε

=                                                                        (10) 

5 PROPOSED METHOD 
  

Here we have selected a wireless sensor network area of 
200 by 200 m2 with a dense spread of sensor nodes in the 
given area. The total number of nodes are 1000 that are 
initially given a random spread across the network. The 
initial random locations of all these nodes are maintained the 
same throughout the simulation for varying parameters and 
algorithms under study in this paper. The sink is assumed to 
be centrally located and aware of all the GPS enabled node’s 
location detail. The network is supposed to be a static 
homogeneous network that is the nodes are stationary in 
nature and uniformly energized at the beginning of 
implementation. All the nodes transmits their location detail 
to the sink and the sink implements the centralized clustering 
algorithm to form cluster groups based on the spatial 
correlation criterion chosen which is maintained throughout 
the network lifetime. The cluster information is relayed by 
sink to all the nodes which is now aware of its cluster details 
that is member ids and member locations. All the nodes keep 
a record of its neighboring nodes detail that are separated by 
a maximum specified distance (of 5SR) from itself which is 
the limitation placed for next hop node. Thus cluster 
formation phase is only implemented once in the lifetime of 
network. After the cluster formation phase, then we 
implement a cluster head election phase through a distributed 
algorithm implemented at the individual nodes in the 
network. This algorithm estimates a fitness function value for 
the node based on the leftover energy after the previous 
rounds of data transfer, its distance from sink and the sum of 
propagation distance from other member nodes to the 
candidate CH node within the cluster. Each node relays this 
value to its other cluster members and the node with largest 
valued fitness function is chosen as the cluster head for the 
cluster, thus presenting a dynamic CH selection process. The 
CHs then relay their election as CH to other member nodes 
as well as other CHs located nearby which are in the range of 
5SR from itself. Initially all the CHs are by-default the main 
cluster heads. Few amongst these cluster heads that satisfy 
the defined minimum spatial correlation factor of 0.1 with 
their neighboring cluster head and whose fitness value is 
lower than neighbor cluster head are labeled as secondary 
cluster head. Now, here all the cluster members that satisfy a 
minimum spatial correlation factor of 0.1 with its cluster head 
are made to sleep, thereby avoiding any redundant data as 
defined in the application requirement based on the tradeoff 
chosen between data accuracy and number of active sensing 
nodes transmitting their sensed data i.e. energy conservation. 
All the members of associated secondary cluster are also 
checked for the satisfaction of minimum spatial correlation 
factor with the associated main cluster head too and are either 
made dormant or live depending on the conditions prevalent. 
Immediately after the segregation of the cluster heads as 
main or secondary cluster heads, each of the main cluster 
head finds the next hop node (which is also a designated main 
cluster head) to chart out the route forward towards the sink. 
These next hop nodes are selected only if they satisfy the 
minimum and maximum propagation distance fixed for being 
eligible which is between 2SR and 5SR. All these 
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intermediate routing nodes performs the role of a repeater for 
other main cluster head’s relayed packets. In the absence of 
finding a suitable intermediate routing node, the cluster heads 
are programmed to directly send the message to the sink. 
Speaking of the data flow in the network, the secondary 
cluster heads will remove the redundant data received from 
its cluster members and forwards the aggregated data to the 
associated main cluster head for further transmission. The 
main cluster head also aggregates the data received from its 
cluster members and the associated secondary cluster heads 
and relays the aggregated data either to the sink directly or to 
the next hop cluster head node as estimated by the distributed 
algorithm running at the cluster head node itself. The sinks 
keeps a record of all the dead nodes or renders any node as 
dead if it does not receive any information from that node in 
the aggregated packet message relayed by its main cluster 
head in three consecutive rounds of data transfer. The sink is 
aware of the dead nodes and therefore has an estimate of the 
total number of packets to be received from the network. On 
receiving messages from all the active clusters or waiting for 
pre-specified buffer-time, it relays the start of next round to 
all nodes in the network. All the cluster heads on receiving 
the round-start message from the sink drops the data if any 
received by it and pending for further relay and starts initial 
phase of estimating the fitness function value for the next 
round under consideration, further followed up by the 
subsequent stages as defined in the implementing distributed 
algorithm at the node. The entire implementation is simulated 
using MATLAB@2016a wherein the cluster formation is 
carried out for various values of Spatial correlation factor 
ranging from 0.1 to 1 (one). Here we have chosen five values 
of spatial correlation factor i.e. 0.1, 0.2, 0.3, 0.5 and 0.7 for 
simulation purpose and studied the effect of the variation in 
spatial correlation coefficient on the network lifetime and 
throughput in our proposed approach along with the 
comparison of each results (specific values of correlation 
coefficient) with standard Algorithm namely LEACH and its 
recent variant called Enhanced LEACH.  
 
6 ALGORITHM 
 

The proposed scheme is implemented using a 
combination of centralized algorithm run at the sink and a 
distributed algorithm run at each node. The centralized 
algorithm is taken from paper [28, 29] that facilitates the 
cluster formation at the sink side and then relaying the cluster 
information to the sensor nodes in the wireless sensor 
network area. The distributed algorithm accomplishes three 
tasks namely the cluster head selection and designating them 
as main cluster head or secondary cluster head followed by 
the next hop node estimation and finally the data transfer 
phase from the sensing node to the sink. The centralized 
cluster forming algorithm is shown in the flowchart in Fig. 2:  

The cluster formation process is followed by the 
distributed algorithm that accomplishes the three tasks 
mentioned earlier namely the cluster head selection and 
designating them as main cluster head or secondary cluster 
head followed by the next hop node estimation and finally 
the data transfer phase. The distributed algorithm 

implemented at the node level is depicted in the flow chart 
given in Fig. 3. The fitness-function (ff) value is expressed 
using the following expression [28, 29]: 
 

a LOE b 2

LOE 2

1

1

W N W
SPDff

N
SPD

  × +     =
  +     

                                    (11) 

 
where ff represents fitness-function value for the node 
supporting its candidature for the role of CH, LOE represents 
its left-over energy (residual energy) after the previous 
round, Wa and Wb are the proportional weights expressed as: 
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                       (12) 

 

 
Figure 2 Flow-Chart for Centralized Algorithm 1 [29] 

 
Here DNS represents distance between the node and sink, 

SPD represents sum of propagation distance. SPD is the total 
propagation distance encountered in a cluster owing to the 
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Figure 3 Flow-Chart for Algorithm 2 

relay of messages from the cluster member to the candidate 
cluster head in the cluster for the round under consideration. 
Wa and Wb are dynamic proportional weights used to estimate 
the fitness function of the candidate node for cluster head 
election taking into consideration both the LOE of the node 
and the expendable energy in the cluster by the member 
nodes for intra-cluster communication (which should be 
minimum) proportionately. If SPD is maximum, that means 
more energy needs to be expended cumulatively by the 
cluster members and if SPD is minimum less energy needs to 
be expended cumulatively by the cluster members. Hence, 
ideally when SPD is lower, ff value should be higher and 
when SPD is higher, ff value should be lower which is 
satisfied by Eq. (10). Using the fitness function value, the 
distributed algorithm enables the selection of main cluster 
heads, secondary cluster heads and the further routing paths 
for the round under consideration. Each cluster head 
maintains a TDMA schedule for each of its cluster members 
for message transfers. The first period of each round is solely 
dedicated for cluster members to relay their data to their 
cluster heads. The second period is for secondary cluster 
heads to relay their data to the main cluster heads using a 
TDMA schedule dictated by its main cluster head. The third 
period is for the movement of aggregated data from the main 
cluster heads to their first forward routing node. A TDMA 
Schedule is also maintained by the forward (towards sink) 
main cluster head for all its neighboring back main cluster 
head (which are further away from the sink) that are in the 
range of 5SR. The third period is repeated till sink signals the 
end of round. Thus, using the defined TDMA schedules the 
data flow is simulated from the sensing nodes to the sink 
through various intermediary routing nodes. The sink 
receives the forwarded messages from various clusters and 
regularly checks for the reception of messages from all the 
active clusters. If the sink has received the aggregated data 
message from all the active clusters, it signals the end of 
round otherwise it waits for a specific period of time which 
is more than sufficient for the message from the farthest 
cluster to reach the sink before it signals the end of round to 
all the cluster members. 
 
7 RESULT  

 
In the simulation, we have enforced the above parameter 

values as specified in Tab. 1. We have implemented the 
simulation with varying degrees of correlation value chosen 
for clustering. Here the correlation value is varied between 0 
and 100 percent and typically for our simulation we have 
selected a correlation value of 0.7, 0.5, 0.3, 0.2, and 0.1 (i.e. 
70%, 50%, 30%, 20% and 10%) as the sample correlation 
values for which we have implemented our multi-hop routing 
algorithm. Under each correlation value, we have three 
instances of simulation with a minimum node energy 
parameter value set to each node at 10Emin, 500Emin, 
1000Emin respectively to support multi-hop routing of data. 
Here Emin is taken as 0.0002 Joules and hence 10Emin, 500Emin 
and 1000Emin which corresponds to a minimum nodal 
residual energy of 0.002 Joules, 0.1 Joules and 0.2 Joules 
respectively set for each node to participate in multi-hop 



 P. S. Sreedharan*, D. J. Pete: Spatial Correlation Based Clustering with Node Energy Based Multi-Hop Routing Scheme for Wireless Sensor Networks 

30                                                                                                                                                                                                            TECHNICAL JOURNAL 15, 1(2021), 25-36 

routing during each of the three instances of simulation 
respectively. The results for the various instances of 
simulations are represented below graphically. The results 
are expressed in terms of network energy utilization, 
throughput for the various algorithms under consideration 
and the network life-time reflected for all the algorithms 
under study. The network life-time is assumed to be the 
round of data transfer supported by the respective algorithm 
till the death of 70% of the sensing nodes present in the 
network. And the maximum throughput of the networks is 
taken as the total number of message packets arriving at the 
sink during the life-time of network. For the purpose of 
comparison in regards with the network energy consumption, 
we have taken the reference of LEACH and Enhanced-
LEACH algorithm’s network lifetime and it is observed that 
the network energy is depleted in case of LEACH and 
enhanced-LEACH before data transfer round number 1500. 
The simulation results encompasses the results for the 
standard algorithm LEACH, its advanced version Enhanced-
LEACH and three instances of our proposed algorithm with 
varying values of correlation fixed for Spatial correlation 
based clustering. 
 

 Table 1 Parameters taken for simulation (@MATLAB 2016a) 
No Design Para-meters Value/ Symbol 
1 Total Sensor Nodes 1000 
2 WSN Area 200×200 m2 
3 Initial energy of all sensor nodes 0.5 J 
4 Sensing Range (SR) of Node: 5 m 

5 Free-Space factor for propagation distance 
less than cross-over distance d0  (d < d0) 

10 nJ/bit/m2 

6 Multi path factor for longer distance (d > d0) 0.0013 pJ/bit/m4 

7 Energy required for reception & transmission 
of signals by Electronics involved 50 nJ/bit 

8 Energy expended for data aggregation 5 nJ/bit 
9 No of bits per message packet 4000 bits 
 

The simulation for a correlation value of σ = 0.7 is 
depicted below with the three instances for the three 
minimum nodal energy parameter value set in our proposed 
algorithm. The graphical results of the three instances of 
simulation for our proposed algorithm  with the set parameter 
values along with the simulation results for existing standard 
LEACH and Enhanced LEACH protocol is given below in 
Fig. 4(a), Fig. 4(b) and Fig. 4(c).  

Fig. 4(a) represents the Network’s energy utilization 
curve with respect to the rounds of data transfer rounds 
supported by the network for standard algorithms LEACH 
and Enhanced-LEACH in comparison to the three instances 
of our proposed algorithm with  σ = 0.7. 

Fig. 4(b) represents the Network’s throughput curve with 
respect to the rounds of data transfer supported for all the 
existing protocols and instances of our proposed algorithm 
with σ = 0.7 while Fig. 4(c) represents the comparative 
network lifetime with respect to the rounds of data transfer 
supported for all the existing protocols and instances of our 
proposed algorithm with σ = 0.7. 

Similarly, we have implemented the simulation for 
varying values of correlation and the graphical results for the 
same are presented below. For correlation value of σ = 0.5, 
we have the following results. 

 
Figure 4(a) Network Energy Utilization for LEACH, Enhanced LEACH and three 

instances of our proposed Algorithm (σ = 0.7) 
 

Figure 4(b) Network’s Throughput curve for LEACH, Enhanced LEACH and three 
instances of our proposed Algorithm (σ = 0.7) 

 

Figure 4(c) Network Lifetime for LEACH, Enhanced LEACH and three instances of 
our proposed Algorithm (σ = 0.7) 

 
Fig. 5(a) represents the Network’s energy utilization 

curve with respect to the rounds of data transfer rounds 
supported by the network for standard algorithms LEACH 
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and Enhanced-LEACH in comparison to the three instances 
of our proposed algorithm with  σ = 0.5.  
 

 
Figure 5(a) Network Energy Utilization for LEACH, Enhanced LEACH and three 

instances of our proposed Algorithm (σ = 0.5) 
 

Figure 5(b) Network’s Throughput curve for LEACH, Enhanced LEACH and three 
instances of our proposed Algorithm (σ = 0.5) 

 

Figure 5(c) Network Lifetime for LEACH, Enhanced LEACH and three instances of 
our proposed Algorithm (σ = 0.5) 

 

Figure 6(a) Network Energy Utilization for LEACH, Enhanced LEACH and three 
instances of our proposed Algorithm (σ = 0.3) 

 

Figure 6(b) Network’s Throughput curve for LEACH, Enhanced LEACH and three 
instances of our proposed Algorithm (σ = 0.3) 

 

Figure 6(c) Network Lifetime for LEACH, Enhanced LEACH and three instances of 
our proposed Algorithm (σ = 0.3) 

 
Fig. 5(b) represents the Network’s throughput curve with 

respect to the rounds of data transfer supported for all the 
existing protocols and instances of our proposed algorithm 
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with σ = 0.5 while Fig. 5(c) represents the comparative 
network lifetime with respect to the rounds of data transfer 
supported for all the existing protocols and instances of our 
proposed algorithm with σ = 0.5. 

For correlation value of σ = 0.3, we have the following 
results: 

Fig. 6(a) represents the Network’s energy utilization 
curve with respect to the rounds of data transfer rounds 
supported by the network for standard algorithms LEACH 
and Enhanced-LEACH in comparison to the three instances 
of our proposed algorithm with  σ = 0.3.  

Fig. 6(b) represents the Network’s throughput curve with 
respect to the rounds of data transfer supported for all the 
existing protocols and instances of our proposed algorithm 
with σ = 0.3 while Fig. 6(c) represents the comparative 
network lifetime with respect to the rounds of data transfer 
supported for all the existing protocols and instances of our 
proposed algorithm with σ = 0.3. 

 

Figure 7(a) Network Energy Utilization for LEACH, Enhanced LEACH and three 
instances of our proposed Algorithm (σ = 0.2) 

 

Figure 7(b) Network’s Throughput curve for LEACH, Enhanced LEACH and three 
instances of our proposed Algorithm (σ = 0.2) 

 
For correlation value of σ = 0.2, we have the following 

results: 
Fig. 7(a) represents the Network’s energy utilization 

curve with respect to the rounds of data transfer rounds 
supported by the network for standard algorithms LEACH 
and Enhanced-LEACH in comparison to the three instances 
of our proposed algorithm with  σ = 0.2. 

Fig. 7(b) represents the Network’s throughput curve with 
respect to the rounds of data transfer supported for all the 
existing protocols and instances of our proposed algorithm 
with σ = 0.2 while Fig. 7(c) represents the comparative 
network lifetime with respect to the rounds of data transfer 
supported for all the existing protocols and instances of our 
proposed algorithm with σ = 0.2. 

 

Figure 7(c) Network Lifetime for LEACH, Enhanced LEACH and three instances of 
our proposed Algorithm (σ = 0.2) 

 
For correlation value of σ = 0.1, we have the following 

results: 
Fig. 8(a) represents the Network’s energy utilization 

curve with respect to the rounds of data transfer rounds 
supported by the network for standard algorithms LEACH 
and Enhanced-LEACH in comparison to the three instances 
of our proposed algorithm with  σ = 0.1. 
 

Figure 8(a) Network Energy Utilization for LEACH, Enhanced LEACH and three 
instances of our proposed Algorithm (σ = 0.1) 

 
Fig. 8(b) represents the Network’s throughput curve with 

respect to the rounds of data transfer supported for all the 
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existing protocols and instances of our proposed algorithm 
with σ = 0.1 while Fig. 8(c) represents the comparative 
network lifetime with respect to the rounds of data transfer 
supported for all the existing protocols and instances of our 
proposed algorithm with σ = 0.1. 

 

Figure 8(b) Network’s Throughput curve for LEACH, Enhanced LEACH and three 
instances of our proposed Algorithm (σ = 0.1) 

 
The above graphical results are represented in tabular 

form in Tab. 2 and Tab. 3. Tab. 2 represents the output values 
corresponding to the results obtained during the simulation 
of existing algorithms standard LEACH and Enhanced-
LEACH. Tab. 3 on the other hand represents the various 
output values of the various instances during the simulation 
of our proposed algorithm with σ = 0.7, 0.5, 0.3, 0.2 and 0.1. 
 

Figure 8(c) Network Lifetime for LEACH, Enhanced LEACH and three instances of 
our proposed Algorithm (σ = 0.1) 

 
Table 2 Parameters observed during simulation of LEACH, ENHANCED LEACH 

algorithms 

Parameters/ Algorithms 
1000-Sensor Nodes in 

200×200 m2 
LEACH E-LEACH 

Clusters formed Roundwise between: 1 to 128 1 to 134 
1st Node Death (ND) Round 845 160 
10% ND Round 1011 546 
20% ND Round 1065 750 
50% ND Round 1152 1091 
70% ND Round (LifeTime) 1198 1252 
Throughput 112795 100009 
Balance Network Energy after 1500 rounds 0 0 

 
 

Table 3 σ and corresponding results for 1000 Nodes spread in a WSN Area of 200×200 m2  
σ 0.7 0.5 0.3 0.2 0.1 

Emin Set for 
Forwarding 

Agent 

Emin = 
0.002 J 

Emin = 
0.1 J 

Emin = 
0.2 J 

Emin = 
0.002 J 

Emin = 
0.1 J 

Emin = 
0.2 J 

Emin = 
0.002 J 

Emin = 
0.1 J 

Emin = 
0.2 J 

Emin = 
0.002 J 

Emin = 
0.1 J 

Emin = 
0.2 J 

Emin = 
0.002 J 

Emin = 
0.1 J 

Emin = 
0.2 J 

No of 
Clusters 
present 

953 953 953 847 847 847 634 634 634 522 522 522 374 374 374 

1st  ND 
Round 9 68 74 9 74 74 21 64 74 27 93 93 23 175 465 

10% ND 
Round 126 212 293 139 256 331 161 332 445 197 466 590 237 659 917 

20% ND 
Round 205 311 399 217 354 439 269 466 596 321 627 798 404 810 1077 

50% ND 
Round 457 524 582 484 576 656 595 803 941 671 948 1113 885 1205 1348 

70% ND 
Round   674 670 740 750 737 816 952 1050 1205 1130 1241 1395 1454 1493 1621 

Throughput  
(K) 175.48 191.02 194.92 187.30 202.94 207.06 211.74 248.28 260.44 231.42 278.97 287.72 257.82 305.42 308.29 

Balance  
Energy 

0 J 0 J 1.04 J 0 J 0 J 2.79 J 13.1 J 5.36 J 9.24 J 33.4 J 23.7 J 18.1 J 74.5 J 47.1 J 40.5 J 
Balance Energy in the network after 1500 rounds of data transfer in each of the algorithms considered 

The step-wise analysis of the above results is given 
below:  

Here we have taken the life-time of networks as the time 
or the round till the number of active sensor nodes in the 
network falls below 30% of the actual nodes present at the 
beginning. In other words, it is the time or round till which 

the number of dead nodes touches or surpasses 70% of the 
total number of nodes present in the network.  
 
7.1 Observation-1  

 
From Tab. 2, it is clear that standard LEACH protocol 

supports 1198 rounds of data transfer with a throughput of 



 P. S. Sreedharan*, D. J. Pete: Spatial Correlation Based Clustering with Node Energy Based Multi-Hop Routing Scheme for Wireless Sensor Networks 

34                                                                                                                                                                                                            TECHNICAL JOURNAL 15, 1(2021), 25-36 

1,12,795 packets while Enhanced-LEACH supports 1252 
rounds of data transfer with a throughput of 1,00,009. Thus 
we observe that Enhanced-LEACH gives a better network 
lifetime in comparison to Standard LEACH protocol but its 
throughput is reduced in comparison to Enhanced-LEACH 
protocol.   
 
7.2 Observation-2  
 

From Tab. 3, it is observed that for σ = 0.7 and σ = 0.5, 
our algorithm is not at all competitive with either LEACH or 
Standard LEACH is concerned as far as network-lifetime is 
concerned. But as you decrease the value of σ to 0.2 and 0.1, 
we observe that when we increase the minimum residual 
energy required for all the sensor nodes to participate in the 
data routing process as a forwarding agent, there is a 
measurable improvement in the network lifetime which is 
better than that observed with standard LEACH and 
Enhanced LEACH. For the simulation of our proposed 
algorithm with σ = 0.2 and the minimum node residual 
energy of 0.1 J, the network lifetime observed is 1241 almost 
equal to that observed in LEACH with 1252 rounds of data 
transfer. But when minimum node residual energy (Emin) is 
fixed at 0.2 J, the network lifetime in our proposed algorithm 
increases drastically to 1395 rounds of data transfer.  

Similarly the simulation of our algorithm with σ = 0.1 
with various values of minimum residual energy set for each 
node to be allowed to participate in the data routing process 
shows much better network lifetime than that observed with 
LEACH and Enhanced LEACH simulation. The network 
lifetime for our proposed algorithm with σ = 0.1 and a 
minimum data-routing-participating residual energy for 
nodes set at 0.002 J, 0.1 J and 0.2 J is at 1454, 1493 and 1621 
respectively which reflects a drastic improvement over the 
measurements seen in LEACH and Enhanced LEACH.  
 
7.3 Observation-3  
 

As far as throughput measurements are concerned, it is 
reflected from Tab. 2 and Tab. 3 that throughput in our 
proposed algorithm increases from 1,75,487 packets to a  
maximum of 3,08,290 packets for correlation value of σ = 0.7  
to σ = 0.1 which are comparatively much higher values than 
that observed with the simulation of LEACH and Enhanced 
LEACH each with a throughput value of 1,12,795 and 
1,00,009 respectively.  
 
7.4 Observation-4  
 

As far as the energy utility parameter is concerned, it is 
seen from the graphs in Fig. 4(a) and Fig. 5(a) that for σ = 0.7 
and σ = 0.5, energy consumption in LEACH and Enhanced 
LEACH is better than all the instances of proposed 
Algorithm. It is observed that the energy in the network is 
exhausted before round number 750 in all instances of 
simulation using our proposed algorithm with σ = 0.7 and σ 
= 0.5 which is approximately half the Network-Lifetime 
observed in LEACH and Enhanced LEACH. 

But as the value of σ is further decreased, we observe a 

gradual improvement in Network Lifetime using our 
proposed algorithm over LEACH and Enhanced LEACH. It 
is observed that for σ = 0.3, 0.2 and 0.1 even after round 
number 1500, which is taken as a reference, there is network 
energy balance in the network and the amount of network 
energy balance in the network increases as the value of σ 
decreases from 0.3 to 0.1, thereby increasing the network-
lifetime. 

For σ = 0.2 and σ = 0.1, we observe the best performance 
for our proposed algorithm with reference to the performance 
of LEACH and Enhanced LEACH, wherein even after 1500 
rounds of data transfer, there is a network energy balance 
ranging from 18 J to 74 J respectively for the various 
instances considered for σ. This improvement in network 
energy consumption is reflected in the enhanced lifetime of 
the network using our proposed algorithm having σ = 0.1 
with a network lifetime of 1454 rounds, 1493 rounds, 1621 
rounds for the three instances of our algorithm defined by 
Emin = 0.002, 0.1 and 0.2 respectively which is much higher 
than the network lifetime seen in LEACH and Enhanced 
LEACH. Similarly for σ = 0.2, the improvement in network 
energy consumption is seen from the observed data 
represented in Tab. 2 and Tab. 3. In this case of our proposed 
algorithm  we arrive at a network lifetime of 1130 rounds, 
1241 rounds, 1395 rounds associated with the three instances 
of our algorithm defined by Emin = 0.002, 0.1 and 0.2 
respectively. Thus the observed lifetime in this case with Emin 
= 0.2 shows drastic improvement over LEACH and 
Enhanced LEACH.  
 
8 CONCLUSION 
  

From the above findings presented in section 7, we come 
to the following conclusions:  

For σ = 0.7 and 0.5, the results achieved are inferior to 
standard LEACH and Enhanced LEACH algorithms as far as 
network lifetime is concerned. But throughput is better using 
our proposed algorithm which is greater than LEACH and 
Enhanced LEACH by about 1.2 to 1.4 times. 

But as we decrease the value of σ to 0.3, we see 
throughput increases from 1.8 to 2.3 times the throughput 
observed using LEACH and Enhanced LEACH. But the 
network Lifetime lags behind LEACH and Enhanced 
LEACH very narrowly. 

Further as we decrease the value of σ to 0.2, we can 
conclude from the findings and results that the throughput is 
enhanced to around 2.05 to 2.5 times the throughput observed 
in LEACH and Enhanced LEACH. As far as the network 
lifetime is concerned, the lifetime is almost comparable to 
that achieved in Enhanced LEACH in case of second instance 
(Emin = 0.1 J) of our Proposed Algorithm. Similarly for the 
third instance (Emin = 0.2 J) of our proposed algorithm, the 
network lifetime surpasses the lifetime as seen with 
Enhanced LEACH by around 150 rounds. 

Lastly when the value of σ is decreased to 0.1, from the 
findings and results of the previous section we can conclude 
that the throughput using our proposed algorithm is enhanced 
to around 2.28 to 2.73 times the throughput available with 
LEACH and Enhanced LEACH. And as far as the network 
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lifetime is concerned, our proposed algorithm gives a better 
network lifetime which shows a rise of around 200 to 350 
additional  rounds of data transfer in comparison to standard 
algorithms LEACH and Enhanced LEACH which converges 
to better energy utilization in our proposed algorithm.  
 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
Foundation, January 9-10, 2021. The paper will not be 
published anywhere else. 
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Bidirectional ConvLSTMXNet for Brain Tumor Segmentation of MR Images  
 

M. Ravikumar*, B. J. Shivaprasad 
 

Abstract: In recent years, deep learning based networks have achieved good performance in brain tumour segmentation of MR Image. Among the existing networks, U-Net has 
been successfully applied. In this paper, it is propose deep-learning based Bidirectional Convolutional LSTM XNet (BConvLSTMXNet) for segmentation of brain tumor and using 
GoogLeNet classify tumor & non-tumor. Evaluated on BRATS-2019 data-set and the results are obtained for classification of tumor and non-tumor with Accuracy: 0.91, Precision: 
0.95, Recall: 1.00 & F1-Score: 0.92. Similarly for segmentation of brain tumor obtained Accuracy: 0.99, Specificity: 0.98, Sensitivity: 0.91, Precision: 0.91 & F1-Score: 0.88. 
 
Keywords: ConvLSTM; GoogLeNet; Linear Transformation (LT); Notch Filter; X-Net 
 
 
1 INTRODUCTION 
 
 The brain controls and co-ordinate many important body 
functions. Normal cells generate, grow and die, abnormal 
cells grow when the body doesn’t require them is known as 
cancer. A brain tumor occurs when abnormal cells produce 
within any part of the brain. There are two main types of 
tumors namely, malignant and benign tumors. Benign brain 
tumors are non-cancerous, malignant tumors are cancerous. 
Metastatic brain tumors occur when cancer located in another 
organ of the body spreads to the brain, 40% of all cancers 
spread to the brain and central nervous system, up to half of 
metastatic brain tumors are from lung cancer. Among 10,000 
populations 5 to 10 people affected Central Nervous System 
(CNS) tumors in India [1]. 

Basically, the brain regions diagnosed/scanned by CT, 
X-ray, Ultrasound, PET and MRI. MRI is preferred over 
other imaging modalities because not harm and malaco tissue 
contrast in the brain [2, 3]. MRI produces different types of 
sequenced contrast images, which allow MRI extraction of 
valuable information of tumor and sub-regions, the deferent 
pulse sequences like, T1, T2, T1C and FLAIR. These 
sequenced images are diagnosed slice by slice manually is a 
laborious and time consuming process for 
radiologists/doctors. This manual burden process can be 
replaced by automatic enhancement, segmentation and 
classification with the use of computer-vision technique. To 
boost the visual appearance of an image, segment the Region 
of Interest (ROI) and classify them into the given class. 
Image processing is widely used. 

In the present study, we present a techniques for 
enhancement, classification and segmentation of tumor from 
MR images using Notch filter & Linear Transformation (LT), 
GoogLeNet and Bidirectional Convolutional Long Short 
Term Memory (LSTM) X-Net (BConvLSTMX-Net). 
Classified and segmentation results are compared with other 
methods (AlexNet, VGG-16 & GoogLeNet) and (Seg-Net, 
UNet & XNet) respectively. 

The remaining contents of the paper are arranged as 
follows: Section 2 gives the brief review of literature. In 
Section 3 discuss the present study. Section 4 shows 
comparative analysis, finally, in Section 5 interpret the 

present and future scope of the work. 
 
2 STATE OF THE ART WORK 
 

 A brief review of literature on the topic of enhancement, 
segmentation and classification of MR brain tumor image is 
discussed below.  

To enhance the contrast of MRI brain images, deferent 
spatial domain techniques were proposed like Histogram 
Equalization (HE) [4, 5, 7, 9, 10], Adaptive Histogram 
Equalization (AHE) [4, 5], Contrast Limited Adaptive 
Histogram Equalization (CLAHE) [4, 7], LHE [4], BBHE [5, 
10], MMBEBHE [5, 6], BPDHE [5, 6, 8], RMSHE [6], 
BPDHE [6], DSIHE [6], BPDFHE [7], Deferent Techniques 
like GHE [8], Modified BHE, Brightness preserving BHE 
(BBHE) [10], Fuzzy logic based Adaptive Histogram 
Equalization (AHE) [5], Multi Scale Retinex (MSR) [9] and 
Non-sub sampled Contour-let Transform (NSCT)-FU 
[9].Different frequency based domain methods were 
proposed to enhance MRI brain images. Methods are Gabor 
Filter [13], Gaussian Filter [13, 23, 30, 29], salt and pepper-
noise [13, 23], Median Filter [16, 17, 18, 20, 22, 25, 26, 30], 
An-isotropic Diffusion Filter[15, 17], Linear Filter [29], 
Wiener Filter [33], Discrete Wavelet Transform (DWT) [14, 
15, 18, 21, 23, 27, 30] and Dynamic Stochastic Resonance 
(DSR) [17, 27, 29]. 

Before the revolution of deep learning, traditional 
semantic segmentation and handcrafted feature based 
classification methods were used. From the last decades 
deep-learning based approaches outstanding improvement in 
enhancement, segmentation and classification of images, 
they are CNN, RNN, FCN and GCN. Different CNN 
techniques were used for segmenting the brain of tumors like 
SegNet [34, 35], U-Net [35, 36, 37] and X-Net [38]. 
Similarly, AlexNet [39, 40], VGG-16 [39, 40] and 
GoogLeNet [39, 40] techniques are used to perform 
classification brain tumor. 

From the related work, it is observed that most of the 
work done on enhancement, segmentation and classification 
of brain tumor from MR Images, still there is much scope for 
improvement. In this paper, Bidirectional Convolutional 
Long Short Term Memory (LSTM) X-Net (BConvLSTMX-
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Net) is proposed as an extension of X-Net, The proposed 
method performs better than the existing methods. 
 
3 PROPOSED METHOD 
 

Here, the study focused on classification of tumor & non-
tumor and also segmenting the brain tumor. The flow of the 
present methods is shown in Fig. 1 and deferent stages are 
described below. 

 

 
Figure 1 Flow of present method. 

 
3.1 Prepossessing 
 

Initially, we take BRATS-2019 brain images, to improve 
quality of the image, Notch & LT methods are applied. We 
tried a different inner & inter class combination of spatial, 
frequency and fuzzy logic methods, in that Notch & LT 
method gives good qualitative results. 
 
3.2 Data Augmentation 
 

Since the data-set considered for experimentation is very 
small i.e., only 284 images, therefore, we artificially augment 
the training images to create larger data-set to avoid over-
fitting. Generally augmented images are obtained by using 
the geometrical operations like translations, rotation, shear 
and cropping. 

 
3.3 Classification 
 

For classification of tumor and non-tumor, we used 
predefined CNN based 22 layered GoogLeNet, The number 
of variables is small compared to Alex-Net & VGG-Net. The 
architecture of the Inception layer is given in Fig. 2. 

 

 
Figure 2 Architecture of the Inception Layer. 

 
3.4 Segmentation 
 

The BConvLSTMXNet method is proposed for 
segmentation of brain tumor, it is inspired by BConvLSTM 
[32] and X-Net [33] methods. The different stages of 
segmentation are discussed below and architecture is shown 
in Fig. 3. 

 

 
Figure 3 X-Net with BConvLSTM architecture 

 
3.4.1 Encoding Path  
 

The encoding path incorporates a sequence of steps. 
Each move consists, two convolutional 3×3 filters used for 
feature extraction along with 2×2 max-pooling function for 
down-sampling the input image and the activation function 
i.e, ReLU. Breaking up the down-sampling into multiple 
stages, features are doubled at each polling stage. The final 
encoded foot-path makes a big size with information. 
 
3.4.2 Decoding Path  
 

After feature extraction from the encoded path, decoded 
step to perform up-sample to make segmented mask-of equal 
size to the input image. Decoded step to perform an up-
sample to make a segmented mask of equal size to the input 
image. In XNet, the encoded steps feature maps are 
duplicated to decoded steps. The extracted features are map-
ed to concatenate with BConLSTM, and we used two 
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encoder-decoder modules in succession. Compared to other 
networks we avoid larger serial down-sampling of the input, 
due to the small data-sets. Number of down-sampling in 
series can determine accurate boundary level on details and 
also avoid reducing image resolution. 
 
3.4.3 Training and Optimization  
 

An augmented data is trained, so increase the number of 
samples and lower the over-fitting. Soft dice metric is used 
as cost function and Adam optimization is used to minimize 
the cost function. Stochastic gradient based Adam 
optimization with learning rate 0.0001 [30, 31] is initialized. 

The ground truth masks used for training and optimize 
by using cross-entropy loss. 

 

1
( , ) ( , )log ( )

q

p
L N m R m p t Q p || N

=
= − =∑                           (1) 

 
where, N is input pixel, m is the output, t(Q = p || N) is 
probability, p given as input and R(m, p) is in Eq. (2). 
 

0 if( , )
1 if

m pR m p
m p

 ≠
=  

= 
                                                    (2) 

 
Without augmented data testing process is performed. 

The next section, experimentation and results are described. 
 
4 RESULTS AND DISCUSSIONS 
 

Here we give the detailed experimented discussion. 
 
4.1 Result  
 

For the purpose of experimentation, we have used 284 
MRI brain images collected from BRATS-2019 repository to 
enhance, segment and classify brain images. Notch & LT 
methods are used to enhance brain image, GoogLeNet & 
BConvLSTM X-Net based deep convolutional networks are 
used for classification & segmentation of brain tumor. Result 
shows in Fig. 4 and Fig. 5. 
 

 
Figure 4 Classification of tumor and non-tumor results (a) Represents tumor and 

(b) Represents non-tumor. 
 

 
Figure 5 Segmentation of tumor results. Column, (a) Original image, (b) Ground 

truth and (c) Segmented tumor. 
 
4.2 Discussion 
 

To select the best segmentation and classification 
method quantitative analysis parameters are used, they are 
Accuracy, Specificity, Sensitivity, Precision, F1-Score and 
area under the curve (AUC). Tab. 1 and Tab. 2 gives the 
different quantitative measure results. 

From Tab. 1 and Tab. 2, observed that the presented 
work obtained good quantitative measure result. In Fig. 4, 
shows the segmented result. In Fig. 5, the first column is 
tumor image, the second one is non-tumor images. 
Classification of tumor & non-tumor training loss and 
accuracy is shown in Fig. 6, the ROC is shown in Fig. 7 and 
segmentation Accuracy & Loss is shown in Fig. 8. 
 

Table 1 Performance comparison methods for classification 
Methods Accuracy Precision Recall F1-Score 
AlexNet 0.81 0.85 1.00 0.92 
VGG-16 0.46 0.86 1.00 0.93 

GoogLeNet 0.91 0.95 1.00 0.92 
 

Table 2 Performance comparison methods for Segmentation 
Methods Accuracy Specificity Sensitivity Precision F1-Score 
SegNet 0.92 0.70 0.91 0.86 0.89 
U-Net 0.95 0.83 0.95 0.93 0.79 
X-Net 0.97 0.94 0.87 0.83 0.88 

Proposed 0.99 0.98 0.91 0.91 0.88 
 



M. Ravikumar, B. J. Shivaprasad: Bidirectional ConvLSTMXNet for Brain Tumor Segmentation of MR Images 

40                                                                                                                                                                                   TECHNICAL JOURNAL 15, 1(2021), 37-42 

    
Figure 6 Accuracy and Loss for classification using GoogLeNet 

 

   
Figure 7 ROC diagrams of the present work for segmentation 

 

    
Figure 8 Accuracy and Loss diagrams for the proposed method 
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5 CONCLUSION 
 

In this paper, proposed a deep-learning based 
Bidirectional Convolutional LSTM XNet 
(BConvLSTMXNet) for segmentation of brain tumor and 
using GoogLeNet classify tumor non-tumor. Evaluated On 
BRATS-2019 data-set and the results are obtained for 
classifica-tion of tumor and non tumor with Accuracy: 0.91, 
Precision: 0.95, Recall: 1.00 & F1-Score: 0.92. Similarly for 
segmentation of brain tumor obtained Accuracy: 0.99, 
Specificity: 0.98, Sensitivity: 0.91, Precision: 0.91 & 
F1Score: 0.88. Further we plan to extend our work towards 
the segmentation of core (major affected area), enhanced 
region. 
 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
Foundation, January 9-10, 2021. The paper will not be 
published anywhere else. 
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Trust Management Approach for Detection of Malicious Devices in SIoT 
 

Priyanka Hankare*, Sachin Babar, Parikshit Mahalle 
 

Abstract: Internet of Things (IoT) is an innovative era of interrelated devices to provide services to other devices or users. In Social Internet of Thing (SIoT), social networking 
aspect is used for building relationships between devices. For providing or utilizing services, devices need to trust each other in complex and heterogeneous environments. 
Separating benign and malicious devices in SIoT is a prime security objective. In literature, several works proposed trust computation models based on trust features. But these 
models fail to identify malicious devices. This paper focuses on detection of malicious devices. In this paper, basic fundamentals, properties, models and attacks of trust in SIoT 
are discussed. Up-to-date research distributions on trust management and trust attacks are reviewed and idea of Trust Management using Machine Learning Algorithm (TM-MLA) 
is proposed for identification of malicious devices. 
 
Keywords: IoT; SIoT; Trust Attacks; Trust Management; Trust properties 
 
 
1 INTRODUCTION 
 

IoT comprises of large number of devices with ability to 
sense, gather and produce information from the world around 
us. The devices interact with one another to deliver wide 
range of smart services that are utilized by users, 
manufacturers, and other devices to carry out daily activities 
[1]. IoT has applicability in many domains like healthcare, 
smart home and workplaces, intelligent transportation 
systems, environment monitoring etc. Each device in IoT 
plays the role of service provider, service requestor, or both. 
To establish trusted relationships between devices, social 
networking aspect is used in IoT and this paradigm is called 
as SIoT. SIoT comprises of various devices/things to gather 
data, offer services, provide recommendations, make 
verdicts, and take actions. It has an imperative impact to 
refresh new advancements of medical services, medical 
robotics and medical embedded sensor [2]. SIoT also used in 
crowd-sensing applications [3], coastal management system 
[4].  

In SIoT, the social networking of device owners is used 
to establish trustworthy social relationship among devices. 
There are different SIoT relationships among devices. They 
are: 
1. Parental object relationship (POR) exists if devices are 

owned by the same manufacturer. 
2. Co-location object relationship (CLOR) set up among 

devices if devices are present in a same location. 
3. Co-work object relationship (C-WOR) built up between 

devices working collectively to give a common IoT 
application. 

4. Ownership object relationship (OOR) set up if devices 
(laptops, smart phones, printers etc.) belong to the same 
owner.  

5. Social object relationship (SOR) exists if devices owners 
get in touch with one another occasionally or frequently 
(e.g., devices owned by friends, classmates, colleagues). 

 
Trust performs a key role in IoT. For example, IoT 

enables real-time alerting, tracking, and monitoring about 
patient’s conditions to doctors. But if the information is not 

notified on time to doctor by IoT devices, it will be 
dangerous. So, it is essential to find trustworthiness of device 
in a network. Security and secrecy are the fundamental 
encounters in the IoT network. Misbehaving devices may 
carry out trust attacks based on misuse of trust. In order to 
fulfil SIoT full deployment the following trust management 
criterion must be discussed:  
1. Identity: Identity management handles authentication as 

well asauthorization. Each device in SIoT has a unique 
identity. The device hiding its real identity must be 
detected. Access to SIoT devices, routing information 
must be authorized.  

2. Availability: States that SIoT characteristics, SIoT 
entities, networks and services should be always up to 
date and work accurately even with failure or malicious 
attacks on system. 

3. Confidentiality: It avoids the illegal access to the data 
and preserves the authorized control on system.  

4. Integrity: Ensures that data and routing information have 
not been altered while transferring in a network. The 
trustee sticks to a bunch of ethics that enables the trustor 
to accept that the trustee is not malevolent. 

5. Data and Privacy: The large amount of data is 
exchanged, shared, processed in SIoT network. In this 
context, unauthorized access to information is possible. 
Privacy requirement ensures that identities of SIoT 
devices must be highly protected from illegal access.   

6. Trust: Trust could be well estimated in order to find 
appropriate trustee which can provide the best service for 
given task of a trustor. Trust management systems have 
to detect non-trustworthy behavior of device and 
separate untrusted devices from trusted one. 
 
To date there is a little work on SIoT. Existing methods 

fails to identify trustworthy and untrustworthy devices. 
Detecting untrustworthy device is tricky task. In this paper, 
Trust Management using Machine Learning Algorithm (TM-
MLA) is proposed to detect malicious device. Paper explores 
the evolutionary history of trust management for SIoT, 
examines the SIoT studies and come up with the challenges 
and idea of TM-MLA.  
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The paper is organized as follows: Section 2 and 3 
discussed research distributions which offer solutions to the 
trust management and trust attacks in SIoT respectively. 
Section 4 provides the holistic view on trust management in 
SIoT, trust model and trust attacks. Section 5 presents the 
challenges in SIoT. An idea of TM-MLA for detection of 
malicious devices is presented in Section 6. Evaluation and 
experimental setup are discussed in section 7. Lastly, Section 
8 concludes the paper. 
 
2 EXISTING RESEARCH IN IOT TRUST MANAGEMENT 

 
Chen et al. [6] proposed adaptive trust management 

protocol in a view of social relationships like using honesty, 
cooperativeness and community of interest. The protocol 
defends misbehaving attacks.  This protocol is not tested 
against multitude of dynamically changing atmosphere 
situations. Trust update depends on recommender node. 

Chen et al. [7] proposed an adaptive IoT trust protocol 
for SoA based IoT systems with adaptive filtering technique. 
This protocol includes SIoT constraints like scalability, 
storage and computational costs of devices. For assessing 
social similarity and filtering trust feedback based on social 
similarity, three social relationships, i.e., friendship, social 
contact, and community of interest are considered. This trust 
protocol is resilient to attacks such as SPA, BMA, BSA and 
OSA. However, this approach doesn’t consider QoS trust 
factor for trust composition.  

Truong N. B. et al. [8] proposed a trust prototype with 
three aspects that is Reputation, Recommendation, and 
Knowledge. This prototype finds the trustworthy devices by 
setting a trust channel between devices and improves the 
network performance. Only trustor’s preferences are taken 
into account for the calculation of trust score. But trustee’s 
factors like opinion, willingness, and capability are also 
important for trust calculation. This approach doesn’t put 
forward clarification to confirm the adaptability of the SIoT 
system.  

Ikarm Ud Din et al. [9] did investigation of trust 
managing practices for IoT. Contributions and limitations of 
these techniques are presented in a different perspective. This 
paper provides an overview of how different systems fit 
together without examining different standards to bring 
preferred functionalities. 

Juan Chen et al. [10] developed a trust architecture by 
taking into account the technique of Soft Defined Network 
(SDN) in IoT, and a cross-layer authorization protocol based 
on IoTrust. Behavior-based Reputation Evaluation Scheme 
for the device (BES) and an Organization Reputation 
Evaluation Scheme (ORES) are used for trust establishment. 
Hypothetical analysis signifies that the developed trust 
architecture can resilient to modification attack, replay 
attack, and message dropping attack. This architecture does 
not work well on heterogeneous devices. 

Xiao H et al. [11] proposed a trust model for SIoTon the 
basis of guarantor and reputation. Credit and reputation are 
the two parameters used by the model. Every device has its 
own reputation stored in it. If device provides accurate results 
then he is rewarded. If device is defective then he has to 
provide some rewards to other devices. This approach 
provides same trust value for all devices owned by same user. 

Storage, computing capacity of objects and energy 
consumption are the limitations of this model. 

Zhiting Lin et al. [12] built a trust model on 5 aspects: 1) 
mutuality of trustor and trustee; 2) inferential transfer of 
trust; 3) transitivity of trust; 4) trustworthiness update; and 5) 
trustworthiness affected by dynamic environment. 
Behavioral changes in devices, membership changes and the 
changes in working patterns are considered in this model.  

Upul Jayasinghe et al. [13] built a trust model classifier 
using SVM algorithm into two classes, trustworthy and 
untrustworthy.  For calculation of trust scores, knowledge, 
experience and reputation trust metrics are used. Event based 
trust update scheme is used. 

Anuoluwapo A. Adewuyi et al. [14] built a trust model, 
CTRUST for collaborative applications. Trust decay and 
belief functions are used in model for decaying the past trust 
values with time and guiding the acceptance of trust 
recommendations from another node respectively. The 
model assigns weights to the trust metrics as per their 
importance. However, the privacy aspects are not considered.  

Abdelghani et al. [15] presented a trust management 
system to detect the malicious devices, block and isolate 
them using supervised approach of machine learning 
algorithm. Subjective trust features like Reputation, honesty, 
quality of provider, similarity, direct experience, rating 
frequency and rating trend etc. are used to calculate trust 
score.  

Hui et al. [16, 17] implemented a contextualsystemto 
find out trusted device in SIoT. To calculate the trust between 
IoT objects and their owners, system considers the concepts 
from social and physiological science. 

Muhammad Ajmal Azad [18] implemented the trust 
model for preserving privacy of IoT devices as well as user 
is. The trust score is updated in self-enforcing manner 
without help of third party. Social relationship between users 
as well as devices is considered by this model. 
 

Table 1 Categorization of existing research according to SIoT relationship type 

Reference 
paper 

Relationship Type 
Device to device 

relationship User to user relationship 

[6]   
[7]   
[8]   
[11]   
[18]   

 
Tab. 1 summarizes the existing research from 

relationship type viewpoints. It shows that mostly user to user 
relationship is considered for trust management. But SIoT 
network has two important components, user and device. 
Hence, the social relationship between user-user, device-
device and user-device must be taken into account for 
calculation of trust. 
 
3 EXISTING RESEARCH IN IOT TRUST ATTACKS 
 

Jean Caminha et al., [19] initiated a SIoT method on the 
basis of machine learning and an elastic slide window 
method that enabled to detect OO attacks (RA) in IoT. This 
method differentiates attacker devices from broken devices.  
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Truong et al., [20] presented a trust composition 
technique integrated with social trust metrics of the SIoT 
components such as common interest, cooperativeness and 
honesty similarity. To calculate weighted sum direct views, 
global judgements, and personal experiences are used 
through Bayesian technique. The scheme prevents attacks 
such as BMA, BSA and SPA. Reputation of device is not 
considered while trust computation.  

Chen et al., [21] presented an access service 
recommendation scheme for effective service composition in 
SIoT environment. For trustworthiness analysis of SIoT 
devices a coherent recommendation metric is introduced. 
This approach defends attacks such as BMA, BSA and SPA. 
In this scheme, an energy aware mechanism is taken into 
account for SIoT privacy and load management. However, 
SIoT limitations such as device space, scalability and 
processing capacity have not been considered. 

Abderrahim et al. [22] proposed a trust management 
system that integrates direct-indirect trust, transaction factors 
and social modelling of trust. This model is resilient to OOA 
attacks. Kalman filter technique is used to measure trust 
value and defend probable attacks. 

Mariam Masmoudi [23] proposed a trust evaluation 
model to find out malicious devices using deep learning 
technique. Subjective trust features like Reputation, honesty, 
quality of provider, similarity, direct experience, and rating 
frequency etc. are used to calculate trust score. This approach 
defends attacks such as BMA, BSA and SPA, DA. However, 
Specific set of features are used for detection of malicious 
devices. 

Tab. 2 summarizes the existing research from trust attack 
viewpoints. The features used in literature are not able to 
identify all types attacks. Specific set of trust features are 
used for detection of all kinds of attacks.  But some features 
are more related with one type of attack and less with another. 
For e.g. the similarity has more relation with DA and less 
with SPA attack.  
 

Table 2 Categorization of existing research according to trust attacks 

Ref paper Trust attacks 
SPA BMA OSA BSA WA OOA DA 

[19]        
[7]        

[20]        
[21]        
[22]        
[23]        
 
Tab. 3 summarizes the existing research on trust features 

and trust aggregation technique used for trust model 
implementation. It seems from presented work that there is 
still lot of work needs to be done in the area of trust 
management. As shown in Tab. 3, trust aggregation is done 
with dynamic or static weighted sum approach, fuzzy logic 
and machine learning algorithms. Though the popular choice 
for trust aggregation is weighted sum approach, where 
weights can be assigned to trust features as per their 
importance in transaction, which trust feature makes more 
influence on transaction is very difficult to identify. 
 

Table 3 Categorization of existing research according to trust features and 
aggregation techniques 

Ref paper Trust Features Trust Aggregation 
Technique Used 

[6] Honesty, Cooperativeness and 
Community of Interest Weighted Sum 

[7] Friendship, Social Contact, 
and Community of Interest Bayesian Model 

[8] Reputation, Recommendation, 
and Knowledge 

Fuzzy and Multi-Criteria 
Utility Theory 

[11] Social Cooperativeness Probability 

[20] 
Cooperativeness, 

Community-Interest, 
Honesty and Similarity 

Weighted Sum 

[21] Coherent Recommendation Weighted Sum 
[22] Community of Interest Weighted Sum 

[13] Knowledge, Experience and 
Reputation 

Machine Learning 
Algorithms 

 
4 TRUST MANAGEMENT IN SIOT 

 
The concept of trust has been studied in numerous fields 

like psychology, sociology, computer science etc. Each of 
these fields gives different aspect of trust. Trust is estimate 
of various qualities like honesty, cooperativeness, 
willingness, expectation, faith, confidence. Trust has two 
important entities: trustor and trustee. The trustor has a goal, 
its own need. It entrusts the trustee by evaluating trustee’s 
competence and willingness.  
 

 
Figure 1 Trust management in SIoT 

 
In today’s world so much data is shared among 

community using devices like apps, computers, sensors, 
cameras etc. If data is shared with non-trusted 
clients/devices, it may be used for malicious purpose. For 
example, Charlie (the trustor/evaluator) wants to use Carlos 
(the trustee/performer) images placed at Carlos device. 
Charlie trusts Carlos so he is confident that he will get the 
images form Carlos device. But at the same time Carlos 
needs to ensure that Charlie will not misuse the images. It is 
important that the receiver as well as sender must trust each 
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other for healthy exchange of data. Trust management 
becomes a supreme question in SIoT for assurance of reliable 
trust model and improved object’s security [5]. 

In our study, the trust management is considered from 
two perspective: trust computation model and trust attacks. 
Fig. 1 depicts the proposed framework of trust management 
in SIoT. 
 
4.1 Trust Computation Model 
 

The design dimensions of trust model are: trust 
composition, trust propagation, trust aggregation and trust 
update. 
 
4.1.1 Trust Composition 
 

QoS (quality of service) and social trust are the two main 
ways to determine the trust value.  QoS is usually measured 
by packet delivery ratio, load balance, energy consumption, 
delay, bandwidth etc. Social trust is estimated by factors like 
social contact, friendship, community of interest, intimacy, 
honesty, privacy, centrality, and connectivity etc. In previous 
research [6-8, 11], trust was computed by considering 
following properties: 
a) Direct: Trust established on direct experiences, 

interactions.  
b) Indirect: Trust constructed on recommendations, 

feedbacks from other devices or peers. The 
recommendation relies on surrounding suggestions and 
global opinions. 

c) History: Past interactions or experiences may have 
impact on present trust level. 

d) Context: Trust is context dependent [5]. Trust changes 
depending on (i) target of task, (ii) time span, and (iii) 
environment. Trust varies if context is changed.  

e) Dynamic: Trust changes non-monotonically with 
varying situations of environment. 

 
4.1.2 Trust Propagation 
 

It gathers the direct observations and indirect feedbacks 
for the trust evaluation. Centralized and distributed 
approaches are used for trust propagation. 
a) Centralized approach: For restoring trust value, all 

devices are connected to centralized entity (e.g physical 
cloud).  

b) Distributed approach: IoT devices store trust 
observations towards their peer devices. Centralized 
server is not used by this approach. 

 
4.1.3 Trust Aggregation 
 

Trust is aggregated using methods like static and 
dynamic weighted sum, Belief Theory, Bayesian Model 
(BM) and Fuzzy Logic (FL), Regression Analysis. 
 
 
 
 

4.1.4 Trust Update 
 

In general, there are two approaches involving the trust 
model: time-driven approaches and event-driven approaches. 
In the time-driven approach, trust reports are collected 
occasionally. Usually, the latest trustworthiness assessment 
gets bigger weights. Event-driven approach refers to a device 
trustworthiness that restructured after an event or transaction 
is made.  
 
4.2  Trust Attack 
 

Misbehaving or Malicious devices attack SIoT system to 
disrupt the functionality of SIoT network operations. 
Different trust related attacks performed by malicious 
devices are as follows: 
1. Self-promoting attack (SPA): can boost its significance 

by bragging itself in order to be chosen as a service point. 
2. Bad mouthing attack (BMA): reduces the likelihood of 

good devices to be chosen as service points as 
prominence of these devices are ruined by providing bad 
trust evaluation against them.   

3. Opportunistic service attacks (OSA): perform good 
services when device reputation falls.  

4. Ballot stuffing attack (BSA): increases the chance of 
malicious devices to be chosen as a service point as good 
recommendations are provided by other defective 
devices to them. 

5. Whitewashing attack (WA): fades out malicious devices 
bad image by exiting from the application and then 
returning again. 

6. Random attacks (RA): also called as On-Off Attacks 
(OOA). A malicious device can provide better and poor 
services randomly to avoid being rated as low trust 
device. This attack is hardest to detect. 

7. Discriminatory attacks (DA): perform by malicious 
device on other devices having fewer common friends. 

 
5 CHALLENGES OF SIOT 
 

SIoT faces following number of challenges of trust 
management.  
1. Device capability 

Previous trust management solutions can’t be applied 
directly to all SIoT applications as devices are having 
different computational power, storage capacity, standard, 
communication stacks, operating system, I/O channels. Trust 
management algorithm should take into consideration all 
such device requirements.   
2. Handling large network 

Communication between devices produces large number 
of transactions. Existing systems does not scale well to 
handle such large number of transaction information. The 
trust management algorithm should be powerful to control 
the giant number of devices as well as communication 
between them.  
3. Existing device leaving and new device joining 

SIoT system evolves with existing device leaving and 
new device joining. So, trust management algorithm should 
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consider dynamicity of device like changeable behaviour of 
device, their membership changes, interaction pattern 
changes, network topology changes and location changes. 
4. Finding trustworthy device 

With rising number of devices, it’s very difficult to find 
out trustworthy devices. SIoT makes human’s life more 
comfortable. In today’s world so much data is shared among 
community using devices. If data is shared with non-trusted 
clients/devices, it may be used for malicious purpose. So, 
there is a need to design algorithm specifying rules which 
identify trusted and malicious behaviour of a device and 
hence enable sharing in controlled manner to avoid malicious 
attacks.  
5. Selection of trust features 

Trust is an important challenge in SIoT where device 
needs to find correct trustee for healthy exchange of data 
between them. Selecting appropriate trust features is 
necessary in trust management as accuracy, performance of 
trust systems depends on this. As shown in table III, specific 
set of trust features like reputation, honesty, community of 
interest, similarity, rating frequency are considered for the 
calculation of overall trust value. The literature work stated 
in section 2 and 3 rates the best device in SIoT network but 
fail to detect attacks performed by malicious device. Lastly, 
in the earlier systems [6, 7] the dynamic change in trust 
feature criteria is not considered while trust computations. 
For more accuracy of trust computation there is need to 
change the features of trust dynamically based on importance 
of transaction.  
6. Trust aggregation   

As shown in Tab. 3, most of the previous approaches 
used weighted sum approach for aggregation of trust values. 
However, there are numerous shortcomings in this practice. 
There are several likelihoods when it comes to assess a 
weighting factor. Systems fails to recognize which feature 
makes the most impact on trust in specific setting as weights 
assigned to trust features may vary from one to another. This 
approach cannot identify malicious and benign behaviour of 
node. Hence machine learning approach is used for 
combining the trust scores and detection of malicious devices 
in this research. 
7. Trust update 

In [6, 24, 25], the trust update depends on 
recommendation of other node i.e. the trust update score is 
computed using value provided by another node or 
recommender. But what if the recommender node is 
malicious? In [6, 18, 26, 27] the trust is updated based on 
previous experience or trust score and ability of node. The 
ability of device is calculated from his performance in 
previous task i.e. gain/damage after performing task or good 
conduct or bad conduct of device or successful/unsuccessful 
communications, packet received and differentiation etc. 
What if for longer time there is no interaction among trustor 
and trustee? It is necessary to take into account the time 
elapsed for previous interaction while updating the trust. In 
[14], the trust is decayed if there no interaction between 
nodes. The trust decay is applied on trust features like 
recommendation, previous trust value. When new session of 
interaction is made, previous trust value is decayed. The 

overall trust is updated based on previous trust effectiveness, 
direct assessment, and recommendation. Previous trust 
effectiveness is calculated based on number of interactions in 
the time interval. After every new interaction with j, previous 
trust is updated. But what if the node j becomes unavailable 
in the network, and node i gets no next chance of interaction 
with node j or i provides recommendation to k about j before 
next interaction with j. In such cases, i will provide old trust 
value. Hence time driven trust approach is used in our 
research 
 
6 PROPOSED MODEL 
 

The TM-MLAwill focus mainly on fifth, sixth and 
seventh challenge. TM-MLA will be implemented using trust 
features as per attack context and dynamically varying 
surrounding situations to detect the malicious devices. Five 
attacks will be considered in the proposed model: 1. SPA; 2. 
BSA; 3. BMA; 4. DA; 5. OSA. Fig. 2 depicts the system 
architecture. 
 

 
Figure 2 System architecture 

 
TM-MLA will consist of mainly three phases - trust 

composition, trust aggregation and trust update phase.  
• In trust composition phase different features will be 

chosen as per the context of attack. For trust computation 
process, the trustee node will be selected from the set of 
nodes based on trust features.  

• In trust aggregation phase machine learning based 
approach, Artificial Neural Network (ANN) algorithm 
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will be used to get the trust score to defeat the drawback 
of past trust aggregation techniques. At the output layer 
of ANN, a probability is derived which decides whether 
the trustee for given task of trustor is malicious or 
benign. After selection of trustee node, the trustor will 
assign a task to trustee.  

• In trust update phase, time driven approach will be used 
for updating the trust score.  In this approach, previous 
or stored trust values of a device will decay with time 
and more weightage will be given to latest trust values. 
After certain number of times, the previous trust values 
will no longer relevant. The Eq. (1) will be used to decay 
the trust over time. Depending on result given by trustee 
for the assigned task, the trust will decay.  

 

( )(current) (initial value) (1 ) x
kl klT T Decay _ rate= × −      (1) 

 
Where: Tkl(current) - current trust estimation Tkl of trustee 
node l by trustor node k at time t; Tkl(initial value) - trust 
estimation value at initial time; Decay_rate - rate at which 
trust decays; x - duration required to decay trust value as per 
decay rate. 

After training stage, the model will be utilized to assess 
the performance of algorithm to detect the trust related 
attacks. 
 

Table 4 Dataset 

Trustor 
Device 

Type of 
Request 

Trustee 
Device Trust Features Trust 

Score 

Malicious 
(M) or 
Benign 

(B) 
A Image B - - - - - - 0.85 B 
B Video C - - - - - - 0.33 M 
- - - - - - - - - - B 

C Location 
request A - - - - - - 0.68 B 

 
7 RESULT AND ANALYSIS 
 

There are two main parts in SIoT: 1. Devices; 2. Users. 
D = D1, D2, …, Dn are the set of devices owned by users in 
network and U = U1, U2, …, Un are the set of users of SIoT 
network. The Fig. 3 depicts the idea of SIoT network. The 
communication between users and devices is shown by using 
the edges between them. Each device will provide services to 
the users or other devices. For evaluating the performance of 
proposed model, the data of Facebook, Quora, and Twitter 
social network will be considered. The request-response 
patterns, task sharing, interactions among devices will be 
analyzed for the creation of dataset. This information will be 
stored in table format as shown in Tab. 4. 

The real-world network will be formed between devices 
like mobiles and laptops. 10,000 records will be used for 
implementation. Out of 10,000, 80% of the data will be used 
for training and 20% will be used for testing. To train the 
model collaborative filtering approach will be used. 
Theproposed model will find potential trustees for given task 
of trustor, detect malicious or benign devices in SIoT 
network. 

After implementation of model, the correctness will be 
analyzed in two ways: 1. By comparing the model with 
previous approaches and 2. By calculating the accuracy of 
model using precision, recall, and F-measure methods. 
Precision (or positive predictive value) is the ratio of count 
of accurately-detected-matching records to the count of pair 
of records that were detected as matching. It is shown in Eq. 
(2). 
 

TPPrecision
TP FP

=
+

                                                        (2) 

 
Recall (or sensitivity) is the ratio of count of accurately 
detected matching records to the total count of matching 
records in the test set. It is shown in Eq. (3). 
 

TPRecall
TP FN

=
+

                                                             (3) 

 
Where: TP (true positive) refers to matching instances that 
are correctly identified as matching by algorithm. FP (false 
positive) refers to non-matching instances that are error-
neously-detected as matching. FN (false negative) refers to 
matching instances that mislabeled as non-matching. 
 

 
Figure 3 SIoT network 

 
F-measure as shown in Eq. (4), is a combination of 

precision and recall. It is calculated by taking harmonic mean 
of precision and recall. 
 

2- Precision RecallF measure
Precision Recall
× ×

=
+

                                (4) 

 
The average accuracy of the trust models with weighted 

mean approach [6, 26, 29] is shown in Fig. 4. Our method of 
trust update does not depend on recommender node. Thus, 
there is no chance that untrustworthy node will provide fake 
recommendations to benign node and good 
recommendations to malicious node. So, TM-MLA defends 
against BSA, BMA and SPA. Time driven trust decay 
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method declines the trust if there is no interaction or less 
frequent interaction between trustor and trustee. Therefore, 
the TM-MLA prevents OSA and DA attack. Hence proposed 
algorithm surely maximizes the accuracy by giving better 
recall i.e., a TPR, lower FPR and higher TNR as ML based 
approach is used for trust aggregation. Confusion matrix will 
be used to exhibit the efficiency of our model against 
weighted mean methods. 
 

 
Figure 4 Comparison of Trust Estimation accuracies 

 
8 CONCLUSION 
 

SIoT assures to provide scalable services with trillions of 
interrelated devices. Trust management in SIoT is an 
important research issue in previously proposed mechanisms. 
In this paper, the overview of the SIoT paradigm, basic 
fundamentals of trust, its properties and trust computation 
model has been presented. The latest research studies on 
SIoT trust management and trust attacks have been reviewed. 
The challenges and trust management model are presented. 
TM-MLA will detect the malicious devices performing 
attacks on a system. As trust features will be chosen 
according to attack context, the better and strong results will 
be achieved. Machine learning based trust aggregation 
structure used in the TM-MLA model eliminates the 
traditional shortcomings of weighted sum. TM-MLA 
removes the drawbacks of previous trust update. So, it’s a 
more dependable method. 
 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
Foundation, January 9-10, 2021. The paper will not be 
published anywhere else. 
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Churn Prediction of Employees Using Machine Learning Techniques 
 

Nilasha Bandyopadhyay*, Anil Jadhav 
 

Abstract: Employees are considered as the most valuable assets of any organization. Various policies have been introduced by the HR professionals to create a good working 
environment for them, but still, the rate of employees quitting the Technology Industry is quite high. Often the reason behind their early attrition could be due to company-related 
or personal issues, such as No satisfaction at the workplace, Fewer opportunities for learning, Undue Workload, Less Encouragement, and many others. This paper aims in 
discussing a structured way for predicting the churn rate of the employees by implementing various Classification techniques like SVM, Random Forest classifier, and Naives 
Bayes classifier. The performance of the classifiers was compared using metrics like Confusion Matrix, Recall, False Positive Rate, and Accuracy to determine the best model for 
the churn prediction. We found that among the models, the Random Forest classifier proved to be the best model for IT employee churn prediction. A Correlation Matrix was 
generated in the form of a heatmap to identify the important features that might impact the attrition rate. 
 
Keywords: attrition; churn rate; classification techniques; confusion matrix; feature selection 
 
 
1 INTRODUCTION 
 

"Attrition" is not a new term for us anymore, as it has 
become an unavoidable situation in any business or 
organization, where staff and employees tend to leave due to 
their personal and professional circumstances. Further, this 
can cause a huge impact on any organization’s growth curve 
if it is not given any attention, soon [1]. The major battle of 
employee attrition is right now being fought by the 
Technology Industries in India. Analysis from LinkedIn 
shows us that the software industry suffers from the highest 
turnover rates, which is about 13.2% compared to retail, 
entertainment, and professional industries. As per Maren 
Hogan, a talent acquisition expert, following points needs 
attention:  
1. One-third of the new joiners quit, after six months in an 

organization. 
2. After a week of working in a company, few decide on 

whether they want to continue staying there for the long 
term or not.  

3. Also, a third of heads in companies having more than 100 
employees are searching for new job opportunities [2]. 

  
Today's Millennial crowd in organizations is often 

identified as "job-hoppers", as they frequently change or quit 
their jobs to get to the next step of their career, as compared 
to the past generations. Rather than staying loyal to one 
company they often tend to search for better opportunities so 
that they can keep up in the era of digital progression. If we 
dig deep then we can find a distinct set of challenges faced 
by them like industry, proper recognition, communication, 
ethnicity, age, gender, etc. that drive the employees to leave 
a particular organization. Challenges faced by talent-hiring 
consultants are, sorting out the appropriate candidates 
through resumes and conversation, who will become the 
asset of the organization, and then if a person quits they need 
to repeat the entire hiring process. Every time hiring new 
talent and training them in current technologies involves a 
great amount of cost to the organization. Apart from this 
tangible expense, a fair amount of time we need to give the 

newly employed person to become a productive member of 
the project [3]. 
 The Human Resource department of any organization 
generates a plethora of data related to employee’s leave, 
promotion cycle, rewards, wages, various evaluations, 
conflicts, policies, and benefits. As a researcher, our work is 
to identify the correct parameters or areas where the 
employees face issues regularly at their workplace. 
 In this data-driven study, we will try to analyze the 
employee’s data using some classification techniques and 
will provide quality insights and suggestions, so that the 
organization can retain them as well as develop them before 
it’s too late. As HR professionals or managers our main focus 
should always be on an individual or certain groups of 
employees, especially towards their specific needs or their 
situation, then only it can further help an organization to 
grow more without losing good employees. 
 
1.1 Research Objective 
 
 In our study, we will analyze the data of the Technology 
Professionals, especially their challenges that they face 
directly or indirectly at their workplace.  
Main objectives of this study are: 
1. To identify those challenges or input variables that have 
 a huge impact on the employee's intention to leave the 
 organization. 
2. To accurately predict which employee will leave  the 
 organization in the next few years, using  classification 
 models. 

 
2 LITERATURE REVIEW 
 

An evidence-based study by Janet et al. (2017) has 
combined the already published scholarly reviewed literature 
on HR Analytics and has concentrated on answering major 
questions on HR Analytics, how it works, its outcome, and 
why there is a need for HR Analytics to flourish? They have 
stated that the interest of people in analytics in the HR 
domain for the past few years has gradually increased [4]. 
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Later, the authors concluded that the inclusion of HR 
Analytics in various organizations is very low and proofs on 
this topic are scattered, hence suggested areas for future 
research. Many firms or departments say Marketing, Finance, 
Supply Chain Management organizations today draw 
insights from the huge data collected from the employees so 
that they can stay in this competition. The Human Resource 
department generates massive amounts of data on employee 
turnover, Return on Investments, and Cost per hire, but 
somewhere they still face a harder time relating these data 
with the organization's performance. They should create 
reports on past performances, administrative tasks, and 
generate compliance reports to understand the employee’s 
contribution to the organization [5]. 

HR applications followed by today’s organization can 
act as a mediator between planned HR practices in an 
organization and the positive outcomes of employees. Hence, 
Innocenti et al. (2012) have proposed a model that uses 
survey data that has been collected from over 6000 
employees working in almost 37 Italian organizations, and 
the outcome variables are employee commitment and their 
job satisfaction. By using the maximum likelihood 
estimation method and calculating the correlations between 
different variables it was reported that, there is always a 
positive effect of experienced HR practices on both affective 
engagement towards organization and job satisfaction factors 
[6]. 

Line managers are considered the assets of that particular 
organization, so it's necessary to keep them engaged so that 
they can add value to any organization. Few semi-structured 
interviews were performed by Sana et al. (2016), to 
understand the experience and perceptions of the line 
managers on the level of support and help provided by the 
HR professionals of their organization [7]. Further, they have 
stated that the line managers have raised concerns and have 
suggested ideas for improving few areas like perceptions 
regarding policies, workload, inadequate training, and HR 
practices, which we need to pay attention to during any 
research on the factors related to employee attrition or 
turnover. 

There have been several studies on identifying the 
parameters that play a role in job satisfaction of the 
employees and predicting the attrition rate. Many Data 
Analytics techniques and classification models have been 
used to predict turnover. In any organization, innovation can 
be seldom duplicated but once a group of productive 
employees leaves, that place cannot be replicated easily. So, 
to retain these employees and predict the turnover rate, a 
Neural Network, with a 10-fold Cross-Validation was 
designed for a small Midwest manufacturing company to a 
greater accuracy [8]. Among Layoffs, Discharges, 
Unavoidable separation, it was identified that voluntary 
separation from an organization always proves as the most 
difficult area because the particular organization loses its 
investment on talent to its competitors out there. On this same 
note, Fan et al. (2012) in their study, focused on why 
technology enterprises in Taiwan are unable to retain their 
talented employees and they have discussed ways so that the 
organizations can increase the competitiveness among 

themselves. Techniques like clustering analysis, hybrid 
artificial neural networks and other machine learning 
techniques were applied to forecast the patterns of 
employee’s turnover rate [9]. Again, many Classification 
models have been used for prediction purposes, on a HR 
analytics dataset from Kaggle, an online community data site. 
Correlations between different attributes were evaluated by 
Sisodia et al. (2017) in their paper [10]. A comparison 
between different classifiers was drawn using parameters like 
Accuracy, Precision, True Positive Rate, F-Measure, and few 
others. Weighted TPR-TNR has been proposed as another 
performance metric to evaluate the performance of various 
classifiers, as it especially focuses on the imbalance ratio of 
any dataset and assigns different weights to TPR (Sensitivity) 
and TNR (Specificity), which are majorly considered while 
comparing ROC curve of any model. A mix of balanced and 
imbalanced datasets was used to evaluate the performance of 
12 classifiers using the above metric [11]. 

To build and maintain a strong relationship between an 
organization and its employees, Hebbar et al. (2018), in their 
study initially implemented Logistic Regression on an IBM 
Employee Attrition dataset available in Kaggle just to get a 
basic idea, on which outcome group every individual falls 
[12]. Later on, a comparative study was done with SVM and 
Random Forest models, and determined the major 
characteristics of the dataset performing Exploratory Data 
Analysis and represented the data using different 
visualization. 

With the same dataset (that has been used above), 
Synthetic Minority Oversampling Technique (SMOTE) was 
performed by Bhartiya et al. (2019) in their paper, to balance 
the imbalance dataset, because the count of the "Attrition" 
parameter with value 0 was greater than "Attrition" with a 
value of 1. The above technique is often used to generate 
synthetic data records for that class whose count is very less. 
Attributes like Gender, Education Field, and Performance 
Rate were visualized for Attrition parameters thus giving an 
idea on the relevant features. A comparison between the 
performance metrics of the classification models provided 
new insights on improving the work ethics [13].  

With redundant data, predicting the correct features 
becomes a little challenging. So, a superior machine learning 
model or algorithm called XGBoost gives high accuracy in 
predicting the attrition rate with fewer running times. Jain et 
al. (2018) recommend XGBoost as a highly robust model, 
which easily handles noisy data in a huge dataset, and in their 
study, it gives an accuracy of about 90% on an online HR 
dataset [14]. Further, it suggests IT organizations to use this 
as a top priority, predictive model to identify those 
employees who are willing to leave in near future and their 
reasons behind that.  

A very common issue that today’s IT professionals face 
is stress disorders. Though organizations do offer a nice 
workplace environment and different activities or workshops 
to relieve this stress, still the risk increases among the 
employees. Various machine learning techniques like 
Boosting and Decision trees were implemented by Reddy et 
al. (2018) in their study, and have determined that data on 
family history of illness, gender and health benefits provided 
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by employers plays an important role in evaluating this type 
of risks [15]. Ensemble method gave the highest degree of 
accuracy and precision compared to Random Forest. General 
characteristics like having peers to work with and the 
financial needs of the employees become critical factors for 
those who are working for a longer tenure in any business or 
organization. So, for the hospitality industry in the USA, Self 
et al. (2011) attempted a qualitative study on identifying 
various factors that might impact an employee's decision to 
stay back in a company. By analyzing the interview 
transcripts that were obtained after an in-depth process, four 
factors were identified: Strong Responsibility towards the 
company, Financial Requirement, Proper Job Description, 
and Peers at the workplace has a positive effect on employees 
[16]. 

One of the challenges that the big organizations are 
facing is, motivating their employees and investing in them 
for their further development. Understanding the importance 
of investing in employee development and its final results, is 
very much needed by the organization. A model proposed by 
Lee et al. (2003) gives us an interrelationship between 
perceived investments and other job attitudes and the 
employee’s plan to quit an organization. Factor analysis and 
Exploratory analysis were conducted for assessing the 
dimensionality and their insights, respectively. Results 
suggest that the more the employer spends resources on the 
development of their employees, the more they will be 
satisfied at their workplace, hence reducing the possibility of 
an employee quitting his or her job in that organization [17]. 

Burnett et al. (2019) propose a few topics on which one 
can use modern technology or tools to measure both 
employee engagement and the other HRM practices which 
can improve the same [18]. Different emotional states of 
employees affect their engagement at the workplace, either 
directly or indirectly. Further, they have pointed out that to 
improve on engagements we need to concentrate on three 
different levels: individual, team and organizational level and 
have suggested that with the real-time feedback from 
employees and rigorous research and analysis on the data will 
help the HRM department to understand the importance of 
employee engagement in their respective organization. 

So, to stay in this competitive market, these technology 
industries need to continuously evolve in terms of skills and 
should be ready to embrace the ever-changing products and 
services. Even employees make themselves proficient in the 
new skills or technologies and try to search for better job 
opportunities outside. An analytics-driven approach can help 
organizations to overcome the situation. Combining the 
historic record of skills of each employee present in the HR 
database with the predictive models, Ramamurthy et al. 
(2015) have proposed an approach that evaluates a set of 
skills [19]. The algorithm in their study will provide a list of 
skills to some individuals, where they will fill in their target 
skills, helping business leaders to find potential candidates 
and will provide re-skilling offers to them. 

One can go for Sentiment Analysis to determine the 
factors affecting employee retention, and organizations can 
use these models to understand the concepts of People 
Analytics. A conceptual study was done to identify key 

indicators to assess the human factors. Six important areas, 
like performance leadership, employee engagement, 
learning, workplace dynamics, and overall organizational 
development have used sentiment analysis to evaluate 
various insights. The Enron email corpus test case was 
incorporated to explain how we can predict the digital 
footprints. Further encourages implementing various data 
mining techniques or models to analyze the real-time data for 
predicting more accurate human factor patterns [20]. In 
addition to this, often interpersonal environment factors 
provide insights about employee development in any 
organization. Liu et al. (2019) in their study have 
concentrated on a state-owned enterprise in China, extracted 
the related features, and statistically analyzed the correlation 
between employee development in organizations and their 
interpersonal environment. The results of the predictive 
model prove that colleagues and classmates have a great 
impact on the growth of employees in their respective 
workplaces [21]. 
 
2.1 Research Gap 
 

After reviewing the existing work, it was observed that 
many of the studies were following secondary data which is 
a HR analytics dataset available in an open-source dataset 
site, to predict employee turnover using Data Mining 
Techniques. The attributes that they have considered in their 
study are the generic parameters related to any employee who 
has already left the organization. Today, if we discuss with 
the IT professionals, we will get to know that they still face a 
set of challenges, both at their workplace and in their 
personal life which results in early attrition. This set of 
challenges often goes overlooked in this industry by the HR 
executives. 

Every new employee who gets recruited might face a 
different set of challenges while working. So, analyzing the 
data of those employees who have already left the 
organization might not give us the features that apply to the 
new joiners. Rather, we need to interact with them frequently 
or take their feedback on a real-time basis, just to get the 
actual data related to their challenges, like Recognition, 
Challenging work, Scope of Development, Satisfaction 
Level, Unhealthy work ethics and Impact on them of their 
peers leaving an organization. For this reason, we are using 
primary data in our study that has been collected from 
employees working in various IT industries. 
We need to concentrate more on discussing what they want 
for their betterment in this organization. Then start predicting 
who might leave within a couple of years, post this we can 
offer them proper opportunities. This will not only encourage 
the employees but will help the organization in retaining its 
talent.  
 
3 RESEARCH METHODOLOGY 
 

This study is focused on employees from a specific age 
group that is from 20 to 39 years old, who are considered to 
be the major contributors to the highest turnover of any 
organization. In this research, surveys were conducted to get 
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the raw data from the employees, which is first pre-
processed, and then analysis was done to derive meaningful 
insights. 

A questionnaire consisting of 35 questions was 
circulated among 200 employees and the response rate was 
around 79%. Among these responses, 83 were male and 75 
were female employees. 80% of these employees had 
working experience of 4 years or less, the remaining 20% had 
an experience that varies from more than 4 years to 13 years. 
This survey had combinations of few open and close-ended 
questions, which includes a Likert scale and few 
dichotomous answer types. This will help us understand the 
actual perception of the employees regarding the 
organization or employer.  

The entire questionnaire was designed based on our 
detailed review of the previous work that has been done by 
other researchers in this topic and our discussions with a few 

experts who are involved in the technology industries. 
Further, these questions have been divided into 5 sections, 
like Individual Beliefs, Management and Team, Engagement 
and Encouragement, Talent Development, Organisation and 
Leadership, to get an overall idea of the employees towards 
different verticals of an organization. 
 We are implementing and analyzing a few classification 
models in R studio. 
 
3.1 Input Data Set 
 

The data collected includes 11 attributes for each 
employee. The target variable "Quit_in_2years" consists of 
three classes, they are: "Maybe", "No" and "Yes", thus our 
study is a multi-class classification. Tab. 1 gives us the details 
on the attributes that will be used in our study: 

 
Table 1 Dataset Attributes 

Sl. No. Attributes Data types Description 
1 Age Numeric Age of the employees. 
2 Gender Categorical Gender of the employees 
3 Salary_Level Numeric Salary window under which the employees fall. 
4 Years_of_Experience Numeric For how many years that employee is associated with that organisation 
5 Satisfaction_Level Numeric Degree of satisfaction of the employee at their workplace 
6 Discrimination Numeric Any discrimination faced based on age, gender or ethnicity 
7 Work_Recognition Numeric Been given proper recognition of their work in their team or not 
8 Challenging_Work Numeric To what degree the Employees feel challenged with their daily work 
9 Promotion_in_last_year Numeric Got promotion in last one year 
10 Peers_Leaving Categorical To what degree does good colleagues or friends leaving organisation affects them 
11 Quit_in_2years Categorical Their plan to leave the organisation in 2 years 

 
3.2 Data Pre-Processing 
 
 Among the 11 attributes, "Gender", "Peers_Leaving" 
and the target variable, "Quit_in_2years" are categorical data 
types. So, to determine the impact of the above predictors on 
the target variable and evaluate the correlations among the 
attributes, the categorical fields were converted to numeric 
values. For example, "Female" was denoted by 1 and "Male" 
as 2. Under "Peers_Leaving" there were three categories, 
where "Yes" and "No" were given 1 and 0, respectively, 
while "Maybe" was denoted as 0.5. Similarly, the values of 
"Maybe", "Yes" and "No" for the target variable were 
denoted as 1, 2 and 3 respectively.  
 Though the null values in the dataset were really less, it 
was chosen to be replaced by the mean of the whole column 
rather than dropping the whole entry. To summarize the 
whole data, and to determine how close these variables have 
a linear relationship among themselves, we plotted a 
correlation matrix. This gives us an idea of identifying the 
features which have weak and strong dependencies. 

For example, in Fig. 1, the darkest blue on the scale 
means there is a positive correlation among the attributes, 
whereas the dark red means a negative correlation. In the 
above figure, it can be observed that there is a stronger 
relationship between "Age" and "Years_of_Experience", 
again "Satisfaction_Level" and "Work Recognition has a 
positive correlation, with a coefficient of 0.53. The rest of the 
variables do not have a strong consistent relationship with 
each other. We observe that there are Negative Coefficients 

in the above matrix, this indicates that if the value of one 
attribute increases then the value of the other attribute will 
tend to decrease. 
 

 
Figure 1 Correlation Matrix of the attributes 

 
3.3 Feature Selection and Ranking 
 
 This approach helps in recognizing the correct features 
in any dataset, where we can easily differentiate the features 
that play a significant role in predicting employee’s intention 



Nilasha Bandyopadhyay, Anil Jadhav: Churn Prediction of Employees Using Machine Learning Techniques 

TEHNIČKI GLASNIK 15, 1(2021), 51-59   55 

to leave in the next 2 years, from the other features. Further, 
it will help in building a reliable model, with greater 
accuracy. Here, an R package known as "caret", is being used 
which will automatically give us a report on the importance 
and relevance of the attributes in our dataset and will help in 
ranking those features. 

So for the feature selection process, RFE (Recursive 
Feature Elimination) is chosen, which is majorly used with 
SVM to continuously build a model and simultaneously 
remove those features that have low weights and discover the 
optimal number of features. The algorithm is configured to 
explore all possible subsets of the attributes. Next, to specify 
ranks to the feature by importance, a method known as LVQ 
(Linear Vector Quantization) was used, which is a form of 
ANN (Artificial Neural Network) algorithm and allows us to 
choose the training instances and learn what those instances 
should look like. 

In Fig. 2, we have ranked all the features as per the target 
classes. So, it can be inferred that among all the 11 features, 
"Satisfaction_Level", "Salary_Level", "Work_Recognition", 
"Gender" and "Challenging_Work" are the top 5 challenges 
that have a huge effect on the target variable, that is, 
"Quit_in_2 years". Whereas, "Promotion_in_last_year" and 
"Peers_Leaving" have the least impact on the employee's 
decision on leaving the organization in the future. 
 

 
Figure 2 Ranks of the attributes 

 
4 MODELS AND IMPLEMENTATION 
 
 In this research, three classification models were used to 
predict, whether a particular employee will leave the 
organization or not, based on the challenges he or she is 
facing currently at the workplace. Here, the classifiers that 
we are going to implement are the Random Forest classifier, 
SVM (Support Vector Machine), and Naive Bayes. 

As per our research framework, after preprocessing the 
data, it was split into two parts, that is, train and test dataset 
in the 70:30 ratio. Trained our classification models by 

passing the training dataset and then evaluated the most 
efficient model by predicting the target value using the test 
dataset.  

Our study on analyzing the performance metrics of the 
models has been bifurcated into two cases. 
Case 1: Includes all the three classes of the Target Variable. 
Case 2: Here we are including only two classes, that is, "Yes" 
and "No" of the Target Variable.  
 56 Employees who are still in the dilemma of whether 
they will leave their organization or not might affect the 
accuracy of the model. Hence, we removed them in Case 2 
and analyzed the performance metrics.  
 
4.1 Support Vector Machine 
 

It comes under supervised learning techniques, majorly 
used for classification of data but is often implemented for 
regression problem statements. In this technique, the data 
points are separated from each other by a line or a 
hyperplane, and this division between the two sides 
categorizes the whole data sets into two or more classes. The 
space between the two classes is also known as margin, and 
this should be as large as possible so that we can reduce the 
error while classification. Package "e1071" is used for the 
implementation of the said model. 

Tab. 2 gives us the Confusion Matrix of SVM, which 
includes all the classes of the Target variable whereas, Tab. 
3 represents the Confusion Matrix for only two classes. 
  
4.1.1 Case 1: Including all the three classes of the Target 

Variable 
 

Table 2 Confusion Matrix of Test Dataset 

 Actual 
Maybe No Yes 

Predicted 
Maybe 9 2 8 

No 1 6 0 
Yes 5 3 14 

 
4.1.2  Case 2: Including only two classes of the Target 

Variable (without "Maybe") 
 

Table 3 Confusion Matrix of Test Dataset 

 Actual 
Yes No 

Predicted Yes 14 5 
No 4 8 

 
4.2 Naive Bayes Classifier 
 

The crux of this classification method is based on the 
famous Bayes Theorem. It assumes that a particular feature 
or attribute in a class is independent of the existence of any 
other feature. The model is easy to build and is particularly 
useful if we have a huge dataset. With its simplicity in the 
model, Naive Bayes can outperform other sophisticated 
classification models for multi-class prediction. Below Tab. 
4 and Tab. 5 are the Confusion Matrices for the above model 
for two different cases that we are considering in our study. 
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4.2.1 Case 1: Including all the three classes of the Target 
Variable 

 
Table 4 Confusion Matrix of Test Dataset 

 Actual 
Maybe No Yes 

Predicted 
Maybe 10 2 6 

No 0 7 0 
Yes 5 2 16 

 
4.2.2 Case 2: Including only two classes of the Target 

Variable (without "Maybe") 
 

Table 5 Confusion Matrix of Test Dataset 

 Actual 
Yes No 

Predicted Yes 16 5 
No 2 8 

 
4.3 Random Forest Classifier 
 

This model is an ensemble tree-based learning technique. 
Rather than using a single decision tree for classification of 
the data, it uses a set of decision trees that randomly selects 
subsets of data and train the model. Voting will be performed 
on the predictions from each of these trees and finally, the 
best solution will be selected. This method helps reduce the 
overfitting by averaging the results, as compared to 
traditional decision trees. 

For the implementation of the classifier, a package called 
"randomForest" is used in our study. We can observe the 
values of predicted and actual instances from Tab. 6 and Tab. 
7. 
 
4.3.1 Case 1: Including all the three classes of the Target  

Variable 
 

Table 6 Confusion Matrix of Test Dataset 

 Actual 
Maybe No Yes 

Predicted 
Maybe 12 1 5 

No 0 7 2 
Yes 3 3 15 

 
4.3.2 Case 2: Including only two classes of the Target 

Variable (without "Maybe") 
 

Table 7 Confusion Matrix of Test Dataset 

 Actual 
Yes No 

Predicted Yes 15 4 
No 3 9 

 
5 RESULTS AND DISCUSSION 
 
 So, to choose the best classifier for this study, we are 
comparing the existing performance metrics, say Model’s 
Accuracy, Recall, Specificity, Precision, F-Measure, Area 
Under Curve (AUC) and another metrics that we are 
considering is Weighted TPR-TNR. For comparing the 
results of multi-class classification we are using the Macro 
Average Method for parameters like Recall (Sensitivity), 

Specificity, Precision, and F-Measure. This method helps in 
determining the performance of the overall system. As our 
data is a balanced dataset, we are using this method to 
calculate the average of the values that we obtained for each 
class.  

As per our problem statement, we are mainly concerned 
with the people leaving the organization, thus to acquire 
complete knowledge to overcome this, parameters like Recall 
and AUC play a huge role along with the accuracy of the 
models. 
 
5.1 Case 1: Comparing the performance metrics for all the 

Target Variable classes 
 

Table 8 Final Results of the Classifiers 
Metrics SVM Naive Bayes Random Forest 

Accuracy 60.42% 68.75% 70.83% 
Recall or TPR or Sensitivity 0.5939 0.6768 0.7061 

FNR 0.4061 0.3232 0.2939 
TNR or Specificity 0.7874 0.8294 0.8445 

FPR 0.2125 0.1705 0.1555 
Precision 0.6558 0.7504 0.7196 

F-Measure 0.6108 0.6983 0.70833 
Weighted TPR-TNR 0.6584 0.7277 0.7522 

AUC 61.64% 67.31% 73.48% 
 

 
Figure 3 Accuracy of all the Models 

 
From the above graph, we observe that the Random 

Forest classifier has achieved a far better prediction accuracy 
of 70.83% when compared to other classifiers. 

Simultaneously, one must look for the Recall and 
Precision value apart from the model's accuracy. From Tab. 
8 we can see that for Random Forest classifier the Recall 
value has increased but the Precision value is slightly less 
than Naive Bayes. Values of weighted TPR-TNR are the 
highest in the case of Random Forest than the other two 
models. 

ROC curve is a trade-off between sensitivity and 
specificity, where the curve of a perfect classifier should have 
the highest Recall (True Positive Rate) with the lowest False 
Positive Rate. So, to summarize the performance of the 
classifiers we take the calculated area under the ROC curve 
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into consideration, which is also known as AUC. So, the 
higher the AUC, the greater will be the accuracy of the 
model. 
 

 
Figure 4 Comparing the AUC of the Models 

 

 
Figure 5 Comparison of TPR and FPR 

 
 With the highest AUC and lowest False positive rate, the 
Random Forest classifier stands out from the rest of the 
models. 
 
5.2 Case 2: Comparing the performance metrics for only two 

Target Variable classes (without "Maybe") 
 

Compared to Case 1, it can be observed that the accuracy 
of each model has increased by quite a percentage after 
excluding those employees who still had some difficulty in 
deciding on leaving their organization in the next two years. 
Both Naive Bayes classifier and Random Forest classifier 
have obtained an accuracy of 77.42%. Recall and F-Measure 
value of Naives Bayes is greater than the other two models, 
whereas if we observe Tab. 9, we can state that the Precision 
and weighted TPR-TNR for Random Forest classifier has 
increased, compared to SVM and Naive Bayes. 
 
 

 

Table 9 Final results of the Classifiers 
Metrics SVM Naive Bayes Random Forest 

Accuracy 70.97% 77.42% 77.42% 
Recall or TPR or Sensitivity 0.7778 0.8889 0.8333 
FNR 0.2222 0.1111 0.1667 
TNR or Specificity 0.6154 0.6154 0.6923 
FPR 0.3846 0.3846 0.3077 
Precision 0.7368 0.7619 0.7895 
F-Measure 0.7568 0.8205 0.8108 
Weighted TPR-TNR 0.6834 0.7301 0.7513 
AUC 69.66% 75.21% 76.28% 

 

 
Figure 6 Accuracy of all the Models 

 

 
Figure 7 Comparing the AUC of the Models 

 
Considering the area under the ROC curve we can see 

from the above figure, that the Random Forest classifier still 
has a lead of 6.62% from SVM and 1.07% from Naive Bayes 
classifier. 

So, it can be stated that with the lowest False Positive 
Rate and highest AUC, Random Forest Classifier proves to 
be a good model in this case as well.  

Adding to this, as our study focuses more on predicting 
employees who might leave in near future, we should never 
forget the False Negatives in this case. That is, those 
employees who are planning to leave but the model somehow 
does not predict them correctly. We need to identify these 
False Negatives and should find ways to reduce this. 
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Figure 8 Comparison of TPR and FPR 

 
6 CONCLUSION 
 

As per our discussion above, employees leaving 
organization has a major impact on the development of these 
technology organizations. Often the challenges or issues 
faced by the employees at the workplace or in their personal 
life have a great impact on their early attrition from the 
organization. 

In our study we have identified the important factors that 
affect the employees, resulting in future attrition. To help 
with the analysis, data were collected from professionals 
working in IT industries. Majority of the attributes we 
considered did not have a significant correlation with each 
other. Further to get the top features that have a positive 
impact on employees, a method called RFE (Recursive 
Feature Elimination) was chosen for variable selection. This 
method helped in removing redundant and less important 
variables and highlighted features which has more impact on 
the target attribute. In addition to this, LVQ (Linear Vector 
Quantization) was introduced to rank all the attributes as per 
their importance. 

Secondly, our goal was to accurately predict those 
employees who are planning to leave the organization in the 
next 2 years, using a few classification models. Techniques 
like SVM, Naive Bayes, and Random Forest classifiers have 
been implemented in this study. So, to analyze the pattern we 
bifurcated our analysis into two cases. In the first case, we 
considered all the Target Variable classes but for the second 
case, we removed those employees who still had their doubts 
about leaving a particular organization in near future. 
Observing the results, we conclude that the models 
implemented in Case 2 gave good accuracy as compared to 
Case 1. The most efficient model in our study was the 
Random Forest classifier giving us the highest accuracy and 
Recall value when compared to the other models. 

Apart from getting a good raise and promotion, there 
have been other kinds of challenges faced by today’s talent, 
which the HR executives or managers of the project need to 
take care. In the future direction, this study can be further 

extended, by including attributes, like Scope of 
Development, Views on workload distribution, Career goal 
discussion and Issues on unhealthy work ethics. 

Organizing frequent feedback or a one to one interview 
on the organization policies can help HR understand the 
expectations. In our study we had a limited data size of 158 
entries, it is suggested that with more data points and features 
we can achieve higher accuracy from these models. 
 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
Foundation, January 9-10, 2021. The paper will not be 
published anywhere else. 
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Bio-Inspired Workflow Scheduling on HPC Platforms  
  

Mandeep Kaur*, Sanjay Kadam  
  

Abstract: Efficient scheduling of tasks in workflows of cloud or grid applications is a key to achieving better utilization of resources as well as timely completion of the user jobs.  
Many scientific applications comprise several tasks that are dependent in nature and are specified by workflow graphs. The aim of the cloud meta-scheduler is to schedule the 
user application tasks (and the applications) so as to optimize the resource utilization and to execute the user applications in minimum amount of time. During the past decade, 
there have been several attempts to use bio-inspired scheduling algorithms to obtain an optimal or near optimal schedule in order to minimize the overall schedule length and to 
optimize the use of resources. However, as the number of tasks increases, the solution space comprising different tasks-resource mapping sequences increases exponentially. 
Hence, there is a need to devise mechanisms to improvise the search strategies of the bio-inspired scheduling algorithms for better scheduling solutions in lesser number of 
iterations/time. The objective of the research work in this paper is to use bio-inspired bacteria foraging optimization algorithm (BFOA) along with other heuristics algorithms for 
better search of the scheduling solution space for multiple workflows. The idea is to first find a schedule by the heuristic algorithms such as MaxMin, MinMin, and Myopic, and use 
these as initial solutions (along with other randomly generated solutions) in the search space to get better solutions using BFOA. The performance of our approach with the existing 
approaches is compared for quality of the scheduling solutions. The results demonstrate that our hybrid approach (MinMin/Myopic with BFOA) outperforms other approaches. 
 
Keywords: BFOA; bio-inspired; cloud computing; HPC; makespan; scheduling; workflow 
  
 
1 INTRODUCTION  
 

High performance computing is about the use of high-
productivity computing resources to solve challenging 
problems in scientific and engineering domains [1]. The HPC 
platform could comprise workstations, desktop machines, 
supercomputers, grid or cloud [2]. Grid computing is a kind 
of HPC loosely coupled collection of heterogeneous 
resources that are shared by the grid users for utilizing the 
ideal and under-utilized capacity of the resources [3, 4]. On 
the other hand cloud computing is a simplified form of grid 
computing that provides virtual server instance on shared 
resources based on user specifications [5]. 

Scientific computing is becoming more relevant in many 
research disciplines. A typical application may contain 
several dependent tasks specified as a workflow, which 
requires efficient scheduling of the tasks. The scheduling of 
workflows is a challenging task in HPC environment because 
of inter-dependency of the tasks that needs to be taken care 
of while scheduling the workflow tasks [6]. The grid/cloud 
meta-schedulers are responsible for fetching the matched 
resources that are capable to run the workflow application 
and schedule these workflows on the available resources [7]. 
The most important scheduling criterion for HPC 
environment is to produce a schedule with minimum 
schedule length so as to optimize the utilization of the 
resources [8]. 

During the past decade there have been several attempts 
to use bio-inspired scheduling algorithms to obtain an 
optimal or near optimal schedule of the tasks on a specified 
set of resources in order to minimize the overall schedule 
length and to optimize the use of resources. However, as the 
number of tasks increases, the solution space consisting of 
mapping of tasks to corresponding resources increases 
exponentially.  Hence, there is a need to devise mechanisms 
to improvise the search strategies and/or mechanisms of the 

bio-inspired scheduling algorithms for better scheduling 
solutions in lesser number of iterations/time. 

The objective of the research work in this paper is to use 
bio-inspired bacteria foraging optimization algorithm 
(BFOA) along with other heuristics algorithms for better 
search of the scheduling solution space. The idea is to first 
find a schedule by the deterministic or heuristic algorithms 
such as MaxMin, MinMin, and Myopic, and use these as 
initial solutions in the search space to get better solutions 
using BFOA. The advantage of using BFOA over other 
nature inspired evolutionary approaches is that it is 
computationally efficient and has good global convergence 
[9]. The performance of our approach with the existing 
approaches is compared for quality of the scheduling 
solutions. The results demonstrate that our hybrid approach 
(MinMin/Myopic with BFOA) outperforms other 
approaches. 

The paper is organized into five sections. The first 
section provides background details and motivation of the 
research work. The second section provides overview of the 
workflow scheduling mechanism and also provides insights 
into the existing workflow scheduling approaches. The third 
section describes our proposed workflow scheduling 
approach and fourth section is about the experimental setup. 
The fifth section provides detailed discussion on the results 
and observations. The last section concludes the research 
work presented in this paper. 
  
2 WORKFLOW SCHEDULING PROBLEM 
  

The dependent-task or workflow application in grid and 
cloud environment is represented as a standard task graph 
(STG) or directed acyclic graph (DAG) as shown in Fig. 1.  
In DAG, graph vertices represent tasks and the edges 
represent task dependencies [8]. There could be n number of 
dependent tasks and m number of resources; it is very 
difficult to predict the best schedule with respect to large 
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mapping combinations between the tasks and the resources. 
Therefore, the workflow scheduling problem is a non-
deterministic polynomial (NP)-complete problem [10]. The 
workflow scheduling problem can be solved by heuristic 
methods but the complexity of producing an appropriate 
schedule becomes high. Therefore, the metaheuristic 
methods are adopted to produce the near optimal schedule in 
heterogeneous distributed environment. 
 

 
Figure 1 Workflow tasks 

 
Let us assume workflow W(T, E) consists of a set of 

tasks, T = {T1, T2, … , Tx, …, Ty, …, Tn}, and a set of 
dependencies among the tasks, E = {< Ta, Tb >,  ..., < Tx, Ty 
>} , where Tx is the parent task of Ty.  The set R = {R1, R2, …, 
Rm}  represents the set of suitable resources in the Cloud. 
Therefore, the dependent task scheduling problem is the 
mapping of workflow tasks to Cloud resources (T→R) so that 
the makespan M is minimized. The overall timespan of a 
complete schedule is known as total schedule length or 
makespan [11].  

Generally, a workflow is a set of dependent tasks. The 
entry task does not have any predecessing task and exit task 
does not have any successor task [7]. Each dependent task 
can be executed after the completion of its parent tasks. If a 
child task is dependent upon more than one parent than it has 
to wait until all the predecessing tasks complete their 
execution. The child task becomes a ready task when all the 
parent tasks complete their execution. If the child task 
executes upon the same resource where parent task has 
finished its execution then data transfer time is considered to 
be zero. 

The multiple users can submit multiple workflows to the 
meta-schedulers.  The two important aspects that have been 
taken care by our meta-scheduler for scheduling the 
workflow applications are: (1) the parallel handling of 
multiple workflow applications, and (2) the scheduling of 
workflow applications on heterogeneous and distributed 
resources. 
  
3 CURRENT SOLUTIONS IN WORKFLOW SCHEDULING  

 
The current HPC and cloud meta-schedulers use many 

heuristic algorithms to schedule the workflow applications. 
The most popular methods are described below. 

Myopic-Myopic heuristic is based on the minimum time 
to compute strategy, where each ready task is assigned to the 
resource that is capable to complete the ready task at the 
earliest. Myopic heuristic is one of the simplest scheduling 

techniques for scheduling dependent tasks in grid 
environment because it considers a single task while 
allocating the resource for scheduling. The myopic heuristic 
is implemented in some real HPC environments such as 
Condor DAGMan [12]. The Myopic algorithm schedules the 
ready tasks one after other until all the tasks in ready queue 
get scheduled. It maps each task to the resource that can 
process the task at the earliest. 

MinMin-This scheduling heuristic prioritizes dependent 
tasks according the task sizes and schedules the tasks based 
on the sizes of the tasks [13]. The Min–Min scheduling 
heuristic maps shortest task on the fastest. The task having 
minimum expected time for execution over all tasks is 
selected to be scheduled first on the fastest resource that takes 
minimum time for execution during each iteration and it 
keeps scheduling all the tasks until the ready queue is 
exhausted. MinMin is implemented in real HPC environment 
such as vGrADS[14] of Rice University USA. 

MaxMin-The MaxMin [15] scheduling heuristic 
prioritizes the dependent tasks according to the expected time 
to compute, the task that requires the longest execution time 
is allocated to the fastest resource that is capable to process 
the task at the earliest. This heuristic arranges the workflow 
tasks into multiple independent task groups and schedules 
each group of tasks iteratively. In each iterative step, a task 
with maximum time to compute is selected to be scheduled 
on the fastest resource that can process the task at the earliest. 

HEFT-Topcuoglu H. et al. proposed a list scheduling 
method known as Heterogeneous Earliest Finish Time 
(HEFT) [16], which sets higher priority to the dependent 
tasks having higher rank value. The rank value is based on 
the average execution time of each task and average data 
transfer time between the predecessor and successor task, 
where the tasks in the critical path have higher rank values. 
Afterwards, this heuristic sorts the tasks by the descending 
order of the rank values of the tasks and the task with a higher 
rank value are set to higher priority. During actual 
scheduling, tasks in a workflow are scheduled in the order of 
their priorities, and each task is assigned to the fastest 
resource that can process the task at the earliest. 

PSO-Particle Swarm Optimization (PSO) is a random 
based scheduling approach that searches the search space to 
find the near optimal solution. The position of each particle 
in search space represents a potential solution. The swarm 
represents the total number of predefined particles. The 
particle swarm optimization explores the search space by 
using position vector and terminates when predefined 
stopping criterion is met. The best particle that provides 
minimum value for objective function, that is, makespan, is 
selected as a final solution. In [17], authors have 
implemented PSO based scheduling approach to minimize 
the makespan. 

GA- Genetic algorithm is also a metaheuristic approach 
[18] that generates random solutions to achieve near optimal 
solution. In GA, each individual represents a potential 
solution. The search space is explored using crossover and 
mutation operators. The GA terminates after a predetermined 
stopping criterion is met. The best solution obtained during 
evaluations is printed as a final solution. The final solution 
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represents task-resource mapping and scheduling timing. In 
[19], authors have presented workflow scheduling using GA 
with the objective of minimization of overall schedule length. 

GRASP-The Greedy methods randomized adaptive 
search procedure (GRASP) [20] is an iterative approach that 
searches the solution on random basis. In GRASP, 
predetermined iterations are conducted to search a near 
optimal solution for scheduling the tasks on available 
resources. A new solution is generated in each iteration and 
the best solution among all the iterations is taken as the final 
solution. This method determines the minimum and 
maximum time to compute for each task on the available 
resources. The average time is determined by applying 
GRASP equation for executing a ready task on the available 
resources. All the resources that take lesser or equal time to 
the average time (obtained from GRASP equation) are 
considered for scheduling decision and any one resource is 
allocated to the ready task on random basis.   

 
3.1 Related Work  
  

There exists many state-of-the-art works for scheduling 
workflow tasks in HPC environment but most of the 
approaches are capable to handle single workflow at a time 
level-wise. 

Rahman et al. [21] have presented a dynamic workflow 
scheduling approach known as DCP-G that minimizes the 
workflow execution time dynamically along with reducing 
the scheduling overhead. Bogdan et al. [22] have introduced 
an improved critical path using descendant prediction 
method for workflow scheduling, which is known as ICPDP. 
This approach performs well for minimizing makespan and 
for balancing the load of HPC resources. It also minimizes 
idle time of processing elements to enhance the resource 
utilization. Wang et al. [23] have presented an extensive 
approach named look-ahead genetic algorithm (LAGA), 
which optimizes both makespan and reliability of workflow 
tasks. LAGA uses an evolution and evaluation method as a 
two phased methodology. In first phase, the evolution 
operators of GA decide the task-resource mapping and 
second phase allows the evaluation steps to govern the task 
order of solutions using max-min strategy. 

Amalarethinam and Selvi [24] have proposed minimum 
makespan grid workflow scheduling (MMGWS) that mini-
mizes makespan of the workflows in HPC. This approach 
makes advance reservation of the desired resources and 
schedules the tasks on the basis of their respective priorities. 
The results of proposed approach are compared with Min-
Min and HEFT scheduling algorithms. Garg et al. [25] have 
presented an adaptive workflow scheduling (AWS) to opti-
mize makespan considering dynamic availability of the 
resources. This algorithm also takes care of load balancing 
by rescheduling the tasks to new resources form overloaded 
resources. 

The existing approaches have not explained that the 
performance of bio-inspired algorithms deteriorates if the 
search space is huge. The performance depends upon the 
quality of scheduling solutions and the computational time to 
obtain the near optimal schedule.  Hence, we are proposing 

bio-inspired hybrid BFOA approach for better search of the 
scheduling solution that provides scheduling solutions of 
better quality within less computational time. The idea is to 
first find a schedule by the heuristic algorithms such as 
MaxMin, MinMin, and Myopic, and use these as initial 
solutions (along with other randomly generated solutions) in 
the search space to get better solutions using BFOA. Most of 
the existing workflow scheduling approaches are based on 
single workflows whereas we have addressed scheduling 
problem of multiple workflows which are to be scheduled in 
parallel. The performance of our approach with the existing 
approaches is compared for quality of the scheduling 
solutions. The results demonstrate that our hybrid approach 
(MinMin/Myopic with BFOA) outperforms other 
approaches. 
  
4 PROPOSED APPROACH 
  

In this paper, a Bacterial foraging optimization algorithm 
based workflow scheduling mechanism is presented with two 
different aspects a) Starting with some random solution and 
searching for the optimal or sub-optimal scheduling solution, 
2) Starting with a solution generated by MaxMin, MinMin 
and Myopic scheduling strategies and then searching for the 
optimal or sub-optimal schedule from this starting solution. 
  
4.1 Bacterial Foraging Optimization Algorithm (BFOA) 
  

Kevin Passino proposed the Bacterial Foraging 
Optimization Algorithm (BFOA) in 2002. BFOA provides 
vigorous search techniques that let a high quality solution to 
be achieved within a large search space [26].The bacterial 
foraging algorithm explores the new regions of the search 
space by chemotaxis and elimination-dispersal process and 
BFOA exploits the best solutions from the past searches 
through reproduction process. A bacterium is any solution in 
the search space, which is represented by a set of parameters. 
A bacteria foraging optimization algorithm maintains a 
bacteria population consisting of a set of bacterium that 
evolves over generations [26].The quality of a bacterium in a 
bacteria population is determined by an objective function. A 
typical Bacterial Foraging Optimization Algorithm consists 
of the following steps: 
Algorithm 
1. Initialize B, p, Nc, Nre, Ns, Ned, Ped and S(i), (i = 1, 2, …, 

B). 
Choose the initial values randomly for θi where 
i=1,2….B in the search space. B represents population of 
bacteria;Nch represents number of chemotactix steps; Ns 
represents swim length; Ned represents the probability of 
removal of bacteria; S(i) specifies the size of the step 
taken in diverse direction during tumbling. The position 
p of each bacterium in bacteria population B is updated 
automatically and the iterations stop after meeting the 
stopping criteria. 

2. Elimination loop: el= el+1. 
3. Reproduction loop: r=r+1 
4. Chemotactic loop: c =c +1 
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a) For i = 1, 2, …, B take a chemotactic step for ith 
bacterium.  

b) Compute fitness C(i, c, r, el). 
c) Let C(i, c, r, el) = C(i, c, r, el) + Ccc(θi(c, r, el), θ(c, r, el)) 
d) Let Cprevious = C(i, c, r, el) to retain this value until a better 

cost/fitness is found. 
e) Tumble: Create a random vector Δ(i) ∈ ℜ𝑝𝑝 with each 

element Δk(i) ∈ [−1, 1] (k = 1, 2, …, p). 
f) Make a movement with a step of size S(i) for ith 

bacterium in the direction of the tumble.  

 
T

Δ( )( 1, , ) ( , , ) ( )
Δ ( )Δ( )

i i ic r el c r el S i
i i

θ θ+ = +  

g) Compute C(i, c + 1, r, el) 
h) Swim. 

Let m = 0 (Initialize the swin length counter) 
While m < Ns   Let m = m + 1 
If C(i, c + 1, r, el) < Cprevious (if there exists 
improvement), let  Cprevious = C(i, c + 1, r, el) and let 

T

Δ( )( 1, , ) ( 1, , ) ( )
Δ ( )Δ( )

i i ic r el c r el S i
i i

θ θ+ = + +  

Use this θi(c + 1, r, el) to compute the new C(i, c + 1, r, 
el). 
Else, let m = Ns. End of while Loop. 

i) Move to next bacterium (i + 1), if i ≠ B 
5. If c < Nc go to step 3. In this case, repeat chemotaxis 

steps, till the end of bacteria life. 
6. Go for reproduction. 
a. For the given reproduction r and elimination dispersal el, 

and for each i = 1, 2, 3, …, B, let  
1

health
1

( , , , )
Nc

i

c
C C i c r el

+

=
= ∑  be the health of bacterium i. 

Sort the bacteria in ascending order of health of bacteria 
as  Chealth.  

b. The Br bacterium with poor Chealth values die and the 
other Br bacteria with the best values split into two 
bacteria to keep the population size same. 

7. If r < Nre, move to step 2.  
8. Go for Elimination-Dispersal with the pre-determined 

probability Ped. If el < Ned, then go to step 1, otherwise 
end. 

 
4.2 Problem Definition 
 

Using BFOA algorithm to solve the workflow 
scheduling problem needs suitable representation of 
bacterium in the given bacteria population. The problem 
definition consists of the following: 
• The problem consists of a set of resources and the tasks of 

one or more workflows that need to be scheduled 
• The task sequence is fixed, while the resource allocation to 

the individual tasks varies  
• A child task in any workflow can be scheduled only after 

the completion of its parent tasks. 
• The expected execution time (EET) of each task is 

calculated on the basis of task size (specified in Millon 

Instructions) and processor’s capacity (specified in MIPS 
(Million instructions per second). 

 
The aim of the proposed work is to minimize the overall 

schedule length of the task-resource mapping explained in 
subsequent sections. 
 
4.3 Objective Function  

 
The scheduling of dependent tasks in a workflow focuses 

on some of the scheduling criteria such as minimizing the total 
schedule length, minimizing flowtime, minimizing the overall 
execution cost, executing the tasks within the user specified 
deadline.  The objective function is used to evaluate the current 
bacteria (population) to produce quality solutions. In our 
research work, we are taking total schedule length as objective 
function, which is to be minimized to produce a potential 
schedule. 

Let T = {t1, t2, ..., tn} be the n tasks in a given set of 
workflows that need to be scheduled on a set of m resources R 
= {r1, r2, …, rm}. Let B be the start time of the first task, while 
F be the finish time of the last task in a schedule. The schedule 
length is defined as the total time span TSi between B and F for 
ith schedule. The objective function is to minimize the total 
schedule length TSi or makespan over all possible schedules, 
that is, argi(min{TSi}, i ∈ Schedules) . 

 
4.4  Initial Bacteria Population in BFOA 
  

The initial population of the bacteria represents random 
scheduling solutions. That is, the position of each bacterium 
represents a possible schedule (possible solution in the 
problem space). The position of each bacteria is an n–
dimensional vector, where the ith element of the vector 
represents the resources ID on which the ith task is executed.  
The task sequence remains constant, while the resource 
allocation changes across different schedules.  The total 
number of bacterium is determined by the pre-decided bacteria 
population size. 
 

 
Figure 2 An example workflow 

 
An example of Bacteria position is shown in Tab. 1, 

where the tasks T0 to T7 have fixed order, while the resource 
string varies across the tasks and also over different schedule 
solutions. Fig. 2 displays an example of workflow. 
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Table 1 Bacteria population sample 
Position vector (R1, R2, …, R0) of a  bacterium 

T0 T1 T3 T2 T4 T5 T6 T7 
R1 R2 R3 R1 R4 R5 R6 R0 

 
The initial bacteria population in the bacterial foraging 

optimization algorithm could comprise a) Random solutions 
(positions), or b) Random solutions with a few bacteria 
positions initialized with solutions obtained by MaxMin, 
MinMin and Myopic scheduling strategies.  The BFOA then 
searches for the optimal or sub-optimal schedule from this 
initial population. 

The idea behind incorporating these heuristic strategies in 
BFOA is to enhance the exploration capability of the proposed 
approach. If there are n jobs and m resources, each job will 
have nm combinations. For example, for 100 jobs and 10 
resources, there would be 10010 combinations. This search 
space is huge and it may not be computationally feasible to 
find the near optimal solutions. With initial solutions obtained 
from some heuristic techniques such as MaxMin, MinMin, and 
Myopic, the exploration by the evolutionary algorithm would 
start from these positions or solutions and the algorithms 
would attempt to improve upon these solutions (find 
optimal/sub-optimal solutions), if applicable, in relatively 
lesser amount of time. The following sections describe the 
steps involved in BFOA in the context of scheduling problem.  
 
4.4.1 Chemotactic Process 
 

Chemotaxis process allows the bacterium to move 
towards the sources of food. The bacterium swims to change 
directions during this process and follows the same direction if 
it finds good fitness over the previously swimming steps. In 
this process, the bacterium explores search space for better 
solutions. The tasks are allocated to different combination of 
resources to achieve better fitness values. The movement of the 
ith bacterium at the cth chemotactic, rth reproductive, and elth 
elimination dispersal step can be mathematically expressed as 
follows: 

Where ∆ indicates a vector in the random direction 
whose elements lie in in [−1, 1]. 

The chemotaxis process allows the bacteria to explore the 
search space to find better solutions for the given problem. For 
example, task T1 is allocated to resource R1. The new 
allocation is 2 (1 (previous resource id) + 0.99987 (value 
achieved by tumbling process)). Table 1 shows the resource 
allocation to workflow tasks before and after the chemotaxis 
process. The task-resource mapping of each bacterium is 
changed during chemotaxis process if each bacterium finds 
better fitness; otherwise the previous solution is preserved. 
 
4.4.2 Swarming 
 

Swarming allows the population of bacteria gathers 
together and moves as concentric patterns of swarms. The cost 
or fitness of a bacterium position is affected by swarming. The 
health of bacteria is needed during reproduction step where 
bacteria with poor health die and bacteria with good health go 
for reproduction.  

The swarming equation of bacteria is affected by the cell-
to-cell signaling is given by Eq. (1), where ║║ is the Euclidean 
norm, ωa and ωr are measures of the width of the attractant 
and repellent signals respectively, M measures the magnitude 
of the cell-cell signaling effect in the given swarming equation.  
The swarming equation drives certain weight that is added to 
cost (fitness value) of each bacterium to determine the health 
of bacterium. 
 

2 2

1 1
( , ) e e .

i k i kB Ba ri
cc

k k
C M

ω ϕ ϕ ω ϕ ϕ
ϕ ϕ

− − − −

= =

    = − −     
∑ ∑  (1) 

 
For example, if the fitness value (makespan) of a 

bacterium is 100 seconds, the swarming weight is 44.999, and 
the health of the bacterium is 100 + 44.999 = 145.  The better 
the health, better would be the bacterium position. The health 
of bacterium allows it to make decision for the swimming step, 
that is, whether to swim in the same direction if the health is 
improving or stay back at the previous position. The health of 
the bacterium plays a crucial role in reproduction step, where 
the bacterium with better health survives and bacterium with 
poor health dies. 
 
4.4.3 Reproduction 

  
The reproduction step allows the bacteria to exploit the 

search space. The objective here is to search a limited region 
of the search space with the possibility of improving the local 
solution. The existing solutions are refined here to improve the 
fitness value. After chemotactic steps, a reproduction step is 
followed. In reproduction, the bacteria with bad health die and 
the bacteria with good health split into two bacteria to keep the 
population size same [27]. The bacteria are sorted according to 
their health. The scheduling solutions with higher or poor 
makespan will be removed from the current bacteria 
population. 

However, this step generates duplicate bacterium 
(scheduling solutions) in the bacteria population, but it is 
mandatory to remove the worse population (with poor fitness) 
from the current solutions. 
 
4.4.4 Elimination-dispersal 

 
This step allows the bacteria to search for the search space 

to get newer and refined solutions (if any), that is, searching a 
much larger portion of the search space with the possibility of 
finding better solutions. In elimination process, a bacterium is 
stochastically selected for elimination from the population and 
is replaced by a new bacterium located at a random new 
location within the search space, according to a predefined 
probability Ped. For example if the elimination-dispersal 
probability is 0.25 then 25% of the scheduling solutions or 
bacteria will selected on random basis and will be replaced by 
newly generated scheduling solutions or bacteria. 

However, this process introduces new population and 
removes redundant bacteria, which are generated in 
reproduction step.  But it may also kill the best scheduling 



Kaur Mandeep, Kadam Sanjay: Bio-Inspired Workflow Scheduling on HPC Platforms 

TEHNIČKI GLASNIK 15, 1(2021), 60-68                                     65 

solutions found so far. In order to preserve the best population 
elitism is applied during elimination-dispersal step. If the 
elitism rate is 10% then the top 10% of bacterium with 
minimum fitness or make span are preserved, while the rest 
90% of bacteria undergo elimination dispersal process. 

Tab. 8 is depicting the operational patameter values for 
BFOA. 

 
4.5  Genetic Algorithm 

 
Each chromose represents a potential solution in the 

problem space. The individual in population is generated in a 
similar manner as each bacterium is generated in BFOA. The 
total chromosomes are decided by the pre-determined 
population size. The genetic operators are explained below. 
 
4.5.1 Selection 

 
For selecting chromosomes for reproduction from the 

prevailing population, the tournament selection is applied. 
Two tournaments are held to select potential parents for 
mating. Parent 1 with better fitness value has been selected and 
this method is repeated in the second tournament to obtain 
second parent 2. The two parent chromosomes are selected for 
the crossover. Fig. 3 depicts the binary tournament selection 
procedure. 
 

Table 2 Task resource assignment before chemotaxis 
HPC task-resource assignment string 

T0 T1 T3 T2 T4 T5 T6 T7 
R2 R3 R1 R2 R3 R3 R0 R6 

 
Table 3 Task resource assignment after chemotaxis 

HPC task-resource assignment string 
T0 T1 T3 T2 T4 T5 T6 T7 
R1 R2 R3 R1 R4 R5 R6 R0 

 
Table 4 Control operational parameters for BFOA 

Sr. No Parameters Type/Values 
1 Bacteria Population 50 
2 Maximum number of steps, Ns 3 
3 Number of chemo tactic steps, Nc 20 
4 Number of reproduction steps, Nre 2 
5 Number of elimination-dispersal steps, Ned z2 
6 Probability, Ped 0.25 
7 Size of the chemotaxis step, C(i) 0.8 

 

 
Figure 3 The binary tournament selection 

 

4.5.2 Crossover 
 
The crossover operator allows the individuals to search for 

new solutions. The parents selected in tournament selection go 
for reproduction of Offsprings/children during crossover  [29]. 
In The two-point Crossover is used in our proposed approach. 
Tab. 5 and Tab. 6 are showing before and after crossover 
points. 
 

Table 5 Before two-point crossover 
Parent 1 R1 R2 R3 R4 R3 R4 R5 R6 
Parent 2 R0 R7 R5 R9 R1 R3 R2 R8 

 
Table 6 After two-point crossover 

Offspring 1: R1 R2 R3 R9 R1 R3 R5 R6 
Offspring 2: R0 R7 R5 R4 R3 R4 R2 R8 

 
4.5.3 Mutation 
 

Next to crossover operation, the mutation operation is 
applied to one chromosome based on the mutation probability. 
The mutation operation helps to diversify the population and 
to obtain new solutions. Replace Mutation is used in the 
research work presented in this paper. When the mutation 
probability of is decided by a chromosome with the selection 
of two random points and the resources of those tasks are 
interchanged.  

Tab. 7 is depicting the controlled parameter values for GA. 
The fine tuning of controlled parameters is based on the 
empirical study of the GA based research outcome.  
 

Table 7 Control operational parameters for GA 
Sr. No Parameters Type/Values 

1 Crossover Two-Point 
2 Crossover Probability  0.8 
3 Mutation Type Swap  
4 Crossover Probability 0.2 
5 Population Size 100 

 
4.6  Particle Swarm Optimization (PSO) 
 

Particle Swarm Optimization is an intelligence technique 
which is based on a swarm of particles moving in search space 
and communicating with each other for determining a near 
optimal solution [30]. Population of particles is known as 
swarm in PSO. Each particle is represented in a similar manner 
as a bacterium is represented in bacteria population.  The 
parameters used in the PSO algorithms are:  

Velocity (vector): This vector determines the direction in 
which a particle needs to fly in order to improve its current 
position in the flock.  

pbest (personal best): It is the personal best position 
(solution) of a given particle found so far.  

gbest (global best): Position of the best particle in the 
entire swarm.  

Inertia weight: Denoted by ω, the inertia weight is used to 
control the impact of the previous history of velocities on the 
current velocity of a given particle. It can be taken as random 
value or constant value.  
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Learning factors: There are two learning factors used in 
PSO that is, C1 and C2.  The parameter C1 represents the 
attraction of a particle towards its own success, while 
parameter C2 represents the attraction of a particle towards the 
success of global best position. 

Every particle gets updated during each iteration by its 
personal best value, that is, pbest and the global best value, 
that is, gbest. The particle modifies its position with the help 
of velocity and position vector to explore the search space for 
better solutions (Doctor Kennedy and Eberhart in 1995).  
When the position of a particle is changed, the task-resource 
mapping is changed. The tasks are assigned to different set of 
resources as long as the position of each particle is updated. 
Tab. 8 depicts the values of control parameters used for 
workflow scheduling in our research work.  
 

Table 8 Control parameters for PSO 
Sr. No Parameters Values 

1 C1 1.25 
2 C2  1 
3 ω 0.9 
4 r1 0.1 
5 r2 1 
6 Swarm size 100 

 
4.7 Multiple Workflows Scheduling 
 

In multiple workflows scheduling, a group of tasks are 
scheduled level-wise in the workflow trees using the heuristic 
algorithms (MinMin, MaxMin, and Myopic). We explain the 
multiple workflow scheduling mechanism that we have 
implemented in our work with one such heuristic algorithm 
namely, MinMin. We first take all the tasks on level one of 
all the workflow trees and schedule them using the MinMin 
algorithm. The task with minimum time to compute is picked 
first and is scheduled on the fastest resource (the processor 
which takes shortest time to execute the task). We then 
schedule the tasks at second level of the workflows. The 
shortest task is allocated to the fastest resource and this 
process continues until all the tasks at all the levels are 
scheduled. MinMin applies its scheduling strategy of shortest 
job on fastest resource at each workflow level and schedule 
the all the tasks in the workflows. The other heuristics such 
as MaxMin and Myopic also perform scheduling according 
to the levels of workflow. The only difference is their 
scheduling strategies. MaxMin schedules the longest task on 
the fastest resource at each workflow level, whereas, myopic 
chooses the tasks in an arbitrary fashion and schedules them 
on the fastest resources. The reverse is also true when meta-
heuristic algorithms (BFOA, PSO, and GA) allocate a set of 
tasks to the corresponding resources.  
 
4.8  Experimental Setup 
 

The heterogeneous resources with different processing 
capacities are simulated and defined in terms of MI/sec 
(Million Instructions/sec). The size of each task is generated 
between 8000 MI and 20,000 MI from a uniform distribution.  
The total number of tasks in the workflow are N. Our workflow 
generator can generate single workflows with many dependent 

tasks and multiple workflows (with specific number of tasks in 
each workflow). In our case study, 10 tasks have been 
generated in each workflow. If there are 10 workflows then the 
total number of tasks would be 100. The workflows for 
evaluation are created using the following parameters: 
• Type = Random workflows 
• One workflow= 10 tasks each 
• N = {50, 100, 200, 300, 400} 
• M = {5} 

 
Note that for GRASP, 500 iterations are considered and 

the value of α is set to 0.01.  
 
5 RESULTS AND OBSERVATIONS 
 

The scheduling heuristics are evaluated on the basis of 
total schedule length. The total schedule length for a set of 
workflows or dependent tasks is defined by the time span 
between the start of the first task and the end of the last task. 
Two sets of scheduling simulations have been carried out. In 
the first simulation, the search for scheduling solutions was 
initiated with a random generation of solutions in the search 
space. The exploitation and exploration of the solution space 
has been performed in order to refine the existing solutions and 
to search newer solutions using the metaheuristics algorithms 
such as BFOA, PSO and GA.  

In the second simulation, a hybrid approach is used where 
heuristic algorithms such as MaxMin, MinMin, and Myopic, 
have been used to get initial solutions in the search space. 
These along with randomly generated solutions serve as the 
starting solutions in the search space to the metaheuristics 
algorithms for possible improvements in the scheduling 
solutions. The performance of our hybrid approach is 
compared with the existing approaches for quality of the 
scheduling solutions. The results demonstrate that our hybrid 
approach (MinMin/Myopic with BFOA) outperforms other 
approaches. 

The space complexity increases exponentially with 
increase in task-resource combinations. For 200 tasks and 5 
resources, there exist 5200 scheduling solutions. The 
evolutionary techniques perform well when the search space is 
small (less number of tasks and lesser number of task-resource 
combinations). As the search space complexity increases, it is 
difficult to determine the near optimal solution.  

Tab. 9 and Fig. 4 depicts that heuristic algorithm perform 
well even if the number of workflows with number of tasks go 
on increasing while the quality of solutions obtained  by BFOA 
and other evolutionary techniques such as GA and PSO starts 
deteriorating as the search space increases.  
 

Table 9 Metaheuristic Hybrid Approach Vs Heuristic Approaches 
Tasks MaxMin MinMin Myopic GRASP GA PSO BFOA 

50 165 145 139 138 134 132 126 
100 290 244 226 233 243 242 228 
200 602 518 504 501 519 516 509 
300 765 633 643 607 677 681 665 
400 996 822 811 840 957 925 913 
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Figure 4 Heuristic approaches vs Metaheuristic approaches 

 
Table 10 Metaheuristic vs Heuristic Approaches 

Tasks MaxMin MinMin Myopic GRASP GA PSO BFOA 
50 165 145 139 138 121 120 115 
100 290 244 226 233 218 225 202 
200 602 518 504 501 476 496 446 
300 765 633 643 607 587 581 575 
400 996 822 811 840 793 796 774 

 

 
Figure 5 Heuristic approaches Vs Metaheuristic Hybrid Approach 

 
Tab. 10 and Fig. 5 depicts that the hybrid approach 

improves the quality of scheduling solutions and minimizes 
the computational time to obtain the near optimal solution. If 
the metaheuristic algorithms start with solutions obtained by 
heuristic solution along with some randomly generated 
solutions, then the quality of solution improves significantly, 
because the exploration of the search space is guided in a better 
direction. The solutions generated by hybrid BFOA are 
improved by 8% for 50 tasks, 11% for 100 tasks, 12% for 200 
tasks, 13% for 300 tasks and 15% for 400 tasks, respectively.    
 
6  CONCLUSION  

 
In this paper, we have used the bio-inspired bacteria 

foraging optimization algorithm (BFOA) together with other 
heuristic algorithms to find scheduling solutions for multiple 
workflows. Starting with a random schedule for the multiple 

workflows, the BFOA attempts to find a scheduling solution. 
However, this may not always result in optimal or sub-
optimal solution and sometimes may take large amount of 
computation time to get to a desired scheduling solution. 
Hence, we have used a hybrid approach where heuristic 
algorithms such as MaxMin, MinMin, and Myopic have been 
used to get initial solutions in the search space, which then 
serve as starting points (along with other randomly generated 
solutions) for getting better solutions using bacteria foraging 
optimization algorithm. The performance of our hybrid 
approach presented in this paper is compared with the 
existing approaches. The results demonstrate that our hybrid 
approach (MinMin/Myopic with BFOA) outperforms other 
approaches. 
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Experimental Optimization of Using Natural Pozzolan in Chloride Ion Exposed Concrete via 
Taguchi Method 

 
Amir Behshad*, Mostafa Askarian Zardak, Yaser Mohammadi  

 
Abstract: Concrete durability is one of the most important concerns in the field of construction. The environmentally friendly materials that can provide the durability are of great 
value in the construction of concrete structures. The use of natural pozzolans is one of the cheapest and most efficient methods in this field, which offers a good performance from 
environmental and economic point of view and satisfies required engineering parameters. In this study, the effect of using natural pozzolan in the manufacture of concrete exposed 
to sulfate and chloride ion of Oman sea water was investigated. The Taguchi optimization method was used to reduce the number of samples prepared, reduce the cost of 
experiments and achieve an optimal mix design. The four parameters, namely water to cement ratio, different percentages of natural pozzolan, super-plasticizer and cement grade 
with different ratios, were considered as problem variables. The Taguchi optimization method proposed 8 mix designs based on the defined levels for the variables. By constructing 
96 samples, two parameters of permeability and water absorption from Oman Sea and drinking water were investigated in the samples. By introducing the results of the experiments 
into the Taguchi method, the final optimal design was presented by this method, and by constructing 12 additional samples and conducting permeability and water absorption 
experiments, the behavior of this optimal mix design was verified. The appropriate performance of the Taguchi method was demonstrated by obtaining the optimal mix designs 
from the Taguchi method, constructing this mix design and comparing the results with the regulation limitations. The results showed that it is acceptable to use natural pozzolan 
under moderate to severe chloride and sulfate ion attacks, but it is not recommended in the extreme environmental conditions. 
 
Keywords: Permeability; Pozzolan; Taguchi Method; Water Absorption 
 
 
1 INTRODUCTION  
 

Today, the use of natural pozzolans is of great 
importance due to the improvement of the concrete structure 
and the increase of concrete performance in aggressive 
environments considering the economic efficiency and 
environmental impacts. Replacing the cement with these 
types of pozzolans (depending on the replacement 
percentage) has shown significant effects on the compressive 
strength, initial setting time and durability of concrete. The 
use of pozzolanic cement containing 55% of a natural 
pozzolanic material from Turkey demonstrated the ability of 
this compound to reduce the spread of the alkali-silica 
reaction [1]. Due to the inconsistency of the structural 
properties, no certain percentage of natural pozzolans can be 
determined to improve the concrete properties, and the 
necessary experiments should be performed for each type of 
pozzolan. In the study of Najimi et al. (2011) on zeolite as a 
natural pozzolan, it was found that replacing the cement with 
30% of the natural pozzolans in the mix designs can have 
beneficial effects on water and chloride penetration and 
corrosion rate [2]. Ezzian et al. (2005) performed some 
experiments and managed to find an optimal percentage of 
natural pozzolan between 15 and 20% for cement 
replacement in the samples at temperatures of 20, 40 and 60 
°C [3]. In another study by Nguyen et al. to investigate the 
size of natural pozzolans for reducing the ettringite 
production rate, they found that the smaller the particle size, 
the better the effect on the amount of produced ettringite [4]. 
In addition to the environmental issues and not requiring 
much CO2 production and release process unlike cement, the 
use of natural pozzolan is economically optimal and results 
in the reduced heat generation and concrete permeability [5]. 
In fact, pozzolanic materials are the most important factor in 
reducing the concrete permeability, which is achieved by 

reducing the volume of large cavities in concrete [6]. To this 
end, a study conducted in Algeria by Kaid et al. concluded 
that the use of Algerian natural pozzolans as a percentage of 
cement replacement can improve the parameters related to 
durability, corrosion and resistance to acidic environment 
[7]. In the present study, the natural pozzolan of Taftan 
Mountain and the water of the Oman Sea were used. The 
permeability and water absorption tests were performed 
using BS EN 12390-8 permeability test standards [8] and BS 
1881-part 122 half-hour water absorption test [9].  

Merida and Kharchi [10] investigate the concrete 
properties has been manufactured by blended cement 
including volcanic origin Algerian natural pozzolan and 
Portland cement. They included that using such pozzolan 
improves the pulse velocity and sulphate resistance of 
concrete. 

Omrane et al. [11] investigate the performance and 
durability of self-compacting concrete (SCC) contain natural 
pozzolan and recycled concrete aggregates. The results of 
their research work shows that using pozzolan develop a 
significant compressive strength to mixtures without it at 120 
days. The incorporation of 15% and 20% pozzolan in SCC 
decreased  the  penetration  depth  of  chloride  ions  to  50%  
and  also  decreased  the  mass  loss under sulfuric acid attack. 
A comprehend review regarding the mechanical and 
durability characteristics as well as the microstructural 
properties of natural pozzolan based geopolymers and their 
potential as binding material are reported in Firdous et al. 
[12] research work. Najimi and Ghafoori [13] find the most 
proper optimum using hybrid aluminosilicate precursors in 
alkali-activated concretes made with having different 
proportions of natural pozzolan (low calcium precursor) and 
also blast furnace slag (high calcium precursor). Their 
experimental investigation shows that the optimum sodium 
hydroxide concentration was dependent on the precursor and 
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activator combinations as well as the expected fresh, 
strength, dimensional stability and transport properties. 

In this study, by replacing the cement with Taftan natural 
pozzolans and using the Taguchi method, the optimum 
percentage of the pozzolan for the minimum permeability 
and water absorption was obtained in the both Oman Sea 
water and drinking water. By comparing the optimum and 
laboratory values with the standards of the "National 
Concrete Durability Regulation in Oman Sea", the possibility 
of using this pozzolan in the construction industry was 
investigated for the coastal cities of the Oman Sea. 
 
2 TAGUCHI METHOD AND TEST MODEL  
 

The Taguchi optimization technique was introduced in 
the 1950s by the Japanese scientist Taguchi [14]. This 
method is used to save the number of sample preparation, 
reduce the cost of experiments and also obtain an optimal 
design (in this study, pozzolanic concrete mix design). This 
method is optimized by setting the controllable parameters 
and reducing the sensitivity of the system performance 
relative to the uncontrollable parameters of optimal system 
performance [15-17]. Other advantages of this method 
include the simultaneous optimization of several factors and 
evaluation of the impact of controllable factors [16]. The 
parameters in an experiment are divided into two groups of 
controllable and uncontrollable parameters. 

In the Taguchi method, considering the minimum effects 
of uncontrollable parameters, it is tried to optimize the 
system by setting the controllable parameters. 

One of the most important parameters in this method is 
the "signal to noise (S/N) ratio". In terms of quality, Taguchi 
divided the qualitative characteristics into three categories 
based on this parameter [18]. 

1. Larger the better: This parameter is used when the 
problem objective is to reach the maximum value which is 
given by Eq. (1). 
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2. Nominal the best: This parameter is used when the 

problem objective is to produce results around a given value, 
which is expressed by Eq. (2). 
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3. Smaller the better: This parameter is used when the 

problem objective is to reach the minimum value which is 
given by Eq. (3). 
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In Eqs. (1)-(3), yi is the value of the obtained results and 
n is the number of replications per experiment. 

Any level of a factor with the highest S/N ratio is known 
as the optimal level. In addition, any factor where the 
difference between its levels (delta) has the highest value is 
the most effective factor in the test process and, 
consequently, the most influential factor in the optimization 
process [19]. 

The parameters of this study are as follows: 
• Taftan natural pozzolan (pozzolan) 
• Water to cement ratio (cement with pozzolan) - (w/b) 
• Grade of used cement - (c) 
• Super-plasticizer - (sp). 

 
The levels (the number of ratios provided for each 

parameter to prepare the test mix design) and the quantity of 
each variable parameter related to these parameters are listed 
in Table (1). For example, for the water to cement ratio, two 
ratios of 0.4 and 0.45, namely two levels, are considered and 
for the pozzolan to cement ratio, four ratios of 0, .10, .20 and 
.25%, namely four levels, are defined. 

 
Table 1 Parameters and related levels 

Level b (kg/m3) Sp (%) W/b (%) Pozzolan (%) 
1 400 0 0.4 0 
2 450 0.7 0.45 10 
3 - - - 20 
4 - - - 25 

 
In this study, 8 mix designs were used based on the 

proposed Taguchi method. Each mix design consists of 12 
samples, 6 samples for the storage in pond 1 (the pond 
containing drinking water) and the other 6 samples were used 
for the storage in pond 2 (the pond containing Oman Sea 
water). The temperature of the sample storage ponds was 
kept constant at 28 ± 3 °C. The tests performed on the 
samples are the BS EN 12390-8 permeability test and BS 
1881-part122 half-hour water absorption test, both of which 
are among the most important tests recommended in the 
"National Concrete Durability Regulation in Oman Sea" for 
the evaluation of concrete samples. The experiments were 
performed on the samples at 28 days. The water permeability 
test of the relevant standard required more time for the test 
because of spending more time (72 ± 2 hours for each mix 
design in each pond) than the other permeability tests. 

Taguchi proposed the L8 orthogonal arrays (8 mix 
designs) for this experiment, as shown in Tab. 2, which gives 
the details of the mix designs in Tab. 3 with respect to the 
proposed levels for each mix design. 

 
Table 2 L8 standard arrays 

 Independent Variables 
Test No. b (kg/𝑚𝑚3) Sp (%) w/b (%) Pozzolan (%) 

M1 1 1 1 1 
M2 2 2 2 1 
M3 2 1 1 2 
M4 1 2 2 2 
M5 1 2 1 3 
M6 2 1 2 3 
M7 2 2 1 4 
M8 1 1 2 4 
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Table 3 Details of Taguchi proposed mix designs 

Test No. Independent Variables 
b (kg/𝑚𝑚3) Sp (%) w/b (%) Pozzolan (%) 

M1 400 0 0.4 0 
M2 450 1 0.45 0 
M3 450 0 0.4 10 
M4 400 1 0.45 10 
M5 400 1 0.4 20 
M6 450 0 0.45 20 
M7 450 1 0.4 25 
M8 400 0 0.45 25 

 
3 MATERIALS 
 

The cement used in the experiment is the cement type II 
and the pozzolan used is the Taftan natural pozzolan. The 
results of chemical analysis of cement and pozzolan used in 
the experiments are presented in Tab. 4. 
 

Table 4 Physical and chemical properties of Portland cement and mineral 
admixture 

Taftan pozzolan Portland cement Physical properties 
- 2850-3000 Specific surface area (g/cm2) 
  Setting time 
- 90-110 Primary (min) 
- 130-180 Secondary (min) 
  Compressive strength 
- 180-230 3-day (kg/m2)  
- 290-330 7-day (kg/m2) 
- 410-450 28-day (kg/m2) 
  Chemical analysis 

60-62 21.5-22 SiO2 
6.5-7.1 63.4-64.2 CaO 

17.8-18.5 4.8-5.2 Al2O3 
4.6-5.5 3.7-4.1 Fe2O3 

<2.8 2.3-2.6 MgO 
<0.2 1.2-1.6 SO3 
<2.5 <0.04 Cl 
<2 0.6 K2O 
- 0.4 Na2O 
- 56 C3S 
- 15 C2S 
- 7-7.5 C3A 

<2.5 0.5-0.8 Loss of ignition 
 
The sand and gravel consumed in this study were 

obtained from a factory in Zahedan which did not meet 
ASTM C33 standards [20], and the grading was modified, 
and the grading results after modifying the aggregates are 
presented in Tabs. 5 and 6. The maximum gravel size, water 
absorption percentage, and gravel density are 16 mm, 1.1% 
and 2.75, respectively. Also, the consumed sand has a density 
of 2.65 and water absorption of 2.1%. 

 
Table 5 Results of gravel grading 

Sieve size (mm) 25.4 19 12.5 9.5 #4 #8 
Cumulative percentage 
of grain passed through 

sieve 
100 90.2 40 14 1 0.1 

Allowable range  
ASTM-C33 (%) 100 90-100 20-55 0-15 0-5 – 

 
The grade of cement used (pozzolan + c) in this study is 

400 kg/m3 and 450 kg/m3 (Tab. 3). Due to the necessity for 
keeping the slump of samples between 70 to 110 mm and the 

high grade of cement used, the concrete slump of mix designs 
kept constant with a small percentage of super-plasticizer 
without increasing the water. Tab. 7 presents the super-
plasticizer specifications and the sample mix design. It 
should be noted that the percentage of super-plasticizer 
consumption recommended by the manufacturer is 0.6-2.5% 
by weight of cement. The used super-plasticizer is based on 
melamine. 
 

Table 6 Results of sand grading 
Passed percentage 

(after modification) 
Passed percentage 

(before modification) 
Allowable range 

ASTM C 33 
Sieve 
No. 

0 1.2 0 200 
7 4 2-10 100 
24 7 10-30 50 
40 20 25-60 30 
69 35 50-85 16 
89 69 80-100 8 
95 84 90-100 4 

100 100 100 3/8 
 

Table 7 Super-plasticizer specifications 
Physical properties partially concentrated liquid 

Color Light brown 
Density 1.2 kg/m3 

pH 6.9 
Other specifications Without chlorine ion and non-flammable 

 
Tab. 8 compares the analysis of the main salts in the 

waters of the Oman Sea with the salts in the high seas of the 
world as a measure, considering that the waters of the Oman 
Sea were used in one of the ponds. 

 
Table 8 Comparison between high seas and Oman Sea water decomposition 

Minerals Minerals existing in sea 
water (ppm) 

Minerals existing in Oman Sea 
water (ppm) 

Calcium 50-480 460 
Magnesium 260-1410 1400 

Sodium 2190-12200 12500 
Potassium 70-550 420 

Sulfate 580-2810 2900 
Chlorine 3960-20000 21100 

 
4      PREPARATION OF TEST SAMPLES 
 

In this study, ACI-211 [22] was used for the volumetric 
concrete mix design method. The samples were removed 
from the mold after 24 h and kept in lime water solution for 
7 days. After 7 days, the samples were transferred to two 
drinking water and Oman Sea water ponds. The permeability 
test samples are 150 mm cubic samples as per BS EN 12390-
8, and 6 samples were prepared for each mix design. Also, 
the cylindrical samples were 7.5 × 7.5 as per BS 1881-part 
122 for water absorption test. 

 
5      EXPERIMENTS 

 
Concrete permeability is usually obtained by calculating 

the pressurized water that enters a concrete sample. In the 
research method, according to BS EN 12390-8, the 15 × 15 
× 15 cm cubic concrete samples are subjected to constant 
pressure of 5 atm. After 3 days, the samples are divided into 
two halves and the amount of permeation is measured [19]. 
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Figs. 1 and 2 show a view of the permeability test device, 
split sample, and area of water permeation. 

The water absorption test is performed according to 
BS1881 where the 7.5 × 7.5 cylindrical samples are placed in 
the oven for 72 hours at 110 °C and, after cooling, for 30 
minutes inside the water. After drying the surface of the 
samples, the water absorption percentage of the samples is 
obtained during this time. In this paper, the water absorption 
test is performed according to BS1881-part 122. 

 

 
Figure 1 View of water permeability device in concrete 

 

 
Figure 2 Example of water permeation in cubic sample 

 
The results of the water permeability and absorption tests 

are presented in Tab. 9. Each value in this table is the average 
of the results from three concrete samples tested in drinking 
water and Oman Sea waters. 

 
Table 9 Results of 28-day water permeability and absorption tests 

Testing 
Environment Sea Water Drinking Water 

   Test 
 

       Design No. 

Half-hour 
water 

absorption 
(%) 

Water 
permeability 

(mm) 

Half-hour 
water 

absorption 
(%) 

Water 
permeability 

(mm) 

M1 2.71 17.2 2.55 14.6 
M2 2.72 17.3 2.56 14.6 
M3 2.48 15.5 2.3 12.8 
M4 2.79 17 2.58 14.5 
M5 2.38 14.4 2.18 11.6 
M6 2.49 15 2.26 12.65 
M7 2.1 13.7 1.9 11 
M8 2.5 16 2.29 13.4 

 
According to Tab. 3 and the results of Tab. 9, it is 

observed that in all the samples that used pozzolan, the water 
absorption and permeability values decreased. One reason is 
that the addition of pozzolan to concrete reduces the large 
pores to small ones, thereby reducing the concrete 

permeability. On the other hand, the secondary cement 
properties of pozzolan cause the pozzolan to consume 
calcium hydroxide in the cement paste, thereby reducing the 
amount of lime which is an important factor in the damage 
caused by sulfate attacks. Pozzolan strengthens the concrete 
interfacial transition zone (ITZ) (aggregate and paste 
interface) by converting lime to C-S-H, thereby improving 
the concrete properties. 

Based on the laboratory results (Tab. 9), although sample 
M7 has the best result among the proposed initial samples, it 
cannot be stated that the M7 mix design is the most optimal 
one. Therefore, by presenting the results of the 8 mix designs 
by the Taguchi optimization method, the most optimal design 
was obtained (which may not be in the tests). 

 
5.1 Obtaining Optimal Mix Design by Taguchi Method 

 
In this study, the best (most effective) level of each factor 

was determined for each experiment. Using Minitab software 
and the plotted graphs and considering the "Smaller the 
better" for both experiments, the values of the S/N ratios can 
be used to determine the most effective parameters in each 
experiment and the optimal mix designs. The graphs in Figs. 
3-6 show the results of each experiment. 
 

 
Figure 3 S/N graph for water permeability test of samples in pond 1 

 

 
Figure 4 S/N graph for water absorption test of samples in pond 1 
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Figure 5 S/N graph for water permeability test of samples in pond 2 

 

 
Figure 6 S/N graph for water absorption test of samples in pond 2 

 
Figs. 3-4 are related to pond 1 (drinking water) and Figs. 

4-5 are related to pond 2 (sea water). In these figures, in each 
parameter, the level that has the highest S/N value is 
specified as the best level of the parameter. The S/N results 
for Figs. 3-5 are presented in Tab. 10.  

According to the graphs of water permeability and 
absorption test results, the higher the amount of pozzolan 
consumed, the greater the effect on the results of the water 
absorption test, but the permeability test graphs show that an 
increase in used pozzolan up to 20% has a positive effect on 
our results, but with a 25% substitution, we can see the 
reduced effect of added pozzolan on the permeability of the 
samples.  

In Tab. 10, the Delta value is the difference between the 
highest and the lowest parameter levels. The higher this 
value, the greater the rank parameter that indicates the greater 
effect of the parameter on the experiment. By observing the 
rank parameter for the water permeability and absorption 
tests, it can be stated that the amount of pozzolan consumed 
has the greatest effect on the results of the experiments.  

Also, the next effective parameter is the water to cement 
ratio (w/b) and ultimately, the amount of super-plasticizer 
has the least effect on the results of the experiments. Table 
11 was obtained using the analysis of variance (ANOVA) 
and considering the parameters of Table 1 as independent 
variables. The higher the F-Value in this table, the greater the 
effect of the parameter on the test result. According to Figs. 
3 to 6, the optimal mix design for each experiment and each 
environment can be obtained. Tab. 12 presents the optimal 
mix designs. 

Tab. 12 presents the predicted values from the optimal 
mix design. For the validation of these values, 2 mix designs 
each containing 6 samples were prepared (In the laboratory 
conditions, the initial samples were cured and constructed, 
and by comparing the estimated results with the results of the 
mix designs, this method was validated for predicting the 
optimal mix design). 

Tab. 13 compares the results of the M7 mix design (the 
best behavior in the proposed Taguchi initial samples) with 
the optimal Taguchi mix design. The results show that 
although the half-hour water absorption results did not 
change in the optimal Taguchi design compared to M7, the 
concrete permeability improved in the concrete made from 
the Taguchi optimal design. 

 
Table 10 S/N values for samples in ponds 1 and 2 

Rank Delta Level 4 Level 3 Level 2 Level 1 Parameter 

Permeability test 

Pond 1 

1 1.62 -21.68 -21.67 -22.69 -23.29 pozzolan 
2 0.89   -22.77 -21.89 w/b 
4 0.35   -22.16 -22.50 sp 
3 0.51   -22.08 -22.59 cement 
1 1.76 -26.39 -26.93 -27.73 -28.15 pozzolan 

Absorption test 2 0.74   -27.67 -26.93 w/b 
3 0.23   -27.19 -27.41 sp 
4 0.57   -27.01 -27.58 cement 
1 1.39 -23.41 -23.34 -24.21 -24.74 pozzolan 

Permeability test 

Pond 2 

2 0.64   -24.24 -23.60 w/b 
4 0.21   -23.82 -24.03 sp 
3    -23.71 -24.14 cement 
1 1.47 -27.20 -27.73 -28.40 -28.68 pozzolan 

 2 0.74   -28.37 -27.63 w/b 
4 0.21   -27.89 -28.11 sp 
3    -27.74 -28.27 cement 
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Table 11 Analysis of variance (ANOVA) for results of experiments in both ponds 
P-Value F-Value Adj MS Adj SS DF    

0.018 22.53 7.61 7.61 1 pozzolan 

Permeability test 

Pond 1 

0.052 9.81 3.31 3.31 1 w/bs 
0.365 1.13 0.38 0.38 1 sp 
0.162 3.44 1.16 1.16 1 cement 

  0.34 1.01 3 Error 
   13.48 7 Total 

0.001 180.71 25.6 25.6 1 pozzolan 

Absorption test 

0.006 50.96 7.22 7.22 1 w/b 
0.189 2.86 0.405 0.405 1 sp 
0.012 29.68 4.205 4.205 1 cement 

  0.141 0.42 3 Error 
   37.85 7 Total 

0.022 19.5 7.66 7.66 1 pozzolan 

Permeability test 

Pond 2 

0.085 6.4 2.53 2.53 1 w/b 
0.517 0.54 0.21 0.21 1 sp 
0.179 3.06 1.20 1.20 1 cement 

  0.39 1.18 3 Error 
   12.78 7 Total 

0.002 126.61 20.88 20.88 1 pozzolan 

Absorption test 

0.005 52.22 8.61 8.61 1 w/b 
0.197 2.74 0.45 0.45 1 sp 
0.014 26.38 4.35 4.35 1 cement 

  0.16 0.49 3 Error 
   34.79 7 Total 

 
Table 12 Optimal mix design values 

Value obtained from test for optimal mix design cement sp w/b pozzolan  
10.88 450 0.7 0.4 20 value 28-day permeability 

Drinking water  2 2 1 3 level 
1.9 450 0.7 0.4 25 value 28-day absorption  2 2 1 4 level 

13.56 450 0.7 0.4 20 value 28-day permeability 
Sea water  2 2 1 3 level 

2.1 450 0.7 0.4 25 value 28-day absorption  2 2 1 4 level 
 

Table 13 Compares of results of the M7 mix design with the optimal Taguchi mix 
design 

Sea water Drinking water 
Parameter 

 
 

        Test 

Half-hour 
water 

absorption 
(%) 

Water 
permeability 

(mm) 

Half-hour 
water 

absorption 
(%) 

Water 
permeability 

(mm) 

M7 2.1 13.7 1.9 11 
M 

(optimization) 
2.1 13.56 1.9 10.88 

 
Tab. 14 presents the limitations of the National Concrete 

Durability Regulation for water permeability and absorption 
in the Oman Sea and the Persian Gulf [23]. 
 

Table 14 Limitations of National Concrete Durability Regulation for water 
permeability and absorption in Oman Sea 

Test 
Allowable range 

Moderate 
conditions 

Severe 
conditions 

Extreme 
conditions 

1. Half-hour water 
absorption (28 days) 

 
2. Water permeability 

(28 days) 

Max 4% 
 
 

Max 50 mm 

Max 3% 
 
 

Max 30 mm 

Max 2% 
 
 

Max 10 mm 

 
According to the results of the experiments from the 

Taguchi optimal mix design and the limitations of the 
National Concrete Durability Regulation in the Oman Sea, it 
can be concluded that by observing the limitations of this 

regulation and the positive effects of Taftan pozzolan on 
improving the water permeability and absorption properties, 
the pozzolans can be used as an mineral admixture to 
improve concrete properties under moderate to severe attack 
conditions. However, for the use in extreme conditions, due 
to the strict regulation limitations (Tab. 14), it is not sufficient 
to simply add this pozzolan to the concrete. Using this 
pozzolan increased the water absorption value of concrete to 
2.1% and the permeability of concrete in the optimal mix 
design to 14.5 mm, which are close to the maximum 
allowable values. It is possible to meet the criteria considered 
in the regulation by adding a higher percentage of super-
plasticizer or modifying the aggregates and reducing the 
water-to-cement ratio.  
 
6 CONCLUSION 
 

In this paper, the effect of using Taftan pozzolan on the 
water permeability and absorption of concrete structures in 
the Oman Sea and drinking water was investigated. The 
Taguchi optimization method was used to reduce the time 
and cost of sample construction. The four parameters of 
water to cement ratio, different percentages of natural 
pozzolan, super-plasticizer, and grade of cementitious 
materials with different ratios were considered as problem 
variables. The Taguchi method proposed 8 mix designs, and 
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192 samples were prepared to validate the results and tested 
in the both Oman Sea and drinking waters. By comparing the 
results with the National Concrete Durability Regulation in 
the Persian Gulf and Oman Sea, it was found that the use of 
Taftan pozzolan was effective in reducing the water 
permeability (20%) and absorption in the moderate to severe 
conditions (25%). In the extreme conditions, the results are 
close to the critical limits of the regulation, but they failed to 
meet the regulation criteria. Taguchi method can determine 
the ratio of the use of pozzolans in the designed concrete 
mixing ratio with an accuracy of about 2% compared to the 
laboratory results. 
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The Three-Objective Optimization Model of Flexible Workshop Scheduling Problem for 
Minimizing Work Completion Time, Work Delay Time, and Energy Consumption 

 
Neda Karim Ahangar, Majid Khalili*, Hamed Tayebi 

 
Abstract: In recent years, the optimal design of the workshop schedule has received much attention with the increased competition in the business environment. As a strategic 
issue, designing a workshop schedule affects other decisions in the production chain. The purpose of this thesis is to design a three-objective mathematical model, with the 
objectives of minimizing work completion time, work delay time and energy consumption, considering the importance of businesses attention to reduce energy consumption in 
recent years. The developed model has been solved using exact solution methods of Weighted Sum (WS) and Epsilon Constraint (Ɛ) in small dimensions using GAMS software. 
These problems were also solved in large-scale problems with NSGA-II and SFLA meta-heuristic algorithms using MATLAB software in single-objective and multi-objective mode 
due to the NP-Hard nature of this group of large and real dimensional problems. The standard BRdata set of problems were used to investigate the algorithms performance in 
solving these problems so that it is possible to compare the algorithms performance of this research with the results of the algorithms used by other researchers. The obtained 
results show the relatively appropriate performance of these algorithms in solving these problems and also the much better and more optimal performance of the NSGA-II algorithm 
compared to the performance of the SFLA algorithm. 
 
Keywords: energy consumption; flexible workshop scheduling; makespan; multi-objective optimization; NSGA-II Algorithm; SFLA Algorithm 
 
 
1 INTRODUCTION  
 

In recent years, the optimal design of the workshop 
schedule has attracted a lot of attention by the increased 
competition in the business environment. Workshop 
scheduling is defined as a strategic problem affecting other 
decisions in the production chain [1]. The workshop 
scheduling problem can be divided into two static and 
dynamic categories. In the static state, n work must be done 
on the m machine while maintaining a certain sequence. Each 
task in this environment consists of different operations with 
the known processing time and processing path on machines 
[4]. The scheduler tries to optimally allocate a set of 
resources to a set of tasks to be performed over a period of 
time. The workshop schedule is a form of classical 
scheduling problem that has been widely considered in 
various fields of engineering sciences. Considering the 
importance of scheduling in workshop and production 
environments, there is a need for extensive research to 
address various aspects of the workshop scheduling problem. 
The flexible workshop flow problem is very common in the 

real world and has received a lot of attention in recent years. 
The main problem in the present research is to minimize the 
total work delay and energy consumption in flexible 
workshop scheduling problems. A metaheuristic or hybrid 
metaheuristic algorithms was used to solve this problem and 
the optimal solutions of each algorithm was compare with 
each other. Finally it is examined that which of the 
metaheuristic algorithms provides the best answer to solve 
the problem in this research. Also, in order to evaluate the 
efficiency of the method and model, a case study from 
industry is used in this study to examine the efficiency of the 
results in the real world. The present study solves the 
problem of flexible workshop flow scheduling by 
considering some real-world hypotheses that have not yet 
been explored. Considering the application of the problem in 
many production environments, this research can take a small 
step in solving this problem. The present research aimed to 
improve operations in the flexible workshop flow problem 
due to the importance of scheduling. 

 

 
Figure 1 Categorizing scheduling problems [15] 
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2  LITERATURE REVIEW AND RESEARCH BACKGROUND 
 

The Flexible Workshop Flow Scheduling (FFS) Problem 
involves sequencing a workshop flow problem where there 
are at least one or more dissimilar parallel machines at each 
stage. The objective function of the problem is to minimize 
the maximum time to complete tasks [2]. Scheduling has 
been proposed as one of the new research fields since 1954 
(Asadi et al., 2015). Scheduling is a decision-making process 
that plays an important role in production systems so that the 
performance criteria of any production system can be 
improved by an effective and efficient scheduling program 
[1]. 

Workshop scheduling can be classified into five main 
categories according to the workshop environment, single 
machine, parallel machines, workshop flow, closed 
workshop, and open workshop (Allahverdi and Soroush 
2008, Hall 1998). All workshop scheduling issues belong to 
the NP-Hard class. Tab. 1 shows the types of scheduling 
issues. 
 

Table 1 Some flexible workshop flow scheduling issues [13] 
Model description Authors’ name 

Work permutation Jalalab & Jalab, 2002 
The problem of flexible workshop 
flow with the assumption of 
unrelated parallel machines 

Jungwattanakit et al., 2005, 2008, 
2009; Yuarima et al., 2009 

Sequence-dependent preparation on 
machines 

Kurz  and  Askin, 2004; 
Logendran, Vo  and  Witt, 2007; 
Jungwattanakit, 2008; Zandieh  and  
Gholami, 2009; Fattahi et al., 2015 

Transport between machines Riane et al., 2001; Alvi and Arbita, 
2004 

Limited buffer capacity between 
two consecutive steps 

Naderi et al., 2009 

Prioritization of work Sawik, 2002; Akrami, 2006 
Maintenance constraints Hentous  and  Benhammadi, 2006 
Dynamic uncertainty BottaGenoulaz, 2000; Wu et al., 

2010 
Prerequisite constraint between 
tasks and wastage times constraint 
between steps and with the 
objective function of minimizing 
the maximum latency 

Aloe and Arbita, 2004; Aloe and 
Arbita, 2006 

The capacity constraint of 
intermediate warehouses without 
considering it with the aim of 
minimizing the maximum 
completion time, the weighted total 
time during construction and the 
weighted total of delay times 

Hong and Wong, 2000; Alisantoso, 
2003 

The problem of flexible multi-
objective workshop flow 

Naderi et al., 2009; Janiak et al., 
2007; Behnamian and Zandieh, 
2011 

 
The problem of a flexible two-stage workshop flow with 

the same number of parallel machines in the first stage and 
one machine in the second stage has been investigated in 
Tran and Ming (2011), aimed at minimizing the maximum 
completion time. BottaGenoulaz (2000) examined the 
problem of flexible workshop flow with pre-requisite limit 
between tasks and waste time constraints between stages and 
with the objective function of minimizing the maximum 
latency and proposed six new innovative methods [3]. The 
flexible workshop flow problem with the objective function 

of sum of early and late with and waiting time and presented 
three metaheuristic algorithms and three constructive 
algorithms for it has been considered by Janiak et al. (2007). 
The problem of flexible workshop flow with limited waiting 
time and the objective function of the sum of early and late 
squares has been investigated by Behnamian and Zandieh 
(2011) that proposed a discrete colonial competition 
algorithm to solve it. 

The problem of efficient multi-objective energy 
scheduling, with two objectives: completion time and energy 
consumption in production systems is developed by Dai et al. 
(2013) investigated. They used a measurement between 
completion time and energy consumption [14]. 

The problem of scheduling tasks in a flexible workshop 
environment have been investigated by Wang et al. (2018). 
Their objective function is the total energy consumption and 
their solution method is a two-step initiative that in the first 
and second stages have used genetic metaheuristic methods 
and particle swarm optimization, respectively. Also, a two-
objective model is presented by Wong et al. (2018) in which, 
they have scheduled parallel and identical machines whose 
goals are the total energy consumption and the time of 
completion of works. They have used the Epsilon constraint 
method to accurately solve their model [28]. 

A study on green planning during a two-machine 
workshop is presented by Mansouri et al. (2016) presented to 
examine the relationship between completion time and 
energy consumption. The developed mathematical model 
combines the main topics of the workshop: service level and 
energy consumption. The metaheuristic algorithms have 
been used to solve large-scale problems [39]. 
 
3  RESEARCH METHOD 
 

The present study is an applied research conducted with 
analytical-descriptive approach. This research presents a 
multi-objective model of flexible workshop scheduling. The 
model developed in this research includes three important 
objectives of minimizing completion time, delay and energy 
consumption in workshop scheduling issues. The developed 
model is solved by the multi-objective meta-heuristic 
algorithm approach. This approach is used to solve multi-
objective problems. The present research model includes 
three objective functions. One objective function seeks to 
reduce work completion time in workshop flow problems, 
and the second objective function seeks to minimize work 
delays; the last objective function seeks to minimize energy 
consumption levels due to the problems, shortages, and high 
energy costs in today’s world. 

The counters, decision variables and problem parameters 
used in this research are as follows: 
 

Indices and sets 
i, i' Machine index, i = 1,2,…, m 
j, j' Work index, j = 1,2,…, n 
h, h' Operation index of each task, h = 1,2,…, nj 

l Processing speed index 

Ejh 
A set of machines capable of processing the operations of jh 
work 

Parameters 
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M Large positive number 
nj Number of work operations j 
dj Delivery date j 
pjhi Processing time of hth operation of jth work on ith machine i 
vl Processing speed factor 
αl Conversion factor for processing speed l 
βi Conversion factor for machine idle time i 

Decision variables 
Cmax Total completion time 
TEC Total energy consumption in kWh 
Tmax Total delay time 
Cjhi Termination of hth operation of jth work on ith machine 
θi The ith machine idle time 
Tj Work delay time j 

Xjhil 
It is a binary variable, it is 1 if the hth operation of jth work on ith 
machine is processed at speed l, and zero, otherwise 

Yjhj'h' 
It is a binary variable, it is 1 if the hth operation of jth work occurs 
after the h'th operation of j'th work, and zero, otherwise 

 
Accordingly, the problem mathematical model will be as 

follows: 
 

1 maxmin z C=                                                                     (1) 

2min z TEC=                                                                     (2) 

3 maxmin z T=                                                                      (3) 
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In the above model, the first objective function (1) 
maximizes the maximum completion time; the second 
objective function (2) minimizes the total energy 
consumption, and the third objective function (3) minimizes 
the maximum delay time. Constraint (4) causes that the 
operation of one task does not start until the next operation 
of that task is completed. Constraints (5) and (6) prevent 
interference of two operations on a machine. Based on 
constraint (7), the operation of each task is definitely 
processed on a machine at a certain speed. Constraint (8) 
shows the end time of each operation. Based on constraint 
(9), the completion time of the first operation of each task is 
a positive value. Constraint (10) indicates the maximum 
termination time. Constraint (11) indicates the 
unemployment rate of each machine. Constraint (12) 
calculates the total energy consumption. Constraint (13) and 
(14) calculates the amount of latency of each task and the 
maximum amount of latency, respectively. The constraint 
(15) shows the problem variables. 
 
Solving the mathematical models and problem analysis: 
 

The meta-heuristic algorithm has been used in this 
research. In the first step, the main input parameters of this 
algorithm must be set. 

In this section, the input parameter for the NSGA-II 
algorithm must be adjusted. The experimental design and 
Taguchi method are used to design the parameter. 

The parameters of this algorithm are as follows: 
• nPop: Initial population size,  
• Pc: Intersection probability,   
• Pm: Mutation probability 
• Maxit: Maximum number of repetitions. 

 
The factors table is as follows: 

 
Table 2 Important factors of NSGA-II algorithm 

Levels Symbol Parameter 3 2 1 
70 50 30 A nPop 

0.99 0.75 0.65 B Pc 
0.45 0.25 0.05 C Pm 
80 60 40 D Maxit 
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The table is as follows for 4 factors in the three levels of 
Taguchi: 
 

Table 3 Taguchi L-9 series 
D C B A No. of experiment 
1 1 1 1 1 
1 2 2 2 2 
1 3 3 3 3 
2 1 2 3 4 
2 2 3 1 5 
2 3 1 2 6 
3 1 3 2 7 
3 2 1 3 8 
3 3 2 1 9 

 
3.1  Evaluating the Algorithms Efficiency with Numerical 

Examples for Large-Scale Problems 
 

In this section, the efficiency of the proposed algorithms 
to solve the problem of this research will be investigated. The 
algorithms were coded using MATLAB 2019 and run on a 
system with 8GB of internal storage and an i7 CPU. In order 
to evaluate these algorithms in this research, a standard test 
data set called FJSPLIB, which is available at 
http://people.idsia.ch, has been used. In this set, standard test 
problems are used to evaluate the algorithms performance. 
There is a coded version that has a set of standard problems 
called Bardata, BRdata, Daudata and Huridata. In this 
research, Brdata Set has been used, which includes 10 sample 
problem groups as presented by Brandimart [1]: 
 

Table 4 Specifications of standard problems in the BRdata set 

Maximum 
number of 
machines 

Total number 
of operations 

Number of 
machines 

Number of 
jobs 

Sample 
problem 

number in 
BRdata 

3 55 6 10 MK01 
6 58 6 10 MK02 
5 150 8 15 MK03 
3 90 8 15 MK04 
2 106 4 15 MK05 
5 150 15 10 MK06 
5 100 5 20 MK07 
2 225 10 20 MK08 
5 240 10 20 MK09 
5 240 15 20 MK10 

 
In this standard set designed by Brandimart (1993) [19], 

the parameters of each of the problems in this set are 
randomly generated between two limits using a uniform 
distribution. The number of jobs is from 10 to 20, the number 
of machines is 4 to 15, the number of operations for each job 
is 5 to 15 and the number of operations for all jobs is 55 to 
241. All parameters related to this data set are shown 
separately in the table above 

As these problems are standard and different researchers 
in different years have used this series of standard problems 
to evaluate the performance of their chosen algorithm in 
solving the flexible single-objective workshop scheduling 
problem by minimizing the completion time, so it is possible 
to compare the performance of these two algorithms. 
Research with this series of solutions in single-objective 
mode is also possible, so first the performance of these 

algorithms in solving single-objective problem has been 
examined to determine the performance of these two 
algorithms in comparison with other algorithms in the 
research literature and then, three research objectives have 
been used for solving problem to compare the performance 
of these two algorithms in relation to each other. 

 
Table 5 The algorithms performance in solving standard problems ([19] 

Brandimart, 1993) 
The 

SFLA 
algorithm 

of the 
present 
study 

NSGA-II 
algorithm 

of the 
present 
study 

Modified 
Ant 

Method 
(IACO) 

(Wang et 
al, 2017) 

MAPSO 
method 
(Nouiri 
et al., 
2015) 

High 
limit 

and low 
limit 
(LB, 
UB) 

n × m 
number 

of 
worker 

× 
number 

Sample 
problem 
number 

in 
BRdata 

14  40 40 41 36,42  6×10  MK01 
26 26 26 26 24,32  6×10  MK02 

204 204 204 207 204,211  8×15  MK03 
65 63 60 65 48,81  8×15  MK04 

180 168 173 171 168,186  4×15  MK05 
61 55 60 61 33,86  15×10  MK06 

145 155 140 173 133,173  5×20  MK07 
523 523 523 523 523 10×20  MK08 
312 307 307 307 299,369  10×20  MK09 
298 245 208 312 165,296  20×15  MK10 

 
Table 6 Time to solution and average results of the proposed algorithms 

The SFLA 
algorithm of the 

present study 

NSGA-II 
algorithm of 
the present 

study 

IACO method 
(Wang et al., 

2017) 
Best 

answer 
BKS 

Sample 
problem 
number 

in 
BRdata AVG 

CM CPU AVG 
CM CPU AVG 

CM CPU 

41.23 4.01 40.15 1.16 1.09 40.30 40 MK01 
26.15 6.09 26.20 1.48 2.16 26.10 26 MK02 
207.10 10.70 207 9.18 2.18 204 204 MK03 
65.55 3.87 63.11 2.35 9.02 60 62 MK04 
185 4.88 168.39 3.70 7.10 173.2 172 MK05 
61.1 26.38 55.5 10.70 30.12 60.30 58 MK06 
151 26.21 159 3.26 17.07 141.5 139 MK07 
523 189.41 523 11.52 4.30 523 523 MK08 

307.3 122.87 308.1 28.94 91.99 315.2 310 MK09 
301.1 189.41 254.34 33.44 190.11 213.1 214 MK10 

 
In the table above, the upper and lower limit (LB, UB) is 

the optimal answer if the optimal answer found is time-
consuming for the completion time (Makespan), otherwise 
the upper and lower limit found is set yet. For example, in the 
MK08 problem series, the optimal solution is 523, which in 
this row is only 523, which indicates the same case, and both 
modified ant algorithms (Wang et al., 2017) called IACO and 
MAPSO method (Nouri et al., 2015) have been able to find 
the optimal solution; however, heuristic methods have only 
been able to find the near-optimal 555 solution, and for the 
rest of the standard problems in the table, the optimal solution 
has not yet been achieved. The research proposed algorithms 
are NSGA-II and SFLA, which have obtained acceptable 
results compared to other algorithms and in the MK08 series 
problem has also been able to obtain the optimal answer. In 
the following, the solution time and the average solution 
results obtained by these algorithms are discussed in order to 
evaluate the performance of the algorithms both in terms of 
optimal solution and in terms of solution time. 
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3.2  The Algorithms Performance in Solving the Proposed 
Multi-Objective Problem 

 
As mentioned earlier, the proposed mathematical model 

of the problem has three objectives: minimizing the total 
completion time (Makespan) Cmax and the total delay time 
Tmax, and finally minimizing the total energy consumption to 

do the job displayed with TEC. NSGA-II and SFLA 
algorithms have been used to solve this three-objective model 
and Brdata standard problems have been used to solve this 
multi-objective model. The status of Pareto answers is as 
follows, which shows the better performance of NSGA-II 
algorithm than the SFLA algorithm. 

 

 
Figure 2 Pareto front set of answers found by the two studied algorithms 

 
The results of the problem objective functions by these 

two algorithms are provided to solve these standard 
problems. 
 
Table 7 Results of the algorithms performance in solving the three-objective problem 

SFLA algorithm NSGA-II algorithm Name of problem 
MK01 

40 40 Cmax 
169 167 Tmax 
36 36 TEC 

MK02 
26 26 Cmax 
151 151 Tmax 
26 26 TEC 

MK03 
204 204 Cmax 
852 855 Tmax 
204 199 TEC 

MK04 
66 61 Cmax 
366 345 Tmax 
61 63 TEC 

MK05 
172 173 Cmax 
687 683 Tmax 
172 173 TEC 

MK06 
65 62 Cmax 
398 424 Tmax 
62 55 TEC 

MK07 
140 139 Cmax 
695 693 Tmax 
140 139 TEC 

MK08 
523 523 Cmax 

2524 2524 Tmax 
523 515 TEC 

SFLA algorithm NSGA-II algorithm Name of problem 
MK09 

310 311 Cmax 
2294 2290 Tmax 
301 299 TEC 

MK10 
214 214 Cmax 

2082 2053 Tmax 
210 204 TEC 

 
Based on the above table, the results obtained in the 

objective functions, and as all objectives are minimization, it 
can be concluded that the relative performance of NSGA-II 
algorithm in solving this proposed problem than SFLA 
algorithm is more appropriate, so that in all objectives such 
as minimizing completion time and energy costs, this 
algorithm performs much more better than the SFLA 
algorithm and achieves better results. 
 
3.3  Sensitivity Analysis of NSGA-II Algorithm Parameters 
 

Sensitivity analysis was performed for the NSGA-II 
multi-objective algorithm as in the single-objective mode. 
The standard MK02 problem has been solved with different 
parameters of this algorithm in different modes. Four levels 
are considered by Taguchi method using each of the main 
parameters of this algorithm such as nPop, Pc, Pm and Maxit. 
 

Table 8 Sensitivity analysis of NSGA-II algorithm parameters 
 Level Parameter 

change interval Parameter name 4 3 2 1 
150 100 75 50 150-50 nPop 
0.9 0.75 0.7 0.60 0.9-0.6 Pc 
0.5 0.25 0.1 0.05 0.5-0.05 Pm 
100 60 30 10 100-10 Maxit 
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The following table also shows the Design of 
Experiments (DOE) of each orthogonal array. 
 

Table 9 Sensitivity analysis of NSGA-II algorithm parameters 
Average 

amount of Cmax 
Factor level number No. of 

experiment Maxit nPop Pc Pm 
28.8 1 1 3 29.4 29.4 
29.4 1 2 4 28.2 28.2 
28.2 1 3 2 27.8 27.8 
27.8 1 4 1 29.2 29.2 
29.2 2 1 2 28.8 28.8 
28.8 2 2 3 29.0 29.0 
29.0 2 3 4 28.8 28.8 
28.8 2 4 1 28.4 28.4 
28.4 3 1 1 28.8 28.8 
28.8 3 2 2 28.8 28.8 
28.8 3 3 3 28.6 28.6 
28.6 3 4 4 27.6 29.4 
27.6 4 1 3 28.6 27.6 
28.6 4 2 1 29.0 28.6 
28.8 4 3 4 28.8 29.0 
29.4 4 4 2 28.8 28.8 

 
Table 10 The change rate (Delta) of each parameter 

Pm Pc Maxit nPop Factor 
28.40 28.50 28.60 28.55 1 
28.75 28.90 28.30 28.95 2 
28.50 28.75 28.65 28.65 3 
29.00 28.50 28.80 28.50 4 
0.60 0.40 0.50 0.45  )Delta( 

changes 
 

 
Figure 3 Sensitivity analysis of NSGA-II algorithm parameters 

 
Tab. 10 also indicates the amount of change (Delta) of 

each parameter of the NSGA-II algorithm. The results of this 
table shows that the Pm parameter is the most effective 
parameter and the Maxit parameter is the second most 
effective parameter after Pm and PC parameter is the least 
effective parameter. Therefore, the Pm parameter is the most 
important and effective parameter in the NSGA-II algorithm 
in the series of flexible multi-objective workshop scheduling 
problems. 
 
4 CONCLUSION 
 

The present study aimed to develop a multi-objective 
mathematical model in the field of flexible workshop flow 
scheduling. Various optimization techniques have been used 

in order to achieve the research objectives. In the first step, a 
set of the problem hypotheses, constraints, and objectives 
were formulated mathematically. The resulting multi-
objective model, as mentioned earlier, is one of the NP-Hard 
problems that can be solved only in small sizes with exact 
mathematical methods using GAMS IDE/Cplex software. 
However, since real-world problems are often larger and 
more complex, meta-heuristic algorithms were used to solve 
large problems. Two powerful multi-objective algorithms, 
namely NSGA-II and SFLA, were also used in this study on 
a large scale. A set of standard problems in the research 
literature called BRdata were also used to evaluate the 
performance of this algorithm, which all researchers around 
the world use to evaluate their developed methods and 
solution algorithms. The results show the optimal 
performance of these algorithms compared to other 
algorithms used in previous research. The NSGA-II 
algorithm also performed better than the SFLA algorithm. 
MATLAB program has been used to code meta-heuristic 
algorithms. In order to adjust the parameters of the 
algorithms, the well-known Taguchi method has been used. 
In addition, according to the sensitivity analysis of 
algorithms and their performance, the more effective 
parameter in the performance results of this algorithm in the 
superior NSGA-II algorithm is the parameter pm. The 
following issues can be addressed in the future research: 
- Developing a mathematical model with items such as 

adding some constraints such as availability of 
machinery, possible failure of machinery, start-up time 
etc. 

- Using other new metaheuristic and hybrid algorithms to 
solve these problems 

- Developing new methods such as nonlinear regression 
and neural network model and neural-fuzzy networks 
such as FIS and ANFIS, etc. to predict the maximum 
completion time and new approaches in solving these 
problems 

- Applying other Pareto-based multi-objective methods 
such as NRGA and SPEA2 for the present research 
problem 

- Coding the problem with other programming languages 
such as JAVA, etc. and evaluating the performance 
results 

- Using the proposed mathematical model to a real 
problem in the industry and reviewing the results 

- Solving other existing standard models (Bardata, 
Daudata, and Huridata) in the research literature with the 
proposed algorithms and comparing their performance in 
solving single-objective and multi-objective problems. 
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of Corporate Reputation, Resource Commitment and Green Creativity 
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Abstract: Following the strategic decisions of business managers in the community, issues have been raised that lead to changes in the community. One of these issues, which 
is becoming increasingly important, is consideration of corporate social responsibility. Therefore, the focus of this study was the effect of corporate social responsibility on brand 
performance with the mediating role of corporate reputation, resource commitment and green creativity. The research method was survey. The statistical population was employees 
of private banks, 507 of whom participated in the study. Structural equation modelling with SMARTPLS software was used to analyse the data. The results showed the effect of 
corporate social responsibility is positive and significant on resource commitment, green creativity, corporate reputation and brand performance. The effect of resource commitment, 
green creativity and corporate reputation is positive and significant on brand performance. Brand performance will be improved if the company supports employee higher education, 
encourages employees to develop their skills and abilities, implements flexible policies to provide work-life balance for employees, prioritizes employee needs and demands, has 
plans to reduce the negative effects of the company on the environment, and participates in activities aimed at protecting and improving the quality of the environment. 

Keywords: brand performance; corporate reputation; corporate social responsibility; green creativity; resource commitment 

1 INTRODUCTION 

Following the strategic decisions of business managers 
in the community, issues have been raised that lead to 
changes in the community. One of these issues, which is 
becoming increasingly important, is consideration of 
corporate social responsibility in customer orientation 
literature [1]. In order to achieve their goals, businesses need 
a mechanism that can balance the resources of the company 
and stakeholders. As a result, the concept of corporate social 
responsibility is introduced [2, 3]. Based on social 
responsibility, companies take actions that improve the 
situation of society and refrain from actions that worsen the 
status of society, and ultimately have social accountability, 
attention to capacity to act and act on demands and 
expectations of society [4]. Corporate social responsibility is 
generally defined as activities that go beyond the mere 
economic interests of the company and includes actions to 
provide social benefits [5-7]. Carroll (1979), who has 
provided one of the most comprehensive definitions in this 
regard, considers corporate social responsibility as 
economic, legal, ethical and cautious expectations that 
society has of the company during a particular period of time 
[8]. Homburg et al. [9] claim that corporate social 
responsibility is a voluntary consideration of corporate 
concerns in relation to business and non-business processes. 
In the history of developed economies, corporate social 
responsibility has been mentioned as a key factor in 
achieving economic goals and wealth creation [8, 10]. On the 
other hand, the prerequisite for success of the organization is 
its proper performance. Indicators such as profitability, 
survival, growth, achievement of goals and competitive 
capabilities can be considered as results of good 
performance. The performance of any company is the result 
of purposeful activities that are performed in order to earn 
economic profit. Well-performing companies usually know 
the channels of profit well and invest in those channels. 
Although the main goal of organizations is to increase 

efficiency and profit, in the age of information and 
globalization, they must respond appropriately to social 
expectations and ethical norms to achieve success, and best 
combine such expectations with economic goals of the 
organization to enable the achievement of higher goals. 
Studies that have examined the relationship between 
corporate social responsibility and corporate performance 
have shown that there is a positive and significant 
relationship between corporate social responsibility and 
corporate performance [11-16]. Therefore, it is assumed: 

Hypothesis 1: Corporate social responsibility has a 
positive and significant effect on brand performance. 

1.1 Corporate Social Responsibility, Resource Commitment 
and Performance 

Resource commitment refers to the organization's 
committed effort for business strategies and has always been 
a key factor in the planning process for success [17]. 
Resource commitment can also be defined as an organization 
that uses resources to organize programs so that they result 
in better performance. When a company integrates 
environmental policies with its strategies and commits the 
resources needed to implement and execute them, it will see 
better performance compared to companies with fewer 
resources allocated for their green strategies [18]. Resource 
commitment has a strong impact on success of producers. To 
ensure the maintenance and continuity of regular export 
operations, it is essential to understand the attitudes of 
foreign buyers and conduct advanced marketing activities; in 
order to build such capacity, resource commitment is very 
important [19]. When a company is committed to resources, 
this tendency has a positive effect on the company's 
performance because it helps to develop the capabilities 
needed to operate efficiently. Lack of commitment to 
resources is one of the most important obstacles to 
performance. Therefore, an increase in resource commitment 
is needed to increase performance development. Companies 
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with more resource commitment perform better. Numerous 
studies have emphasized the importance of green 
commitment as a key factor in building and maintaining 
long-term relationships between business partners. Studies 
that have examined the relationship between corporate social 
responsibility and commitment have shown that there is a 
positive and significant relationship between corporate social 
responsibility and commitment [20-24]. In addition, research 
has shown that there is a positive and significant relationship 
between resource commitment and performance [25-27]. 
Therefore, it is assumed: 

Hypothesis 2: Corporate social responsibility has a 
positive and significant effect on resource commitment. 

Hypothesis 3: Resource commitment has a positive and 
significant effect on brand performance. 

 
1.2 Corporate Social Responsibility, Green Creativity and 

Performance 
 

Environmental crises such as climate pollution, resource 
scarcity, declining biodiversity and global warming are the 
result of high urban growth rates, high population growth, 
large-scale land development and adverse effects on society, 
the environment and the economy. One of the issues that can 
play an important role in greening in organizations is green 
creativity [28]. Torrance (1995) considers creativity as a 
process that includes sensitivity to problems, shortcomings, 
bottlenecks, and inconsistencies. Sensitivity arises after 
diagnosing a problem or problems, followed by a search for 
solutions to problems and assumptions for this purpose. The 
assumptions are then tested and modified and the final results 
are obtained. Green creativity can help the company take 
effective environmental action. Green creativity refers to 
creation of new ideas about green goods, green services, 
green processes and green practices that are innovative, new, 
and useful [29, 30]. With their creativity, companies can 
better respond to environmental changes and acquire new 
capabilities to achieve better performance. Creativity 
performance in the literature is one of the main factors in 
organizational performance that leads to organizational 
learning, renovation, improvement, learning from failures 
and adapting to a changing competitive environment [31]. 
Green creativity can be a new process to produce a product 
or service, a new management method or policy, or a new 
solution for business that reduces environmental risks, 
pollution and the negative effects of energy consumption 
(such as water, electricity, gas, oil, etc.) [32]. In addition, 
green creativity is considered as a new perspective, idea, 
product, service or process that seeks to reduce the negative 
environmental effects [33, 34]. 

Studies that have examined the relationship between 
corporate social responsibility and commitment have shown 
that there is a positive and significant relationship between 
corporate social responsibility and commitment [35-39]. In 
addition, research has shown that there is a positive and 
significant relationship between creativity and performance 
[40-44]. Therefore, it is assumed: 

Hypothesis 4: Corporate social responsibility has a 
positive and significant effect on green creativity. 

Hypothesis 5: Green creativity has a positive and 
significant effect on brand performance. 

 
1.3 Corporate Social Responsibility, Corporate Reputation 

and Performance 
 

Corporate reputation is the overall impact that reflects 
the perception of stakeholders about the organization's 
activities and examines the status of the product or service 
provided [45]. This reputation may be derived from various 
complementary pathways such as performance in use, 
advertising, and positive communication [46]. A good 
reputation prevents stakeholders from understanding 
negative information. Firms with higher reputation 
experiences are less likely to be exposed to adverse market 
reactions or disappointing earnings, and their reputation is 
less likely to be troubled as they shrink and downsize. In 
addition, good reputation attracts employees and customers 
[45]. Organizational researchers examine reputation as a 
social identity and portray it as an important and intangible 
resource that may effectively contribute to the organization's 
performance or even its survival [47]. Marketing authors 
examine reputation as brand equity [48] and relate it to 
corporate credibility [49]. Corporate reputation is the result 
of past activities of the company and may be seen as a mirror 
of history that can provide information about the company 
and quality of its products compared to competitors to its 
target groups [50]. 

Studies that have examined the relationship between 
corporate social responsibility and corporate reputation have 
shown that there is a positive and significant relationship 
between corporate social responsibility and corporate 
reputation [51-54]. In addition, research has shown that there 
is a positive and significant relationship between corporate 
reputation and performance [50, 54-56]. Therefore, it is 
assumed: 

Hypothesis 6: Corporate social responsibility has a 
positive and significant effect on corporate reputation. 

Hypothesis 7: Corporate reputation has a positive and 
significant effect on brand performance. 

In short, it was once thought that companies were solely 
accountable to shareholders and employees, or that they had 
to offer the best product at a low price and high quality, 
regardless of the consequences. Some developments and 
changes in the world such as population growth and resource 
scarcity, environmental pollution, etc. have led to new 
approaches in the organization and its management; 
corporate social responsibility is one of these approaches. 
However, corporate social responsibility has become the 
dominant paradigm in corporate governance in the last 
decade, and large and reputable global companies have made 
social responsibility as part of their strategy. This concept is 
now strongly pursued in developed countries by stakeholders 
such as governments, civil societies, international 
organizations and scientific centers. That is why in the world 
of competition, corporate social responsibility has become a 
dominant paradigm. Therefore, the main objective of this 
study is to investigate the effect of corporate social 
responsibility on brand performance with the mediating role 
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of corporate reputation, resource commitment and green 
creativity. According to the theoretical literature and the 

theoretical framework obtained from the background, the 
conceptual model of the study is drawn in Fig. 1. 

 

 
Figure 1 Conceptual model 

 
2 MATERIALS AND METHODS 
 

The research method is descriptive-survey and the 
research design is correlation using structural equations with 
partial least squares; because this study examines the 
relationships between variables through a causal model. 

 
2.1 Statistical Population and Sample 

 
The statistical population was employees of private 

banks in Iran. For this purpose, 700 questionnaires were sent 
to employees of private banks in Iran, of which 507 (72.43 
%) questionnaires were returned. 

 
2.2    Data Collection Instrument 
 

Corporate social responsibility (CSR): the 
questionnaire developed by Kim et al. [57] was used to 
measure corporate social responsibility. This questionnaire 
has 22 items that measure economic dimension (6 items), 
legal dimension (6 items), moral dimension (6 items) and 
humanitarian dimension (4 items). The items were weighed 
on a 5-point Likert scale from strongly disagree (1) to 
strongly agree (5). 

Resource commitment (RC): the questionnaire 
developed by Li [58] was used to measure resource 
commitment. This questionnaire has 4 items. The items were 
weighed on a 5-point Likert scale from strongly disagree (1) 
to strongly agree (5). 

Green creativity (GC): the questionnaire developed by 
Chen and Chang et al. [29] was used to measure green 
commitment. This questionnaire has 6 items. The items were 
weighed on a 5-point Likert scale from strongly disagree (1) 
to strongly agree (5). 

Corporate Reputation (CR): the questionnaire 
developed by Park [53] and González-Rodríguez et al. [54] 
was used to measure corporate reputation. This questionnaire 
has 4 items. The items were weighed on a 5-point Likert scale 
from strongly disagree (1) to strongly agree (5). 

Brand performance (BP): the questionnaire developed 
by Lei and Chaoyan [27] was used to measure brand 
performance. This questionnaire has 3 items. The items were 
weighed on a 5-point Likert scale from strongly disagree (1) 
to strongly agree (5). 

 
2.3   Data Analysis 
 

To analyse the data, coefficient of correlation and 
structural equation modelling with partial least squares (PLS) 
were used. SPSS and SMARTPLS3 software were used to 
analyse the data. PLS model is tested and interpreted in two 
steps: 1) measurement model and 2) structural model. The 
measurement model or confirmatory factor analysis, to 
answer questions about validity and reliability of the 
measurement, determines how latent variables or sub-
constructs are measured in the form of more observed 
variables. The structural model also shows the relationships 
between constructs (latent variables) and their explanatory 
power. 

 
3 RESULTS  
3.1 Validity and Reliability of Instruments (Measurement 

Model Testing) 
 
The measurement model test includes checking the 

reliability (internal consistency) and validity (discriminant 
validity) of constructs and instruments [59]. To evaluate the 
reliability of constructs, Fornell and Larcker [60] propose 
three criteria, 1) reliability of each item, 2) composite 
reliability of each construct, and 3) average variance 
extracted. For reliability of each item, the factor load of 0.6 
and more of each item in the confirmatory factor analysis 
indicates the suitability of each item of that construct. 
Moreover, the factor load of items should be significant at 
least at the level of 0.01. Bootstrab test (with 700 
subsamples) was used to calculate t-value to determine the 
significance of factor loads. Dillon-Goldstein coefficient (ρc) 
was used to evaluate the composite reliability of each 

Resource 
commitment 

Brand 
performance 

Corporate social 
responsibility 

Green 
creativity 

Corporate 
reputation 
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construct. Acceptable values of ρc must be 0.7 or higher. The 
third criterion of reliability is average variance extracted 
[60]. Fornell and Larcker [60] recommend AVE values of 
0.50 and above, which means that the construct explains 
about 50 % or more of the variance of its markers. Tab. 1 
presents the factor loads, ρc, and AVE of the variables. The 
values of these tables indicate sufficient and appropriate 
reliability of the constructs. 

 
Table 1 Factor Loads, Composite Reliability and Average Variance Explained of 

Variables 
Variable Item Factor ρc CR AVE 

Economic social responsibility 

1 0.691 

0.805 0.860 0.507 

2 0.657 
3 0.765 
4 0.722 
5 0.671 
6 0.758 

Legal social responsibility 

1 0.881 

0.887 0.915 0.642 

2 0.782 
3 0.698 
4 0.763 
5 0.829 
6 0.843 

Moral social responsibility 

1 0.653 

0.826 0.874 0.537 

2 0.675 
3 0.779 
4 0.786 
5 0.795 
6 0.698 

Humanitarian social responsibility 

1 0.824 

0.827 0.885 0.658 2 0.835 
3 0.821 
4 0.764 

Resource commitment  

1 0.878 

0.907 0.934 0.782 2 0.918 
3 0.910 
4 0.830 

Green creativity  
 

1 0.839 

0.901 0.923 0.668 

2 0.861 
3 0.828 
4 0.811 
5 0.833 
6 0.727 

Corporate reputation  

1 0.664 

0.798 0.867 0.623 2 0.803 
3 0.859 
4 0.817 

Brand performance  
1 0.815 

0.793 0.879 0.707 2 0.857 
3 0.849 

 
The Fornell-Larcker (1981) index was used to evaluate 

validity or discriminant validity of the constructs. This index 
indicates that AVE of a construct should be greater than 
correlation of that construct with other constructs. This 
indicates that the correlation of that construct with its 
markers is greater than its correlation with other constructs. 
According to Tab. 2, all dimensions have the highest factor 
load on their own construct and minimum distance between 
the factor loads related to their own construct is more than 
0.1, suggesting that the constructs have good validity. Tab. 2 
reports the results of correlation and Fornell-Larcker index, 
ie square root of AVE. 

 

Table 2 Matrix of Correlation and Square Root of AVE of Variables 
Variable Mean SD CSR RC GC CR BP 

CSR 3.15 0.72 0.86     
RC 2.70 1.05 0.53** 0.88    
GC 3.03 0.92 0.54** 0.63** 0.82   
CR 3.04 0.88 0.55** 0.59** 0.52** 0.79  
BP 2.75 0.91 0.53** 0.57** 0.59** 0.51** 0.84 
Note: the numbers on the matrix diagonal are square root of AVE 
 
According to Tab. 2, the root square of AVE of all 

variables is greater than their correlation with other variables. 
Therefore, the second criterion of discriminant validity is 
established. In addition, the numbers below the matrix 
diagonal were reported to examine the relationship between 
the variables. Obviously, the coefficient of correlation 
between all variables is positive and significant. 

 
3.2 Structural Model Testing  

 
To predict brand performance, the proposed conceptual 

model was examined through structural equation modeling 
method; according to the hypotheses, partial least squares 
method was used to estimate the model. Bootstrap method 
(with 700 sub-samples) was used to calculate t-values to 
determine the significance of path coefficients. Figure 2 
shows the relationship between variables of the tested model. 
According to this figure, the effect of corporate social 
responsibility is positive and significant on resource 
commitment, green creativity, corporate reputation and 
brand performance. The effect of resource commitment, 
green creativity and corporate reputation is positive and 
significant on brand performance. Numbers in the circles are 
variance explained of variables.  
 

Table 3 Path coefficients, T-values and variance explained 

Variable β t-value Variance 
ex. 

On brand performance vie: 
Corporate reputation 0.20** 3.093 

0.57 Green creativity 0.26** 4.152 
Resource commitment 0.25** 5.064 
Corporate social responsibility 0.14** 3.448 
On corporate reputation vie: 
Corporate social responsibility 0.56** 15.343 0.32 
On green creativity vie: 
Corporate social responsibility 0.54** 13.617 0.29 
On resource commitment vie: 
Corporate social responsibility 0.54** 13.529 0.29 
Mediating role of corporate reputation in relationship between: 
Corporate social responsibility and brand 
performance 0.11** 3.032 - 

Mediating role of green creativity in relationship between: 
Corporate social responsibility and brand 
performance 0.14** 3.971 - 

Mediating role of resource commitment in relationship between: 
Corporate social responsibility and brand 
performance 0.13** 4.743 - 

*p<0.05; **p<0.01 
 

Tab. 3 reports the estimate of path coefficients and 
variance explained of the variables. As shown in Tab. 3, 57 
% of variance in brand performance, 32 % of variance in 
corporate reputation, 29 % of green creativity and 29 % of 
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resource commitment are explained by variables of the 
model. 

The overall fit index in PLS is GOF index and it can be 
used to check validity or quality of the PLS model in general. 
This index examines the overall predictive ability of the 

model and whether the tested model is successful in 
predicting endogenous latent variables. In the present study, 
GOF = 0.59 indicates the proper fit of the tested model. 
Values above 0.36 indicate good and acceptable quality of 
the model. 

 

 
Figure 2 The tested model for predicting brand performance 

 
4     DISCUSSION AND CONCLUSION 

 
The objective of this study was to investigate the effect 

of corporate social responsibility on brand performance with 
the mediating role of corporate reputation, resource 
commitment and green creativity using the structural 
equation modeling. The results showed that the proposed 
model fits relatively well with data of this study and can 
explain 57 % of the variance in brand performance, 32 % of 
variance in corporate reputation, 29 % of green creativity and 
29 % of resource commitment. 

The results showed that corporate social responsibility 
has a positive and significant effect on brand performance. 
This finding is consistent with Selcuk and Kiymaz [11], 
Rahman and Yu [12], Lin et al. [13], Oware and 
Mallikarjunappa [14], Kong et al. [15] and Naseem et al. 
[16]. To explain this finding, it can be claimed that brand 
performance will be improved if the company supports 
employee higher education, encourages employees to 
develop their skills and abilities, implements flexible policies 
to provide work-life balance for employees, prioritizes 
employee needs and demands, provides accurate and 
comprehensive information to customers, cares about 
customer rights and satisfaction beyond legal requirements, 
has plans to reduce the negative effects of the company on 

the environment, and participates in activities aimed at 
protecting and improving the quality of the environment. 

The results showed that corporate social responsibility 
has a positive and significant effect on resource commitment, 
green creativity and corporate reputation. This finding is 
consistent with Lee and Yoon [22], Chen et al. [23], 
Chaudhary and Akhouri [37], Ahmad et al. [35], Ko and Choi 
[39], Park [53], González-Rodríguez et al. [54] and Javed et 
al. [47]. To explain this finding, it can be claimed that 
resource commitment to social responsibility activities will 
increase, employees will have more green creativity and will 
provide more green ideas and thus corporate reputation will 
increase if the bank has methods for responding to customer 
complaints, uses customer satisfaction as one of the 
indicators of business performance, has been successful in 
maximizing profits, tries to reduce operating costs, has close 
monitoring of employee productivity, has long-term 
strategies, is aware of environmental laws, provides all 
services with legal standards, considers a duty to fulfill the 
obligations stated in the contracts and agreements, tries to 
enforce the rules, tries to comply with all rules related to 
employment and employee benefits, follows professional 
standards, monitors the negative effect of activities on the 
community, is recognized as trustworthy, considers justice to 
colleagues and clients as one of the main parts of the 
employee evaluation process, has reliable ways for 
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employees to report any behavior at work, improves its 
business-related humanitarian activities, participates in 
charitable activities, contributes to improvement of society 
and strives to fulfill its social responsibilities. 

The results showed that resource commitment has a 
positive and significant effect on brand performance. This 
finding is consistent with Zhang and Walton [25], Wu [26] 
and Lei and Chaoyan [27]. This finding suggests that brand 
performance will be improved if the company's managers 
allocate financial resources in a timely manner, consider the 
necessary human resources for economic activities, the 
company's managers have good management skills and the 
company's managers are committed to their financial 
obligations. 

The results showed that green creativity has a positive 
and significant effect on brand performance. This finding is 
consistent with Wu [26], Chen et al. [23], Boso et al. [41], 
Aeknarajindawat and Jermsittiparsert [40] and Ferreira et al. 
[43]. To explain this finding, it can be claimed that brand 
performance will be improved if company employees 
propose new ways to achieve environmental goals, suggest 
new green ideas to improve environmental performance, 
promote new green ideas to others, develop good plans for 
implementing green ideas, and come up with creative 
solutions to environmental issues. 

The results showed that corporate reputation has a 
positive and significant effect on brand performance. This 
finding is consistent with Gonzalez Sanchez and Morales de 
Vega [56], Kowalczyk and Kucharska [50], González-
Rodríguez et al. [54] and Javed et al. [47]. To explain this 
finding, it can be claimed that corporate performance will be 
improved if the company is known and reputable, the 
company has chosen a good name for itself, the company has 
a good reputation and the company is one of the most 
important in its industry. In addition, a company with a well-
known brand has more power in the competition arena and 
makes the consumer loyal to the product, and as a result, the 
corporate performance improves. 

Overall, the results showed that corporate reputation, 
resource commitment and green creativity mediate the effect 
of corporate social responsibility on brand performance. 
Therefore, corporate social responsibility leads to increased 
corporate reputation, resource commitment and green 
creativity and thus improves brand performance. 

 
5      IMPLICATIONS  

 
It is recommended that bank employees be trained in the 

skills needed to perform and achieve social responsibilities 
and to increase environmental awareness, provide regular 
training on social issues to employees, provide opportunities 
for employees to engage in social issues, and provide 
resources to educate employees on social issues. Banks are 
known as a very professional and successful company by 
providing quality services to customers and thus gain 
reputation for the company. It is recommended to allocate 
financial resources to social issues in a timely manner, 
consider the necessary human resources for social activities, 
company managers have good management skills, and 

company managers adhere to their financial obligations, and 
the company has sufficient financial resources for investing 
in innovative environmental methods. Companies should 
support new green ideas by employees, develop appropriate 
plans for implementing green ideas, and encourage 
employees to come up with creative solutions to 
environmental and social problems. 

 
6      LIMITATIONS  

 
In this study, only a sample of employees of private 

banks was examined; therefore, generalizations are limited. 
Moreover, the findings are based on self-report data. It is 
suggested that qualitative and mixed research methods be 
used in future studies. 
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Sound Prohibited Zone for Smart Cities using IoT 
 

Bhawana A. Ahire*, Sachin R. Sakhare 
 

Abstract: One of the dominant causes of noise pollution is the disruptive honking while traveling on a road and is particularly problematic as well as resulting in irritating sound. 
This results in many effects that need to be addressed taking into consideration stress, depression, mental and physical illnesses. The proposed system comprises of an embedded 
module that will be of great benefit to citizens of society adjacent to heavily populated roads, students studying in schools near crowded roads, patients admitted to roadside 
hospitals, etc. Noise Armor's alternative approach needs immense expenditure and personnel for both repair and surveillance as there is the need for expensive noise absorbers. 
By developing a real-time (smart) honking device that automatically allows vehicles on the road to reduce the volume of horn near conscious areas such as schools , hospitals, 
old-age homes, baby care centers and other organizations that are adversely damaged, our research aims to develop an effective solution for excessive honking. 
 
Keywords: health hazards; IoT; smart honking; sound absorber; Sound Prohibited Zone; stress 
 
 
1 INTRODUCTION 
 

Now-a-days noise pollution is the major problem for 
society. Beeping the horn by cars has been a significant 
source of community noise pollution, resulting in health 
risks, frustration or impatience and injuries. As the number 
of vehicles are extremely increased day by day which results 
in traffic jams, dangerous and rough drivers and even 
accidents [1]. Mostly hospitals, schools old ages homes, baby 
care centers are situated near roadside. The patients, old 
people, babies and the students are having adverse effect on 
health due to honking of vehicles [15].  

Over the decade, the urban population of India has been 
increased up to 31.8% during 2001-2011, as per the study [6]. 
Speedy urbanization has resulted into diverse public health 
difficulties, including environmental pollution [15, 16]. It is 
required to initiate the actions to reduce the source of causing 
pollution in order to fulfil the ever growing population as 
well as development. Hence, it is essential to minimize 
factors causing pollution are more factual than their 
expulsion. Noise is one of the factor causing pollution under 
the air (Prevention and Control of Pollution) Act, 1981 [7]. 

Due to increase in vehicle the amount of pollution, that 
is generated by these vehicles have been increased 
significantly. In some areas such as in central cities, near 
hospital, school, baby care centers etc. honking (operating a 
horn to generate sound) is prohibited by law or regulation [2, 
16]. Sound which is measured in decibels can be controlled 
according to the governance but there is no device to measure 
and control in real time. To develop an embedded module to 
reduce a noise intensity for reduce noise pollution. If the 
surrounding vehicle sound goes beyond the 65 decibels, then 
it results into annoying effects. Either some sound absorbers 
should be used to reduce the sound, but it is not economically 
feasible [17]. So, in order to deal with this problem, some 
technology should be developed to decrease the noise 
generated by honking of horn.   

An embedded system has been developed to provide the 
solution for the above problem. This device deals with inter-
vehicular contact with proportional (apposite) spectrum, 
frequency energy requirement) and quantity of material 

implemented using radio frequency (RF) signals. It is also 
possible to overlook the accidents caused by the noisy music 
played within the vehicles in the proposed module [5].  

True-time, i.e. the intelligent honking scheme is intended 
to build a disincentive measure for repetitive honking. A 
large amount of noise pollution occurs at the time of traffic 
jam because of the beeping the horns which leads to irritation 
to the people living in the neighbourhood of the sensitive 
areas such as (schools, old age home, residential areas as well 
as hospitals, etc.) [6]. This problem can be easily solved by 
the currently available device as no horns in the community 
can be heard. Instead of in the atmosphere inside the receiver 
car, the source car sends RF signals that produce a beep 
sound. 

In certain instances, the driver is unable to hear the horn, 
which may lead to an accident, due to the large amount of 
music [18]. The car's stereo system is shut down by 
accommodating the stereo system of the car with the horn, 
which results in reducing the number of incidents. In this 
system, the stereo system of the car is combined with the horn 
since the stereo system is automatically paused until the beep 
of the horn is detected, resulting in road accident avoidance 
[4]. Alongside the beep, a visual cue emerges that allows the 
concerned people accompanied by hearing loss to drive 
safely. 

As per emergency, there is also facility of switching to 
traditional horn to deal with such circumstances such as 
sudden emergence of humans or animals using dual purpose 
switch. In the near future, there is a need to improve the 
existing system with additional design for the automation 
[14]. 

Our aim is to find a suitable solution to the problems 
described, which also leads to a user-friendly culture. In 
order to reduce noise pollution, IoT framework is used. By 
using the proposed system, health issues raised for senior 
citizens due to noise pollution is minimized.  

In today’s world, automating horn control of the vehicle 
is one of most essential demand. Our objective is to control 
the sound level of horn of vehicles based on location as well 
as reduce noise pollution using IoT framework. The proposed 
system consists of an embedded module to reduce noise 
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intensity of horns automatically when the vehicle enters in 
the targeted areas. 

The performance of this system results in an embedded 
module that benefits sensitive areas, i.e. residents of 
communities near busy roads, students studying in schools 
near busy roads, patients admitted to roadside hospitals. 

In the following sections, the remaining paper is 
arranged: Section 2 focuses on similar work in terms of sound 
monitoring systems. The suggested approach used for the 
structure of an embedded module is discussed in Section 3, 
while Section 4 presents the results obtained, and Section 5 
presents the conclusion. 
 
2 RELATED WORK 
 

Up to 55% of aggregate urban noise is caused by traffic 
produced by vehicles [1]. In [2], the authors researched the 
essence of horn blowing and examined it in all 107 vehicles. 
As a result of the research, two-vehicle and car / jeep drivers 
were found to be 30 percent and 26 percent respectively 
among all of these heavy vehicle drivers for highest honking, 
i.e. aggressive horns, as 37 percent of the total population of 
vehicles. 

R. K. Mishra et al. evaluated and analysed traffic volume 
noise along has rapid transit system corridor [3]. Analysis of 
traffic volume noise is done with respect to the predicted and 
actual noise at selected corridors. In order to deal with the 
situation, the traffic noise pollution is controlled through the 
design of noise barrier along the road as well as suggested the 
people to use the public transport [3].  

As per survey on the noise level at crowded places,  the 
ambient air quality noise levels (AAQNL) at traffic signals is 
reported to be 5 dBA whereas for commercial zones found in 
the spectrum of above/below 80 dBA, at some places 75 dBA 
is also reported [4, 5]. The effects of noise pollution on 
human health is very much hazardous which leads to severe 
headache, migraine, etc. The horns are classified based on 
their intensity levels by modelling the honk statistics i.e. Jam, 
Medius, Free. But in order to improve the classification 
results, pre-honk information is stored and utilised.   

As per the Environmental Expert Council, studies show 
a continuous movement towards an increased cardiovascular 
hazard if the daytime emission boundary goes beyond 65 
Decibels. The dangerous misclassifications have invalidated 
significant recent research on the extraoral effects of 
workplace noise. Studies on the health effects of noise are 
one of the most significant preconditions for a correct 
exposure assessment in the future [6].  

As stated in Health programme of WHO(World Health 
Organization, 1994) [7], the conflicting outcome of noise is 
called as a change in the structure as well as physiology, that 
results in deterioration of practical capability. Temporary 
exposure to noise results in physiological changes that are 
easily unexpected. However, noise penetration of sufficient 
intensity causes duration changes that may not be reversible 
so readily. 

Noise pollution is not regarded as a cause of mental 
illness, but the enhancement of suppressed mental disorders 
[10, 11] is intended to intensify and increase. It impairs job 

performance at school and at work, and reduces motivation 
[8]. Adults as well as children are also adversely affected. 
The study suggests that most attention should be paid to the 
effects of noise induced by excessive vehicle honking. Noise 
has been postulated to act as the factors that affects the 
environment [9].  

The alternative noise absorber solution needs 
tremendous resources and manpower for repair and 
monitoring. 

Honk monitoring system is also proposed by Atmadip D. 
et al. [19] which keeps track of excessive honking produced 
by the people near traffic signals. The proposed system 
calculates the number of horns at a certain period of time. If 
the number of horns goes beyond the limit, the system 
generates an alarm. The advantage of the system is that it is 
low-cost. The system if enhanced can be used for analysis of 
heavy traffic [19].  

Acute noise exposure causes the autonomic and 
hormonal processes, resulting in transient variations such as 
high blood pressure and heart rate, too. To deal with the noise 
pollution scenario, Z. Zhao et al. [13] developed an adequate 
honk controlling system which administers blowing of the 
horn, locates the position of the sound generating vehicle, 
and envisions as an image captured by the road mounted 
cameras. But, the system cannot handle multi-SSL problem 
as well as localization error is the barrier for the challenging 
environment scenarios. The vehicle number plate recognition 
can also be added to improve the visualization results. 
 
3 PROPOSED METHODOLOGY 
 

The proposed system aims to create an efficient solution 
for excessive beeping the horn by implementing a smart 
honking system. The proposed system makes it easier for 
vehicles on the road to minimize horn volume near 
vulnerable areas such as schools, hospitals, old-age homes, 
baby care centres, and other adversely affected workplaces. 
An Admin has accessibility to add various targeted locations 
like hospitals, old-age homes, baby care centre and other 
workplaces. The GPS helps to discover the various location 
data. It enables to find specific places and to find the best path 
from real-time traffic. The targeted locations such as 
hospitals, signals, old age homes, baby care centres are 
extracted from the database server. User that is Drivers has 
to register and then login to see the Sound Prohibited Areas 
Zone List. 

The proposed system consists of two modules, Software 
Module (Android App) and other is Hardware Module. The 
Software module consists of Database Server and an Android 
App which has GPS tracker and Admin section. The GPS 
helps to discover the various location data. The targeted 
locations (sensitive areas) such as hospitals, signals, old age 
homes, baby care centers are extracted from the database 
server. The performance of this system would result in an 
embedded module for the benefit of residents of communities 
close to sensitive areas such as highways, schools near busy 
roads, hospitals on the side of the road. 

At the Traffic Signal where some drivers starts honking 
without waiting to turn the signal to green. Many of the 
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drivers Shows No care or respect about people which 
required peaceful environment. As the smartphones are 
easily available with low cost, drivers are familiar with many 
of the applications. So this technology can be used which will 
benefited society. Figure 1 shows the structure of System 
Flow diagram. First the user’s location information is 
extracted with the help of GPS. If the location is present in 
one of the Sound prohibited zone list then, auto ranging 
algorithm is applied for optimization to check the shortest 
distance. The horn of that vehicle is controlled with the help 
of hardware module installed in the vehicle.  
 

 
Figure 1 System Flow Diagram 

 
Our proposed system aims at developing the real-time 

i.e. smart honing system because of which the intensity of the 
vehicles nearby sensitive areas i.e. schools, hospitals, baby 
care centers, ola-age homes, etc. is minimized. Sound which 
is measured in decibels can be controlled according to the 
governance but there is no device to measure and control in 
real time. To develop an embedded module to reduce a noise 
intensity for reduce noise pollution. 

Fig. 2 focuses on the Architecture of the proposed 
system. The architectural diagram consists of e Hardware 
module consists of Arduino kit, WIFI module and Pizzo 
buzzer. In the proposed System, first the location is extracted, 
distance values are read from database then it will check 
frequency of horn if it is less than greater than minimum 
decibels then sends alert to driver and trigger the Buzzer and 
horn will be controlled. 

The various targeted locations such as hospitals, signals, 
old age homes, baby care centres are extracted from the 
database server. The Auto Ranging Algorithm will be used 
to check if the vehicle is in the targeted locations or not. If it 
is, then android will send command to Arduino through WIFI 
module or Bluetooth. And the intensity of horn will be 
reduced. As a part of optimization, Auto Ranging algorithm 
is used which leads to accurate results. 

When vehicle entered in the No honking or sound 
prohibited zone system first checks frequency of horn if Horn 
intensity greater Then it will sends alert to driver And 
Automatically Controlled the horn.  

The Auto Ranging Algorithm will be applied to check if 
the vehicle is in the targeted locations or not. If vehicle is in 
targeted location, android app by using GPS will send 

command to Arduino through WIFI module. The 
Pizzobuzzer that is attached to horn will receive the 
command and intensity of horn that is decibel level of sound 
of horn will be reduced. When the vehicle passes through 
targeted locations, the intensity of horn is set to normal 
decibel as per the previous level.  

 

 
Figure 2 Architecture Diagram of the Proposed System 

 
Big advantage to heart patients, kids and old people as 

the main target are the areas where these people are mostly 
suffered. The proposed system i.e. Sound Prohibited Zone for 
Smart Cities is to ensure that the Piezo buzzer that is attached 
to horn which will receive the command and intensity of horn 
that is decibel level of sound of horn will be reduced.  

When the vehicle passes through targeted locations, the 
intensity of horn is set to normal decibel as previous. For the 
Smart Cities Project, Sound Prohibited Zone can surely 
become an important part. The system ensures to prevent 
noise pollution caused due to excessive honking of vehicles. 
An online monitoring system is to provide these data on the 
cloud in real-time stored in database. 

 

 
Figure 3 Circuit along with Pizzo buzzer  

 
Sound Prohibited Zone System includes Android 

Application has Admin and User. In Admin login, It includes 
various operations like vehicle list which includes the driver 
list and is only accessible to the admin and not to the user, 
dustbin list (includes all the entries by the driver) and Add 
Zone List where admin can add new Sound Prohibited Zones. 
Admin has to enter location id to add new zone. When 
Location Id is entered the address of zone is automatically 
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fetched by using the GPS so that location can easily added. 
As shown in the below Fig. 3, the circuit is shown with the 
Pizzo Buzzer. 

 

 
 Figure 4 Snapshots (Driver Registration and Sound Prohibited Zone List) 

 
As per snapshots shown in the above Fig. 4, driver 

registration has to be done. Sound Prohibited zone lists 
updating can be done by the admin. Admin can add the 
locations in the Sound Prohibited Zone list with image as 
well. On clicking that Image you will get to see the Location 
Id. All the entries by the driver or user are shown to Admin. 
User don't have access to Driver List. When clicked on the 
entry by driver, Admin can access its live location. 

Admin can access the live location which is secure as 
only admin has access to the live location of the driver. User 

has to register to the application. Fig. 5 shows the snapshots 
after addition of Sound Prohibited Zone in the list by the 
admin. Registration includes Driver Name, Driver Address, 
Driver Contact No, and Password. It consist of all the zones 
entered by Admin. It will direct the driver to the Google Map 
and will inform if the vehicle is going to enter the zone. 
Current Location of Driver: The driver can see the its live 
location. 

  
Figure 5 Snapshots (After addition of Sound Prohibited Zone) 

 
4 RESULTS 
 

The proposed system is compared with the existing 
system with respect to the different parameters like 
processing speed. The existing systems response time is less 
whereas, proposed system performs better in terms of 
processing time. Below graph (Fig. 6) shows the efficiency 
of the proposed system i.e. system performance. 
 

 
Figure 6 Graph showing System Performance i.e. Comparison with Existing 

Systems 
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Accuracy of the proposed system near some of the 
crowded areas is observed to be around 80%. The pictorial 
representation of the same is shown in the Fig. 7.  

After applying the proposed system, the amount of noise 
pollution gets reduced. The reduction in the noise pollution 
is represented using graph in the Fig. 8. 
 

Figure 7 Graph showing System Accuracy near crowded areas. 
 

 
Figure 8 Graph showing Reduction in noise pollution 

 
 
5 CONCLUSION  
 

For the benefit of residents in communities near high-
traffic highways, students studying in schools near busy 
roads, patients admitted to roadside hospitals, and people 
from different professions, the proposed framework results 
in an embedded module. To save many lives caused by their 
delay in reaching their desired destination browsers. Our 
proposed system aims at developing the real-time i.e. smart 
honing system because of which the intensity of the vehicles 
nearby sensitive areas i.e. schools, hospitals, baby care 
centers, ola-age homes, etc. is minimized.  

The scope for the future work is inability to control the 
speed of the vehicle. The intensity of horn of vehicle is 
reduced but the speed of vehicle cannot be controlled. In 
addition to controlling the intensity of the horn, completely 
disabling of the horn once the person reaches the Sound 
Prohibited zone can be also worked on.  

Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
Foundation, January 9-10, 2021. The paper will not be 
published anywhere else. 
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Network Performance Measurement through Machine to Machine Communication in Tele-
Robotics System 

 
Meghana P. Lokhande*, Dipti Durgesh Patil 

 
Abstract: Machine-to-machine (M2M) communication devices communicate and exchange information with each other in an independent manner to perform necessary tasks. 
The machine communicates with another machine over a wireless network. Wireless communication opens up the environment to huge vulnerabilities, making it very easy for 
hackers to gain access to sensitive information and carry out malicious actions. This paper proposes an M2M communication system through the internet in Tele-Robotics and 
provides network performance security. Tele-robotic systems are designed for surgery, treatment and diagnostics to be conducted across short or long distances while utilizing 
wireless communication networks. The systems also provide a low delay and secure communication system for the tele-robotics community and data security. The system can 
perform tasks autonomously and intelligently, minimizing the burden on medical staff and improving the quality and system performance of patient care. In the medical field, 
surgeons and patients are located at different places and connected through public networks.  So the design of a medical sensor node network with LEACH protocol for secure 
and reliable communication ensures through the attack and without attack performance. Finally, the simulation results show low delay and reliable secure network transmission.  

 
Keywords: Machine-to-Machine (M2M) communication; medical field introduction; network performance security; tele-robotic; wireless sensor network 
 
 
1     INTRODUCTION 
       

Machine-to-machine communication (M2M) refers to 
the exchange of information between two devices. It is a key 
component in the fast-growing Internet of things (IoT), an 
ever-growing connection of devices in the home, workplace, 
and industry. M2M communication can be simple, like one-
way data transmission, or complex, like multiplexed signals 
that allow devices to share a decision-making process. In the 
medical device industry, M2M communication is one of the 
fastest-growing sectors. According to Global Info Research, 
the connected medical device market is projected to expand 
from $939 million in 2018 to $2.7 billion by 2023, with the 
largest growth forecast for the United States. M2M 
communication faces various security challenges. Much 
vulnerability arises from the lack of a central authority and a 
wireless medium of transmission. Route creation and data 
transmission are two important functions of the routing 
algorithm. These two stages must be protected from 
attackers. The routing Protocol must be strong enough to 
withstand various attacks. Thus, reliable communication 
means a secure routing algorithm [1]. Tele-robotics is an 
integral part of the broader field of telemedicine. The main 
aim is to provide medical care for long distances and removes 
the need for both the doctor and the patient to be physically 
present in the same place. Consultation by far the possibility 
of diagnosis and treatment can greatly affect the life of 
patients with limited access to specialist health services [2]. 
Tele-robotics is practically lead by special doctors where 
there are no medical institutions or specialists. In addition to 
medical isolation, Tele-robotic is very important in 
eliminating medical issues in building countries, disaster 
places, and war areas where ongoing medical services are not 
available or do not have time to shift the patient to the 
hospital [3]. In the mid-1980s, robotic systems were 
introduced into medicine and today they affect a wide range 
of medical areas [4, 5]. In a Tele-robotic system, a remote 

manipulator controls the operator of the object, receives 
visual and information, and transmits it to the control 
position. Local and remote systems are called master and 
slave systems, entire master-slave is a system of remote 
control of the manipulator program [9] [10].  Figure 1 
presents the Tele-robotic system consists of information of 
melody system for robot-supported telemetry applications.   

The underlying system of telerobotic is telepresence. 
Tele-presence assumes that all information of the remote 
environment is inherently provided by the operator [11]. The 
main connection is created in master and slave 
communication to called machine to machine 
communication through the internet. The length of nodes 
from each other is vast; the data transfer delay may disturb 
the system and ultimately affect the performance of the 
healthcare professional. The communication quality and 
performance metrics are important in telerobotic M2M 
communication. Security and privacy are very important 
aspects of any communication. Network performance is 
reduced if a malicious node is present in the network. The 
incorrect behavior of the node presents malicious packet drop 
attacks, disturb the routing rules, data transmission is 
corrupted, packets are dropped and data is lost. So the 
presented systems provide a low delay and secure 
communication for the telerobotic community and data 
security. The system can perform tasks autonomously and 
intelligently, minimizing the burden on medical staff and 
improving the quality and system performance of patient 
care. The LEACH routing protocol is presented to make 
communication reliable and robust with the medical sensor 
node network. Once the network is created, network 
performance of the system is analyzed with or without DoS 
or Man-in-Middle attacks.  

The need for research work provides telerobotics with 
significant progress to show how the surgery is performed in 
the operating room. It combines technological and clinical 
progress in the development of new robotic systems and 
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surgical techniques to improve the quality and results of 
surgical intervention. Telerobotic and various imaging 
techniques act as intermediaries between the surgeon's hand, 
eye, and surgery site, respectively, but these two elements are 
part of a larger information system that continues to evolve 
and affect all aspects of surgery and medicine in general. 
Providing this technology to surgeons has led to the 
development of new surgical techniques that would 
otherwise be impossible. The clinical knowledge gained from 
these new systems and the understanding of their potential 
will lead to the development of new and more effective 
telerobotic systems in the future. The paper is organized as 
section 1 presents introduction, section 2 shows related work. 
Section 3 and 4 covers proposed research work and 
simulation results respectively. Finally last section 
summarizes points in conclusion. 
 
2 RELATED WORK 
 

M2M communication allows the development of a range 
of applications, such as smart networks, smart robots, smart 
transport, and home networks. In [12] analyze the M2M 
communication and intelligent network environment. The 
structure of the machine network and its possible applications 
has been proposed in [13]. Other learning experiments 
include such as Meteorological Services, Environmental 
Pollution prevention, integrated video services, etc. [14-17]. 
In [18] various design issues, such as describing different 
limitations of sensor assemblies, applications, etc. Was 
introduces a system for health surveillance in [19]. In [20] 
proposes an implementation of patient monitoring [21] and 
[22] presents a patient monitoring WAP system.  

Tele-robotic systems should play an important role in the 
medical field [6]. The first successful remote operation, 
called Operation Lindbergh, was performed in 2001, using 
the Zeus Robotic System [7]. Laparoscopic gallbladder 
surgery was carried on patients in Strasbourg, France, while 
surgeons were based in New York, USA. Although the first 
remote operation took place only in 2001 but the tele-
operative system was introduced much earlier. The automatic 
endoscope system uses the vocal arm for minimally invasive 
surgery to hold the endoscope [8]. The first surgical robot 
systems build for eye surgery at Northwestern University 
[23]. It travels through a virtual long-distance traffic center 
(RCM) at the sclera entry point [24]. A hypodermic needle is 
attached to the parallel mechanism and inserted through the 
sclera. A doctor and robot work together with one tool [25]. 
Tele-manipulator on a big system gives natural feedback. 
There was a strong sense that there was a large-scale position 
is not as important as reducing the tremor. In [26, 27] 
includes virtual devices for continuous hand manipulation, 
which are movement restrictions applied in software. In [28, 
29] ETH developed in Zurich with magnetic control different 
from the current development. This is a magnetic control 
micro-robot platform that uses remote communication, using 
a primer connection. In [30]   proposes an alternative parallel 
robot structure capable of performing virtual RCM motion 
through the sclera and the entry point. In [31] developed a 
handheld robotic device called Micron for microsurgery. The 

Micron concept is to measure the surgeon's hand movements, 
use advanced filtering technology to separate unwanted 
movements such as tremors from deliberate movements, and 
use robotic end effectors to adjust the tip of the instrument 
for unwanted movements. The Micron detects dynamic 
motion using an accelerometer and the final effectors of the 
robot. In [32] advanced robotic system for microsurgical 
keratoplasty was developed.  

In [33] developed more accurate slave telesurgical 
pathologies of the throat and upper respiratory tract, it has the 
advantage of distal dexterity and functional self-
enhancement. In [34] it has been shown that robotic electrode 
array inserts significantly reduce input forces when inserting 
a cochlear implant compared to unmanaged electrode arrays. 
In [35] build acceleration noninvasive Radiosurgery System 
that can compensate for the limited target movement, unlike 
the localization system. The delay could have serious 
consequences on the performance and control of systems.  

In [36] review on the topic of two-way teleoperation, 
with several approaches, was presented. It covers a range of 
methodologies, including the passivity-based monitoring 
proposed to address the above-mentioned problems. In [37] 
applied the concept of wave variables, an extension of the 
theory of passivity, to time-delayed teleoperations that are 
unknown but contain a constant time delay. The work in [38] 
studied a Force-feedback algorithm, called a-Force, 
reflection activities, and experimental work; they use the 
method of minimally invasive surgical applications, 
communications delays. In [39] several unanswered 
questions and provides a clear description of IoT security 
research. Many of the dangers associated with this 
heterogeneous security infrastructure and privacy policies 
require a deep explanation. In [40] presents an overview of 
the access control approach attempts to improve security. 
The author not only summarizes the approach to access 
control but also provides an overview of existing limitations 
and unresolved issues. In [41] provides a model for 
predicting health risk through a wireless sensor network. The 
work [42] discussed performance measurement for 4G and 
5G enabled architecture in telesurgery. 

M2M technology is fast for health monitoring 
applications without human interference smart devices of 
WSN and mobile device networks provide remote 
monitoring of health data. M2M communication addresses 
several important challenges and the key challenges include 
security, standardization, privacy, software development, 
reliability, and communication delay.  
 
3 PROPOSED RESEARCH WORK 
       

M2M is a kind of network in which a large number of 
smart devices decide to generate information, exchange it, 
and cooperate without human direct interference. With the 
different applications and numerous advantages, M2M 
networks in their design face several technical challenges. 
One of the key issues holding back the growth of M2M 
communications is their security.  

The presented system will consist of three units: a master 
station is an expert system, a slave station is a patient system, 
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and a communication connection that allows data exchange 
by stations. Block diagram of the proposed system is shown 
in Fig. 1. The patient on-site, US probe is maintained to 
operate by the robotic arm system, follow the approach of 
management master/slave. The thin robot placed on the 
patient by paramedics. When the robot controller adopts 
classical force feedback control [43], which allows limiting 
the force to 20 N for patient comfort and safety, the robot 
control data update rate is up to 1 kHz without loss or jitter, 
and teleoperation becomes transparent [44]. The robot is 
controlled by an open circuit through a communication 
connection, but by a closed-circuit locally controlled in the 
patient's position. Eliminate this approach and instability in 
handling the problems. It has also been shown that the design 
of this robot allows geometric control [45]. 

In place of the master, the medical inspector moves the 
dummy of the ultrasound probe required for echo monitoring. 
The system also includes an actuator that can control the 
perception of power and feel the effect of the telerobot.  
 

 
Figure 1 M2M communication through the internet in Tele-Robotics and network 

performance security [46] 
 

The expert's hand movement is perceived, information is 
transmitted in real-time to the robot platform via a 
communication line (ground or satellite), and the operating 
system copies this movement. An important step in the field 
of information security is to prevent threats and 
vulnerabilities at the initial design stage. M2M 
communication consists of various vulnerabilities and 
security challenges such as physical security, resource 
constraints, heterogeneity, delay constraints, and scalability. 
The problem is to ensure communication security and 
maintain communication in the presence of adversaries 
throughout the topology of an unknown, frequently changing 
multi-hop wireless network. To solve this complex problem 
and ensure comprehensive security, both stages of 
communication, route discovery, and data transmission must 
be protected. However, M2M has faced serious security 
threats that typically affect end-to-end delay, buffer 
mechanism, response time, and overall network throughput, 
packet dropping, less packet delivery ratio, resulting in 
reduced performance. Therefore, it is economically difficult 
to manage such networks. Nodes are behaved maliciously by 
disproportionate network activity and thereby dropping 
packets to reduce efficiency. For secure or safe 

communication proposes a LEACH routing protocol with 
various medical sensor nodes, such as cameras, health 
checkup machines, computers, printers, etc.  

A wireless sensor network uses a hierarchical routing 
protocol called LEACH, which extends the network life. 
Using the LEACH Protocol, medical sensor nodes are placed 
in clusters, and one node of these nodes act as a cluster head 
(CH) based on their energy and the distance from the medical 
sensor node to the base station (BS). CH is responsible to 
collect the data from its cluster and transmit to the BS.  In 
process of data transmission more energy is consumed. 
LEACH enhances the network life without attack and 
reduces the power consumption of the WSN. This makes the 
system more secure and useful in the medical field.  

 
4 SIMULATION RESULT AND DISCUSSION 
 

A square area of 1000 × 1000 m is created by setting up 
100 medical sensor nodes in the WSN as the basis for this 
study. The code is executed in the simulator NS-2 and the 
initial site settings are given randomly. To model the 
network, each node is given the initial energy in Joules units, 
and after the simulation, the total energy consumption is 
analyzed. First, create a LEACH protocol, and that legitimate 
traffic is generated. After that introduces a DoS or Man-in-
Middle attack to analyze its impact on network performance. 
Next, measure performance parameters such as throughput, 
packet delivery speed (PDR), delay, overhead, and energy 
consumption of node. Experiments have made it possible to 
increase the service life of the network by about 20-25% 
using the proposed method. In traditional protocols, CH is 
created on the probability function, and CHs are selected in 
each round. The continuous simulation process provided that 
all nodes are consumed with energy values. The utilized 
simulation factors shows in Tab. 1. 
 

Table 1 Simulation factors 
Parameter Values 

Number of IoT/Machines/Sensor nodes 100, 200, 300, 400, 500, 600 
No. of Attackers 10 % of nodes 
Pattern of traffic CBR 
Connections number 10 
Sink Base Station (BS) 

Area 1000 × 1000 (Long distance 
communications) 

MAC 802.11 
Topology Random deployment 
Routing Protocol LEACH (state-of-art) 
Initial Energy 0.5 J 
Transmitter energy consumption 16.7 nJ 
Receiver energy consumption 36.1 nJ 
Simulation Time 200 seconds 

 
Fig. 2 shows the throughput of the network in kbps, in 

which the X-axis represents the medical sensor nodes such as 
cameras, health checkup machines, computers, printers, etc. 
and the Y-axis represents the throughput values of nodes.  

It shows LEACH protocol with and without attack and 
indicates the performance of the system. LEACH-A indicates 
the LEACH protocol with the attack. Throughput is the 
calculation of data successfully transmitted from the sending 
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node to the receiving node over a specified time. The result 
shows LEACH without attack gives higher throughput values 
than LEACH-A with attacks. The Average throughput values 
of LEACH without attack are 63.88 kbps and LEACH-A 
with an attack is 58.56 kbps. 
 

 
Figure 2 Throughput 

 
Fig. 3 shows the packet delivery ratio (PDR) of the 

system in percent, in which the X-axis represents the medical 
sensor nodes and the Y-axis represents the PDR. PDR 
calculation is the percentage of the receiving to send packets. 
The PDR using LEACH protocol without attack is more than 
LEACH-A with the attack. The PDR values of LEACH 
without attack are 89.25 % and LEACH-A with an attack is 
69.98 % respectively. 
 

 
Figure 3 Packet delivery ratio 

 

 
Figure 4 Delay 

 

Fig. 4 shows the Delay in the network where the X-axis 
represents the sensor nodes and the Y-axis represents the 
delay of the system in a second. Delay is the amount of time 
that the source's physical layer takes to send a packet over a 
link. The delay of the LEACH protocol without attack is less 
than LEACH-A with the attack. The delay in second of 
LEACH and LEACH-A are 0.2327 and 0.2845 respectively 
and the difference is +0.0518.   

Fig. 5 shows the communication overhead of the system 
in a millisecond, in which the X-axis represents the medical 
sensor nodes such as cameras, health checkup machines, 
computers, printers, etc. and Y-axis represents the 
communication overhead of the system.  
 

 
Figure 5 Communication overhead 

 
Communication overhead is the ratio of actual 

communication time and computed communication time for 
actual communication time. The communication overhead of 
the LEACH protocol without attack is less than the LEACH-
A protocol with the attack. The communication overhead in 
milliseconds (ms) of LEACH protocol without attack is 5.28 
and LEACH-A with an attack is 7.51 respectively and the 
difference is +2.23.    

 

 
Figure 6 Energy consumption 

 
Energy is the main issue in WSN, in order to enhance 

energy efficiency, it requires creation of virtual nodes to 
increase the throughput. Fig. 6 shows the energy 
consumption of the node. The result shows that the LEACH-
A with attack consumes more energy than LEACH without 
attack. The energy consumption of LEACH protocol without 
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attack is 0.031 (J) and LEACH-A protocol with an attack is 
0.04294 (J) respectively and the difference is +0.01194 (J). 
 
5 CONCLUSION 
 

In healthcare, machine-to-machine communication 
(M2M) provides a new way of service for a patient's life. 
M2M utilizes wireless communication technology that 
enables automatic instructions between devices, such as 
starting, stopping, sending and receiving data. This paper 
proposes an M2M communication system through the 
internet in Tele-Robotics, the main goal is to generate various 
tasks automatically without human interference and 
minimizing the burden on the medical staff, and improving 
the quality and system performance of patient care. Medical 
telerobotics shows a powerful impact on healthcare. An 
indicator of this possibility is the fact that Tele-robotics has 
been considered in many applications and medical 
specialties, which are revealed in this review. The wireless 
technology allows the device to receive M2M 
communication and adjust the implant performance based on 
biometric feedback from the doctor. With the safety of 
critical operations in healthcare, securing a network against 
attacks is highly important. Resources in a sensor network 
are scarce in terms of energy and the biggest performance 
parameters in the medical field are delay, throughput, PDR, 
and communication overhead. Here performance metric 
parameters measured for LEACH and LEACH-A protocol. 
Simulation results show LEACH has better performance in 
terms of energy-saving and low delay over LEACH-A.  
 
Notice 
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An Efficient Query Optimizer with Materialized Intermediate Views in Distributed and Cloud 
Environment 
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Abstract: In cloud computing environment hardware resources required for the execution of query using distributed relational database system are scaled up or scaled down 
according to the query workload performance. Complex queries require large scale of resources in order to complete their execution efficiently. The large scale of resource 
requirements can be reduced by minimizing query execution time that maximizes resource utilization and decreases payment overhead of customers. Complex queries or batch 
queries contain some common subexpressions. If these common subexpressions evaluated once and their results are cached, they can be used for execution of further queries. 
In this research, we have come up with an algorithm for query optimization, which aims at storing intermediate results of the queries and use these by-products for execution of 
future queries. Extensive experiments have been carried out with the help of simulation model to test the algorithm efficiency. 
 
Keywords: Conventional SQL; Database Management in Cloud Environment; Distributed Databases; Intermediate Views; Materialized Views; Query Execution Time; Query 
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1 INTRODUCTION  
 

In cloud environment, bulk of applications are based on 
data which are managed by Database Management Systems 
and that forms a crucial issue on cloud platform. So, service 
oriented computing in cloud, however is also extended to 
Database as a Service (DBaaS) [1]. Database management in 
cloud and efficient data access for cloud users become 
cumbersome task for cloud service providers. Cloud 
computing has limit of sharing processing time and storage 
space for various applications in databases. The proliferation 
found in diverse applications which impacted exceptional 
cloud stages bringing about massive growth inside the length 
of the information created just as devoured through such 
applications [2]. The most effective method to put together 
and deal with those large databases in order to get the 
required information for the clients is found to be the new 
research area in distributed and cloud environment. The data 
modelling in cloud platform is the basis of cloud applications 
and the key issue is the searching algorithms applied [3]. The 
most effective method to get the information convenient, 
precisely and dependably; assumes a significant function in 
the achievement of database model in cloud platform.  

In cloud platform, users can hire huge resources for short 
period of time to execute complex queries more efficiently 
on large database using group of virtual machines [4]. The 
hire charges of resources for users can be reduced using 
better query optimization technique [5].  Thus there is a need 
of exploring efficient techniques for query execution that 
would decrease runtime and response time. It will likewise 
upgrade optimum use of resources in cloud data centers. This 
paper is in continuation with [6-8], where an extensive survey 
on various query optimization approaches as well the novel 
architecture of an intelligent query optimizer for distributed 
database has been presented. 

Contributions - As such, the researchers have designed 
and developed a technique for query optimization in 

distributed and cloud environment. The contributions of this 
research paper are as follows. 
• Devise an architecture of query optimizer for distributed 

databases which is integrated with materialized views 
that are reused for evaluation of further queries in the 
system. 

• Formulate a query optimization technique that results in 
a better optimization of database queries. 

• Introduce an optimization strategy that may reduce 
bandwidth requirement in cloud environment by 
satisfying SLA between customer and cloud service 
provider. 

• Demonstrate the developed model with TPC-H 
benchmark dataset and series of benchmark queries to 
test performance of devised query optimization 
technique.  

• Improve resource utilization in cloud by reducing query 
evaluation time and response time.  

 
The remainder of this research paper is structured as 

follows. Section 2 presents an outline of related work. The 
proposed work with cost model is elaborated in section 3. 
Section 4 describes an experimental setup with workload of 
benchmark dataset and series of queries for testing 
performance of query optimizer as well as results for 
evaluation of the proposed system. Section 5 concludes the 
paper. 

 
2 RELATED WORK 
 

Optimization of database queries is performed through 
two phases – search space generation and optimal plan 
selection from the search space [5]. Researchers have 
discovered different approaches on query optimization those 
deals with reduction of communication cost, reduction of 
execution time and appropriate utilization of system 
resources. 
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Execution time of queries can be reduced by eliminating 
common sub-expressions used. Start-fetch wrapper using 
request window mechanism is used by Lee R et al. [9] to 
develop an IGNITE system that eliminates common sub-
expressions. However, the communication traffic generated 
in IGNITE is reduced by Chen G et al. [10] and Dokeroglu 
et al. [4]  by using efficient sets of query execution plans in 
their research work. The response time of queries is reduced 
with the help of parallel query processing systems in research 
works proposed by Garofalakis et al. [11] and Dokeroglu et 
al. [12]. Giannikis et al. [13] proposed an architecture based 
on sharing of computation, storage and cache memory by 
creating batch of queries. Similar concept of resource sharing 
for query optimization is presented in [14]. 

Iterative processing method can also be used for query 
optimization in which actual runtime statistics is collected by 
continuously monitoring execution of queries [15]. However, 
based on intermediate results, it would be cumbersome to 
collect required statistics. Hence Cole and Grafe [16, 17] 
addressed a multiple plans generation technique at compile 
time. POP is the progressing query optimization approach 
invented in [18, 19], where cardinality approximation errors 
are detected in mid execution of queries. DB2L learning 
optimizer based on use of misestimates to learn and adjust 
the statistics to enhance better optimization of further queries 
[20]. Wang et al. [21] presented adaptive query optimization 
approach for cloud database system based on execution time 
as well as monetary costs. 

The technique of caching intermediate results is one of 
the widely used query optimization technique [22], extended 
by Safaeei A et al. [23] based on multiple sliding windows to 
improve execution of overlapping queries with common sub-
expressions. Laptev et al. [24] presented EARL system and 
Agarwal et al. [25] proposed the BlinkDB, those iteratively 
works for collecting larger samples to reach at the desired 
accuracy. The Shark, presented in [26] caches inter query 
data with the help of shared memory concept. In distributed 
cloud environment, CHive [27] and NOVA [28] are the query 
optimization techniques based on incremental processing of 
continuous data. Logothetis et al. [29] invented CBP 
(Continuous Bulk Processing) system in which working state 
is preserved during query processing to reuse it for future 
queries.  DBaaS can offer an assistance to cloud users that 
ready to get results with more fragile quality in return of 
lower cost [30]. 

Query processing time can be reduced by materializing 
views generated from select-project join operations [31]. The 
policies of protecting materialized views cache are 
introduced by WATCHMAN [32] and DynaMat [33] 
systems to increase the hit ratio. Ivanova et al. [34] devised 
an architecture that optimizes query processing by 
maintaining cache to avoid repetitions of physical operations. 
The results from MapReduce jobs can be reused by 
describing them in the form of analytical query languages 
[35-37]. Perez et al. [38] presented history aware optimizer 
that archives intermediate results of queries so as to reuse 
them during future query execution. Intermediate results or 
views that are to be cached are determined by Cache-on-
Demand [39] as well as MQT technique [40] and relations 
that may be useful in execution of future queries are 
identified by Kossmann et al. [41]. 

MapReduce technique results in higher processing cost 
for queries with more join operations, which can be reduced 
using pipeline approach where results of a query can be 
referred by next queries to continue processing. Anyanwu K 
et al. [42] proposed a data model to minimize the number of 
MapReduce cycles using pipeline approach. Automatic 
Query Analyser (AQUA) developed by Wu et al. [43] works 
for MapReduce in two phases, first phase for minimizing 
number of MapReduce cycles and second phase for joining 
intermediate results. MapReduce online system avoids 
materialization by pipelining midway results from map jobs 
to reduce jobs [44]. 

After navigating various approaches on database query 
optimization, it has been perceived that there is a need of 
suitable technique to reduce the runtime for database queries 
that minimizes resource requirement.  Conventional SQL 
cannot predict the future requirements, therefore it reduces 
the performance than MapReduce technique. MapReduce 
uses pipeline approach to reduce query processing time, 
however it require higher processing cost for queries with 
more join operations. Hence to bridge the gap between 
MapReduce and Conventional SQL, there is a demand of 
efficient query optimization technique in distributed and 
cloud environment. 

 
3 PROPOSED WORK 
 

The primary aim of this research work is to design and 
develop an intelligent query optimizer that improves resource 
utilization in distributed and cloud environment by reducing 
query evaluation time and response time. As such, the 
proposed query optimizer materializes intermediate views 
during query evaluation so as to reuse them for execution 
further queries. Hence, it will reduce I/O operations, 
communication cost as well as execution time.  

 
3.1 An Architecture  

 
An architecture of the proposed query optimizer 

presented in Fig. 1 comprises of various components. 
 

 
Figure 1 Architecture of the Proposed Query Optimizer 

 
View Navigator searches for appropriate views during 

query evaluation by navigating View Catalogue with the help 
of view matching algorithm presented in Tab. 1. It navigates 
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through each catalogue entry and tries to find the longest 
match view name stored in view store and returns the location 
of view store where match is found. Partial intermediate 
results are also used for evaluation of future queries. This 
algorithm applies commutative rule for natural join. 

View Manager maintains generated views in View 
Store and also updates View Catalogue. It also keeps track of 
view reference count as well as read/write timestamp values 
for every view. These values are used for decision making of 
view deletions from View Store and corresponding updates 
in View Catalogue. 

Query Evaluator performs the query evaluation task 
after substituting matching views. 

View Store materializes views those are generated from 
previously evaluated queries. 

View Catalogue maintains the catalogue of view names 
those are materialized in view store.  View name matched by 
View Manager from View Catalogue mapped into View 
Store.  

 
Table 1 Algorithm for View Matching 

 Algorithm ViewMatching 
 Input :   

-  Catalog of View names  
-  Viewpattern to be searched 

 Output:  blocation (Location of matched view name as best 
location) 

1 Begin 
2 bvlength  0; //initialize Length of longest matched Viewname 

as best length to 0 
3 For each catalogue entry i do 
4 Viewname  catalogue[i].viewname; 
5 If (Viewname is substring of Viewpattern) OR 

(Reverse(Viewname) is substring of Viewpattern) 
6 If (length(Viewname) > bvlength) //select the longest   

//viewname as best viewname 
7 bViewname  Viewname; 
8 bViewlength  length(Viewname); 
9 blocation  catalogue[i].location 
10 If length(Viewname)=length(Viewpattern)) //Exact match  

//found 
11 break For; //Terminate searching 
12 End If 
13 End If 
14 End If 
15 End For 
16 Return blocation; 
17 End 

 
3.2 Cost Model 
 

In order to measure the performance of proposed query 
optimization technique, a cost model has been developed 
based on various parameters presented in Tab. 2.  

Let Q be the query from workload has been divided into 
n subqueries {Q1, Q2,… , Qn} during evaluation and trying to 
match with k number of materialized views {V1, V2,… , Vk}in 
View Store. 

Total execution cost of query Q includes execution time, 
memory requirement, IO cost as well as total view matching 
time from View Store during evaluation of query Q, as shown 
in Eq. (1). Total view matching time for query Q is calculated 
as in Eq. (2). 
 

1
( ) ( ) ( ) ( ) ( )

n

i i i
i

CE Q ET Q M Q IO Q VMT Q
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≈ + + + 
 
∑        (1) 
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VMT Q VMT Q
=

= ∑                                                     (2) 

 
where maximum and minimum view matching time from 
View Store of any subquery Qi is shown in Eq. (3) and (4) 
respectively. 
 

Table 2 List of Parameters and symbols used in the cost model 
Parameter/ 

Symbol Purpose 

N Number of subqueries in query 𝑄𝑄 
k Number of materialized views 

CE(Q) Total execution cost of query 𝑄𝑄 
ET(Qi) Execution time for query 𝑄𝑄𝑄𝑄, where i = 1,..., n 
M(Qi) Memory requirement for execution of query Qi 
IO(Qi) Input-output cost require for execution of query Qi 

VMT(Q) Total view matching time require for query Q 
VMT(Qi) View matching time for subquery Qi, where i = 1,..., n 

VMT(Vj) 
Matching time require for particular View Vj, where j = 
1,…, k 

Size(r) Size of relation r 
EET(Qi) Execution time require for subquery Qi 

ETMV(Qi) Execution time of subquery Qi using materialized view 

ETNMV(Qi) 
Execution time of subquery Qi without using materialized 
view 

HR Hit ratio which is the probability of matching view from 
View Store 

MR Miss ratio which is the probability of not matching any 
view from View Store 

 
( )( ) ( )i iMax VMT Q VMT V k= ×                                         (3) 

( )( ) ( )i jMin VMT Q VMT V=                                               (4) 
 

Memory requirement M(Qi) and IO cost IO(Qi) for 
execution of query Qi are directly proportional to the size of 
relations 𝑟𝑟 those are involved in query evaluation, shown in 
Eq. (5) and (6). However processing and IO cost will get 
reduced when view is matched from View Store. 

 
( ) ( )iM Q Size r∝                                                                 (5) 
( ) ( )iIO Q Size r∝                                                                (6) 

        
Total effective execution time of query Q using 

materialized view is calculated as in Eq. (7), where effective 
execution time of subquery Qi is as shown in Eq. (8).  
 

1
( ) ( )

n

i
i

EET Q EET Q
=

= ∑                                                      (7) 

( ) ( ) ( )i i iEET Q HR ETMV Q MR ETNMV Q= × + ×             (8) 
 
4 EXPERIMENTAL SETUP AND RESULTS 
 

It is crucial to evaluate the performance of proposed 
algorithm on real infrastructure of large-scale database 
system. Hence, to ensure the large scale database system 
infrastructure, the simulator model for query optimization 
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has been developed in Java which run on the top of MySQL 
to compare the results of the proposed technique with 
existing approaches.  
 
4.1 Simulation  

 
The simulation model contains various modules. 
Frequent Query Join Holder module maintains a data 

structure for catalogue where it makes entries of views which 
are cached. Before executing any query this catalogue is to 
be searched. The view matching algorithm has been 
implemented on the top of Zql parser that parses SQL 
statements for matching views. If any view matches then 
resulting entry is searched in actual view store. 

Frequent Query Join module is responsible for 
managing view store. It stores results of previously executed 
queries as views. If any view is not in use for a long period 
of time then it deletes it and also deletes its entry from 
catalogue. Hence view searching time will not dominate 
query execution time. 

DBMS Query Runner module is responsible for 
execution of queries with the help of Zql Parser [45]. Zql 
parser parses SQL statements and generates Java structures 
signifying query statements and expressions. Zql parser takes 
SQL statements with insert, delete, update, select etc. as an 
input and produces data structure that represent the 
statements it parsed.  

 
Example: 
Select ps_supplycost, pname from part, partsupp, supplier, 
nation where p_partkey=ps_partkkey and 
ps_suppkey=s_suppkey and s_nationkey=n_nationkey and 
n_name=’India’; 

 
Zql parser extract various parts of this query and 

generates ZqlQuery structure. The methods getSelect(), 
getFrom() and getWhere() returns Select, From and Where 
parts of the query in their respective data structures of Java. 

Result Processor module analyses results using various 
parameters such as total execution time of queries, average 
runtime per query and number of iterations to be performed.  
 
4.2 Workload  

 
The proposed query optimizer has been tested by 

generating various workloads using the standard benchmark 
dataset of TPC-H [46]. The TPC-H database consist of eight 
individual relations as shown in Tab. 3, which represents data 
to exercise functionalities of complex analysis application 
system. The testing has been performed as small scale level, 
after distributing these benchmark relations randomly over 
two nodes after the horizontal fragmentation. 

TPC-H benchmark comprised of set of 22 original 
queries to give realistic context that represent the activity of 
wholesale supplier. With the variant of these 22 base queries, 
the workload of 50 queries is generated to test the 
performance of proposed technique. In order to test the 
effectiveness of proposed system, four variations of 
workload of queries are generated as shown in Tab. 4. In each 

query, the selection predicates are generated at random with 
the help of proper range of probable values as per the 
benchmark.  
 

Table 3 List of relations in TPC-H database 
Sr. No. Relation/Table Name Number of records 

1 Part 1,89,945 
2 Supplier 10,000 
3 Partsupp 7,43,870 
4 Customer 1,37,542 
5 Nation 25 
6 Region 5 
7 Orders 14,53,561 
8 Lineitem 10,59,450 

 
Table 4 Variations in Workload of Queries 

Workload Queries with features 

W1 
Queries in which none of them having common sub-

expressions in their predicates 

W2 
Queries in which some of them having common sub-

expressions in their predicates 

W3 
Set of repeated queries which are not having common sub-

expressions 
W4 Set of repeated queries having common sub-expressions 
 
By using the cost model presented in section 3.2, 

efficiency of proposed query optimizer has been measured in 
terms of various performance parameters such as total time 
for query execution, average runtime per query and number 
of iterations.  
 
4.3 Results and Discussion  
 

The performance of proposed query optimization 
technique is analysed and compared with conventional SQL 
system w.r.t. performance parameters viz. total execution 
time for workload of queries, average runtime per query and 
number of iterations required. Extensive experiments have 
been conducted with the help of all variations of query 
workloads specified in Tab. 4 and results are compared with 
conventional SQL system as presented in Tab. 5.  

 
Table 5 Result analysis of Conventional SQL system vs proposed system 

Workload Parameter Conventional Proposed 

W1 
Average time per query (Sec) 421.79 422.25 

Total time (Minutes) 70.30 70.37 
Number of Iterations 5305870 5306045 

W2 
Average time per query (Sec) 336.01 310.25 

Total time (Minutes) 61.60 56.88 
Number of Iterations 4090545 4090765 

W3 
Average time per query (Sec) 396.69 111.70 

Total time (Minutes) 132.23 37.23 
Number of Iterations 10611740 5306320 

W4 
Average time per query (Sec) 265.09 91.77 

Total time (Minutes) 88.36 30.59 
Number of Iterations 9039020 3078470 

 
As workload W1 contains queries without any repetition 

and/or common subexpression, it cannot take benefit of 
materialization. Hence, proposed system incurs extra 
overhead of matching views from view store. However, we 
observed the decrease in running time for queries in 
workloads W2 to W4 that are matched and recycled 
intermediate views from view store. Fig. 2 shows the 
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comparative chart on average execution time per query using 
conventional SQL system and proposed query optimization 
technique. 

 

 
(a) For Workload W1 

 
(b) For Workload W2 

 
(c) For Workload W3 

 
(d) For Workload W4 

Figure 2 Comparative study on average runtime per query  
 
5 CONCLUSION AND FUTURE WORK 
 

In this paper the novel query optimization technique with 
architecture of query optimizer has been presented, which 
aims at recycling intermediate results of previously executed 
queries for execution of future queries. The queries those 
contain common subexpressions or repeated, can use these 
materialized views for their execution so that it results into 
decrease in the average execution time per query and increase 
in performance of the system. Hence using this technique 
resource utilization in cloud environment will also get 
improved. The proposed system has been tested on small 
scale infrastructure and it is observed that query execution 
time is reduced to approximately 30% as compared to the 
conventional query processing system due to materialization 
of intermediate views. As a future work, the proposed system 
will be evaluated on a large scale infrastructure in cloud 
environment to test its efficiency. 
 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
Foundation, January 9-10, 2021. The paper will not be 
published anywhere else. 
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Ensemble Machine Learning Approaches for Detection of SQL Injection Attack 
 

Umar Farooq 
 

Abstract: In the current era, SQL Injection Attack is a serious threat to the security of the ongoing cyber world particularly for many web applications that reside over the internet. 
Many webpages accept the sensitive information (e.g. username, passwords, bank details, etc.) from the users and store this information in the database that also resides over 
the internet. Despite the fact that this online database has much importance for remotely accessing the information by various business purposes but attackers can gain unrestricted 
access to these online databases or bypass authentication procedures with the help of SQL Injection Attack. This attack results in great damage and variation to database and 
has been ranked as the topmost security risk by OWASP TOP 10. Considering the trouble of distinguishing unknown attacks by the current principle coordinating technique, a 
strategy for SQL injection detection dependent on Machine Learning is proposed. Our motive is to detect this attack by splitting the queries into their corresponding tokens with 
the help of tokenization and then applying our algorithms over the tokenized dataset. We used four Ensemble Machine Learning algorithms: Gradient Boosting Machine (GBM), 
Adaptive Boosting (AdaBoost), Extended Gradient Boosting Machine (XGBM), and Light Gradient Boosting Machine (LGBM). The results yielded by our models are near to 
perfection with error rate being almost negligible. The best results are yielded by LGBM with an accuracy of 0.993371, and precision, recall, f1 as 0.993373, 0.993371, and 
0.993370, respectively. The LGBM also yielded less error rate with False Positive Rate (FPR) and Root Mean Squared Error (RMSE) to be 0.120761 and 0.007, respectively. The 
worst results are yielded by AdaBoost with an accuracy of 0.991098, and precision, recall, f1 as 0.990733, 0.989175, and 0.989942, respectively. The AdaBoost also yielded high 
False Positive Rate (FPR) to be 0.009. 
 
Keywords: Boosting; ensemble learning; Light GBM; SQL injection; web security 
 
 
1 INTRODUCTION 
 

A Web Application is software that uses internet 
connected web browsers and has gained high importance for 
performing different tasks in social, commercial, academic, 
and other platforms. These web applications are connected to 
back-end relational databases operated by Structured Query 
Language (SQL) that hold a huge amount of information like 
usernames, passwords, bank details, etc., and are used for 
communication, online transactions, data storage, accessing 
social networks, etc. Despite all the importance of these web 
applications it provides a way for hackers and crackers to 
attack these databases. Securing the web data must be of the 
utter importance for developers of these web applications. 

Almost 98% of web applications are prone to various 
attacks but the top most one is SQL Injection attack as is 
listed as number one in the top ten web application security 
risks by Open Web Application Security Project (OWASP) 
[1, 2]. This attack has been listed in top ten vulnerabilities by 
OWASP from last fifteen years [3]. Refined software and 
other tools are also used nowadays to perform injection 
attacks controlled by machines [4]. 

SQL injection is an exploitation technique that 
compromises the security at database layer of a web 
application. This vulnerability usually occurs due to 
insufficient validation of inputs and directly including them 
in a SQL query. By utilizing these vulnerabilities, an attacker 
can submit SQL queries legitimately to the database. 
Generally, any web application is prone to SQL injection 
attack when any of the following vulnerabilities are present 
in the web application: 
• When filtration, validation, and sanitization of input data 

from the user is not applied by the web application. 
• When the dynamic queries or non-defined calls are given 

directly to the interpreter. 

• When hostile data is used to retrieve sensitive data from 
the database or dynamic query is concatenated with both 
hostile data and structure [5]. 

 
SQL injection attacks are classified into seven 

categories: tautologies, illegal/logically incorrect queries, 
piggy-backed queries, stored queries, inference and alternate 
encodings [6]. In SQL injection a malicious script is being 
embedded into a less secure web application through an entry 
node then bypassed to the back-end database. This script then 
forces the web application to produce results from the 
database through queries that shouldn’t be executed normally 
or ever. Using this attack, an attacker can get all the data from 
the database by bypassing the authentication and 
authorization of the web application. 

SQL injection is a code injection technique that can 
provide the attacker with an unauthorized access to the 
sensitive information in the database. It not only gets the 
unrestricted access but it can also be utilized to disturb data 
integrity by adding, deleting, or modifying the records in a 
database. SQL injection attack is primarily focused on 
exploiting vulnerability in the security of a web application 
that is when the user input is not correctly validated or 
filtered, and when user input is not typed strongly and 
executed unexpectedly. It also occurs when there is weakness 
in the code, programming language. It is an attack vector for 
web applications but also can be used to attack any kind of 
SQL database. Hackers can gain unauthorized access to 
underlying data, structure, and DBMS. The well understood 
example of SQL injection attack is tautological one, 
“SELECT * FROM Users WHERE User-id = 1 or 1=1”, 
where the injection happens due to the true condition using 
OR. Attackers nowadays use other ways to perform mass 
SQL injection attacks such as refined tools or botnets for 
discovering of vulnerable sites [3]. 
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Figure 1 Typical SQL Injection Attack 

 
2 BACKGROUND 
 

In this section, we will briefly mention out all the ten 
types of SQL injection attack. 
 
2.1 Tautologies 
 

The attacker uses a conditional query wherein the 
‘WHERE’ clause is used to inject and make the condition a 
tautology that always happens to be true. In example 
“SELECT * FROM Users WHERE User-id = 1 or 1=1”, the 
query will result all the data in the database the condition of 
WHERE clause is true. This can be secured by restricting the 
users to input special characters like single quotes, double 
quotes, equality, and other symbols that are used to make the 
malicious queries [7]. 

Example: SELECT * FROM accountTable WHERE 
user login= or 1=1 
 
2.2 Piggy-Backed Query 
 

This type is used to retrieve data, modify database, 
execute commands and perform Denial of Services (DOS) 
attack. In this attack, attacker tries to inject other malicious 
queries along with the normal/original query. The original 
query is true and executed normally while as additional 
malicious queries are injected without checking. This can be 
secured by avoiding execution of multiple statements and 
checking for delimiter in all queries [7]. 

Example: SELECT * FROM accountTable WHERE 
user login=umar AND passwd=; drop accountTable user – 
AND pin=221 
 
2.3 Union Query 
 

This type is used to bypass authentication and extract all 
data from the database. In this attack, attacker inserts a 

UNION query into parameter that happens to be weak hence 
vulnerable. This can be secured by verifying the user inputs 
strictly and avoid execution of multiple queries on the side of 
database [7]. 

Example: SELECT * FROM accountTable WHERE 
user login= UNION SELECT * FROM accountTable 
WHERE No=10232 – AND passwd = AND pin= 
 
2.4 Stored Procedures 
 

This type is used to execute remote commands, perform 
DOS, and for privilege escalation. In this attack, the attacker 
uses delimiter “;” and stored procedure keywords such as 
“EXEC”, “SHUTDOWN”, etc. This can be secured by 
verifying the user input with a low privileged account for 
execution and executing stored procedures within a safe 
interface with appropriate roles [7].  

Example: SELECT * FROM accountTable WHERE 
user login= ‘umar’ AND passwd = ‘farooq’; SHUTDOWN;–
; 
 
2.5 Illegal/Logically Incorrect Queries 
 

This type is used to detect such parameters that are 
vulnerable to injection and then extract data from the 
identified database. In this attack, attacker tries to extract all 
information about database and structure. This can be 
secured by verifying inputs from user and avoiding the 
generation of error messages from database [7]. 
Example: SELECT * FROM accountTable WHERE user 
login= ’umar”’ AND passwd = 
 
2.6 Inference 
 

This type is used to detect such parameters that are 
vulnerable to injection and then extract data from the 
database with schema identified. This attack is launched on 
secured databases and is of two types: Inference blind SQL 
injection and Inference time SQL injection [7]. 

Example: 1; IF SYSTEM_USER='sa' SELECT 1/0 
ELSE SELECT 5 
 
2.7 Alternate Coding 
 

This type is used to escape from being detected. In this 
attack, attacker injects encoded text to bypass detection 
techniques with the help of signatures like EXEC (), Char (), 
ASCII (), BIN (), HEX (), UNHEX (), BASE64 (), DEC (), 
ROT13 (), etc. This can be secured by verifying user inputs 
and prohibition of meta-characters [7]. 

Example: SELECT * FROM accountTable WHERE 
user login= ’umar’;exec(char(0x59842 352646f776e)) AND 
passwd =’farooq’ AND pin =; SHUTDOWN;–; 
 
2.8 End of Line Comment 
 

SELECT * FROM Accounts WHERE accountName = 
‗admin‘--‗AND password = ‗‘ 

This statement logs the hacker as admin user [8]. 
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2.9 Blind Injection 
 

This type is used for asking Boolean (true/false) 
questions and the information is extracted depending upon 
the behavior of the web page. The web page functions 
normally if the injection attack is true, otherwise the web 
page functions differently [8]. 
 
2.10 Timings Attacks 
 

This type is used to derive information with the help of 
If-Then statements where the attacker notes the timing delays 
of responses from the database [8]. 

Generally, SQL injection attack is divided into three 
types depending upon the mode of transfer of incoming and 
outgoing data. The three types are in-band, out-of-band, and 
inferential [9]. In in-band SQL injection attack, the attacker 
extracts the information from the same channel that is used 
for sending the query or performing the attack. In out-of-band 
SQL injection attack, the attacker extracts the information 
with the help of another channel like email. In inferential 
SQL injection attack, the attacker does not extract the 
information using any channels rather launches other attacks 
to analyze the behavior of the web application.  
 
3 RELATED WORK 
 

Multiple studies and researches have been carried out so 
far on the field of SQL injection and it’s detection by using 
various approaches like static & dynamic analysis, combined 
technique, machine learning, Hash technique, Black Box 
testing, etc. [10].  

Static analysis checks whether each stream from a source 
to a sink is dependent upon an info approval and additionally 
input purifying routine [11]; though dynamic analysis 
depends on progressively mining the developer's planned 
query structure on any information and recognizes assaults 
by contrasting it against the structure of the real given query 
[12]. 

AMNESIA, as a consolidated methodology, is a model-
based method that consolidates the static and dynamic 
analysis for detection and prevention of SQL injection 
attacks. It uses static analysis in order to make the SQL query 
models at the time of accessing the database. It then uses 
dynamic analysis before the queries are sent to database and 
compares them with the already built statically models [10]. 
But there are some queries and code snippets generation 
approaches that make this model less efficient with more 
error rate [13]. 

Hidden Markov Model (HMM) has been presented to 
detect malicious queries with the help of machine learning in 
two phases: training and running phase. The first phase 
focuses on collecting known malicious and benign queries 
and the second phase focuses on detecting injection attacks. 
Author, by himself, cleared that WHERE clause and 
piggybacked queries cannot be detected by this model [4]. 

Detection of SQL injection attack based on Naïve Bayes 
machine learning algorithm was proposed combined with the 

mechanism of role-based access [14]. The detection rate with 
this model is 93%, however future attack cannot be detected 
with this data and the classifier relies on the labeled data. 
 
4 METHODOLOGY 
 

The main motive of the proposed model is to detect SQL 
Injection attack. The whole procedure is performed in four 
stages: 
1) The first stage focuses on collecting the dataset that 

contains proper SQL injection attack queries. For this 
issue, we created a dataset that contains SQL queries, 
SQL injection attack queries, and plain text. The 
labelling of the dataset is done in this stage. 

2) The second stage deals with extracting all the features 
from all the queries and selecting the best of them (a.k.a. 
Feature extraction and feature selection). Tokenization is 
used in this stage to divide the queries into tokens. 

3) The third stage deals with training the model. The model 
is trained in this phase with 70% of the dataset (a.k.a. 
Training part). 

4) The fourth stage is focused on using the 30% of dataset 
that we separated from the collected dataset for testing 
and evaluating the proposed model with the selected best 
feature set (a.k.a. Testing part). 
 

4.1 Dataset 
 

The most important part in detecting a SQL injection 
attack is collecting a meaningful dataset that contains SQL 
injection attack queries. The main contribution in this paper 
is a labelled dataset that we manually collected for the said 
problem. The dataset not only contains SQL injection attack 
queries but also normal SQL injection queries and plain text 
queries so that the proposed model will properly comprehend 
and differentiate between normal and attacking SQL queries. 
The dataset is collected in three phases: 1) the normal SQL 
injection queries are collected in first phase, 2) the SQL 
injection attack queries are collected in the second phase, and 
3) the plain text is collected in the third phase. We collected 
these queries in the text format and applied labelling and 
preprocessing methods on it and then converted it to a csv 
file. We applied tokenization on the dataset and formed a new 
tokenized dataset. The dataset contains a total of 35198 
queries with 21 features. The dataset has the following three 
categories: 
 
4.1.1 Non-Malicious or Normal SQL Queries 
 

These queries, non-malicious in nature, are used to 
create, maintain, and retrieve database in the form of tables 
(relational database). The tokens (keywords) used in this type 
are: (rename, drop, delete, insert, create, exec, update, union, 
set, Alter, database, and, or, information_schema, load_file, 
select, shutdown, cmdshell, hex, ascii). Also the dangerous 
characters used in this type are: --, #, /*, ', '', ||, \\, =, /**/,@@. 
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4.1.2 SQL Injection Attack Queries/Malicious SQL Queries 
 

These queries are used to execute malicious SQL 
statements in a web application and bypass the security 
measures. These queries are also used to add, modify, and 
delete records in a database in an unrestricted way. The 
tokens (keywords) used in this type are: , *, ; , _, -, (, ), =, {, 
}, @, ., , &, [, ], +, -, ?, %, !, :, \, /. Also the SQL tokens used 
are: where, table, like, select, update, and, or, set, like, in, 
having, values, into, alter, as, create, revoke, deny, convert, 
exec, concat, char, tuncat, ASCII, any, asc, desc, check, 
group by, order by, delete from, insert into, drop table, union, 
join. 

4.1.3 Plain Text 
 

These are simply in the form of plain text. The tokens 
(keywords) used in this type are alphabets and digits. The 
plain text is used in this dataset in order to make sure that the 
proposed model properly comprehends and differentiated 
between the SQL query, SQL injection query and the plain 
text that the user inputs in the login node of any web app. 

The detailed description of the collected dataset 
(features) is given below in Tabs. 1 and 2. 
 

 
Table 1 Description of features of dataset 

S. No. Feature Description 
1 data It contains all the full queries 
2 no_sngle_quts Total number of single quotations in a query 
3 no_dble_quts Total number of double quotations in a query 
4 no_punctn Total number of punctuations in a query 
5 no_sgle_cmnt Total number of single line comments in a query 
6 no_mlt_cmnt Total number of multi-line comments in a query 
7 no_whte_spce Total number of white spaces in  a query 
8 no_nrml_kywrds Total number of normal keywords in a query 
9 no_hmfl_kywrds Total number of harmful keywords in a query 
10 no_prctge Total number of percentage (%) symbols in a query 
11 no_log_oprtr Total number of logical operators in a query 
12 no_oprtr Total number of operators in a query 
13 no_null_valus Total number of null values in a query 
14 no_hexdcml_valus Total number of hexadecimal values in  a query 
15 no_db_info_cmnds Total number of database information commands in a query 
16 no_roles Total number of roles (e.g., Admin, user, etc.) in a query 
17 no_ntwr_cmnds Total number of network commands in a query 
18 no_lanage-cmnds Total number of language commands in a query 
19 no_alphabet Total number of alphabets in a query 
20 no_digits Total number of digits in a query 
21 no_spl_chrtr Total number of special characters in a query 

 
Table 2 Description of labels 

S. No. Label Description Count Ratio 
1 0 It represents the normal SQL queries 6888 19.57% 

2 1 It represents the SQL injection attack 
queries 18369 52.19% 

3 2 It represents the plain text 9941 28.24% 
 
4.2 Tokenization 
 

The keywords used in SQL injection attack are used to 
launch operations on the database tables. These keywords 
play an important role in launching SQL injection attack as 
the keywords perform the unexpected tasks. So, there is a 
need to differentiate these keywords form a normal and 
malicious query. The method of tokenization is used to 
perform such operation i.e., extract the tokens from the actual 
queries. In simple terms, tokenization is the process of 
dividing a query into a list of tokens (keywords). Depending 
upon these extracted tokens, the proposed model extracts 
features. Each query is represented by a sequence of numbers 
where each number represents one of the features represented 
in Tab. 1. 

The suitable determination of these features plays an 
essential function in detection of SQL injection attack. The 
reasoning for picking these sorts of features is its capacity to 

recognize the greater part of SQIA types like 
redundancies/tautologies, union, piggybacked, 
illegal/logically incorrect, alternate encodings and stored 
procedures which are dealt with the same as SQL queries.  

Let us take the example of or 1=1 to understand 
the concept of tokenization. 

By applying the tokenization to the above query, the 
output is given below and is in accordance with the features 
listed in Tab. 1: 
 

or
 1

=1
 

0 0 0 0 0 1 0 0 0 1 1 0 0 0 0 0 0 2 2 0 1 

  
4.3 Training Ensemble Models 
 

The main phase is to train the machine learning 
algorithms for the detection of SQL injection attack with the 
manually collected dataset. The selected ensemble learning 
algorithms that we used in our proposed model are Gradient 
Boosting Machine (GBM), Adaptive Boosting (AdaBoost), 
Extended Gradient Boosting Machine (XGBM), and Light 
Gradient Boosting Machine (LGBM). To have a better 
understanding of how the machine learning models would 
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perform over the testing data we applied three and five-fold 
cross-validation where we split the dataset into 3 and 5 parts, 
respectively. The advantage of cross validation is that all the 
observations are utilized for both training and testing the 
models, and each observation is used for testing exactly once. 
 
5 RESULTS AND DISCUSSION 
 

As per the experiments that we conducted, we come to 
conclusion that our proposed system is enough to detect SQL 
injection attack queries from normal and plain text queries 
with 21 features. We focused on making the features as much 
as possible in order to make the proposed model robust and 
detect all types of SQL injection attack queries, efficiently. 
To evaluate the performance of our proposed model we 
applied the algorithms, ensemble boosting in nature, on the 
testing data (30% of the original dataset). The classification 
results that were evolved by the proposed model are near 
perfection and are depicted in the below tables and figures.  

We separated the results in different tables, where in 
every table represents different classification metrics such as 
accuracy (Acc.), precision (Pr.), recall (Re.), f1 score (f1), 
false positive rate (FPR), root mean squared error (RMSE), 
mean absolute error (MAE), and mean squared error (MSE), 
to analyze the behavior of our system properly. The results 
are depicted in below Tabs. 3-14. 
 
5.1 Classification Report 

 
Table 3 Accuracy report of our proposed model 

Accuracy 
Classifier Partition Strategy 3-CV  5-CV 

GBM 
Training Set = 70% 
Testing Set = 30% 

0.991856 0.990909 
AdaBoost 0. 991098 0. 991098 
XGBoost 0.992233 0.992233 
Light GBM 0.993371 0.993371 

 
Table 4 Precision report of our proposed model 

Precision 
Classifier Partition Strategy 3-CV  5-CV 

GBM 
Training Set = 70% 
Testing Set = 30% 

0.991791 0.990660 
AdaBoost 0.990733 0.990733 
XGBoost 0.991400 0.991400 
Light GBM 0.993373 0.993373 

 
Table 5 Recall report of our proposed model 

Recall 
Classifier Partition Strategy 3-CV  5-CV 

GBM 
Training Set = 70% 
Testing Set = 30% 

0.990388 0.989341 
AdaBoost 0.989175 0.989175 
XGBoost 0.990596 0.990596 
Light GBM 0.993371 0.993371 

 
Table 6 F1 score report of our proposed model 

F1 Score 
Classifier Partition Strategy 3-CV  5-CV 

GBM 
Training Set = 70% 
Testing Set = 30% 

0.991084 0.989997 
AdaBoost 0.989942 0.989942 
XGBoost 0.992234 0.992234 
Light GBM 0.993370 0.993370 

 
 
 

Table 7 MAE report of our proposed model 
MAE 

Classifier Partition Strategy 3-CV  5-CV 
GBM 

Training Set = 70% 
Testing Set = 30% 

0.010321 0.011590 
AdaBoost 0.011553 0.011553 
XGBoost 0.011742 0.011742 
Light GBM 0.009280 0.009280 

 
Table 8 MSE report of our proposed model 

MSE 
Classifier Partition Strategy 3-CV  5-CV 

GBM 
Training Set = 70% 
Testing Set = 30% 

0.014678 0.016590 
AdaBoost 0.016856 0.016856 
XGBoost 0.017992 0.017992 
Light GBM 0.014583 0.014583 

 
Table 9 RMSE report of our proposed model 

RMSE 
Classifier Partition Strategy 3-CV  5-CV 

GBM 
Training Set = 70% 
Testing Set = 30% 

0.121152 0.128805 
AdaBoost 0.129830 0.129830 
XGBoost 0.134135 0.134135 
Light GBM 0.120761 0.120761 

 
Table 10 FPR report of our proposed model 

False Positives 
Classifier Partition Strategy 3-CV  5-CV 

GBM 
Training Set = 70% 
Testing Set = 30% 

0.008 0.009 
AdaBoost 0.009 0.010 
XGBoost 0.008 0.008 
Light GBM 0.007 0.007 

 
5.2 Confusion Matrix 
 

Confusion matrix is a performance measurement for 
machine learning classifiers with different combinations of 
actual and predicted values. The above results are calculated 
with the help of confusion matrix that is used to evaluate the 
overall performance of our proposed classification system. 
As the problem we chose is multi-class classification with 
three classes (normal SQL query, SQL injection attack query, 
and plain text), hence the confusion matrix is 3×3. The 
following classification metrics are evaluated: 
 

TP TNAccuracy
TP TN FN FP

+
=

+ + +
                                      (1) 

TPPrecision
TP FP

=
+

                                                        (2) 

( )
( )
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=
+

                                                          (3) 
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2
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= −
+

                                          (8) 

 
The confusion matrix of our algorithms is given below 

where 0, 1, and 2 represent normal SQL queries, SQL 
injection attack queries, and plain text, respectively. 
 

Table 11 Confusion matrix of AdaBoost 
AdaBoost 

Pr
ed

ic
te

d 

Actual 
 0 1 2 

0 1966 12 21 
1 7 5473 37 
2 6 20 3018 

 
Table 12 Confusion matrix of GBM 

GBM 

Pr
ed

ic
te

d 

Actual 
 0 1 2 

0 2078 12 15 
1 3 5461 22 
2 8 26 2935 

 
Table 13 Confusion matrix of XGBoost 

XGBoost 

Pr
ed

ic
te

d 

Actual 
 0 1 2 

0 2060 21 37 
1 7 5388 41 
2 4 28 2974 

 
Table 14 Confusion matrix of LGBM 

Light GBM 

Pr
ed

ic
te

d 

Actual 
 0 1 2 

0 2095 6 17 
1 1 5418 17 
2 11 18 2977 

 

The classification report of our proposed system is given 
in Fig. 2 wherein we represented it in graphical form. 

 

 
Figure 2 Classification report 

 
The error report, in graphical form, of our proposed 

system is given in Fig. 3. 
 

 
Figure 3 Error report 

 
The classification reports evaluated by our four models 

are given in Fig. 4. 

 

 
Figure 4 Classification report from GBM, AdaBoost, XGBM, and LGBM, respectively 
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Figure 5 Classification report from GBM, AdaBoost, XGBM, and LGBM, respectively (continuation) 

 

 

Figure 6 ROC results from GBM, AdaBoost, XGBM, and LGBM, respectively 
 
5.3 Roc Curves 

 
The ROC values evaluated by our algorithms are given 

in Tab. 15. 
 

Table 15 ROC values of our proposed models 
Algorithms GBM AdaBoost XGBoost Light GBM 
ROC Value 0.995449 0.997657 0.999548 0.999845 

 
5.4 Comparative Analysis 
 

The comparative analysis for the research that has been 
made on SQL injection attack is depicted in the table below 
(Tab. 16) and we compared them with the proposed model in 

terms of accuracy. Our proposed model dominates other 
existing models in terms of accuracy with less error rate. 
 

Table 16 Comparative analysis 
Classifiers/Models Accuracy 

SVM, Naïve Bayes, GBM, REGEX [15] 97% 
Neural Network system [16] 96.8% 
Genetic- fuzzy rule-based system [17] 98.4% 
SVM [18] 98% 
K-means [19] 98.36% 
Our Proposed model (GBM, AdaBoost, XGBM, LGBM) 99.34% 
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6 CONCLUSION 
 

In this research work, we proposed SQL injection attack 
detection model based on 21 features in order to increase the 
efficiency of our classifiers. The main target of our system 
was particularly SQL injection attack that is increasing day 
by day while being used with some malicious content to gain 
unrestricted access to databases and extract sensitive 
information. These malicious queries can bypass 
authentication and authorization and can finally alter, 
modify, and delete the database. Keeping this as our 
objective, we proposed a robust model for detection of SQL 
injection attack queries from normal queries and plain text. 
In this work, the foremost step we carried out was to create a 
balanced dataset that contains normal and malicious SQL 
queries. We also introduced plain text to this dataset in order 
to make the proposed model perform well and differentiate 
malicious queries from normal and plain text.  

The proposed model when applied to the dataset 
achieves an average accuracy of more than 99% with almost 
negligible error rate that indicates the selected feature set is 
quite efficient to discriminate SQL injection attack queries 
from normal SQL queries and plain text. For real world 
detection systems, the analysis indicate that our proposed 
system that is based on ensemble machine learning with the 
selected features can be applied in such SQL injection attack 
detection systems. The best test accuracy happens to be 
99.34% with 0.007 percent FPR while as the lowest one is 
99.11% with 0.009 percent FPR, yielded by LGBM and 
AdaBoost, respectively. The other two algorithms GBM and 
XGBM that we used yielded accuracy of 99.19% and 
99.22%, respectively. 
 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
Foundation, January 9-10, 2021. The paper will not be 
published anywhere else. 
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An Analytical Study of Code Smells 
 

Lida Bamizadeh*, Binod Kumar, Ajay Kumar, Shailaja Shirwaikar 
 

Abstract: Software development process involves developing, building and enhancing high-quality software for specific tasks and as a consequence generates considerable 
amount of data. This data can be managed in a systematic manner creating knowledge repositories that can be used to competitive advantage. Lesson's learned as part of the 
development process can also be part of the knowledge bank and can be used to advantage in subsequent projects by developers and software practitioners. Code smells are a 
group of symptoms which reveal that code is not good enough and requires some actions to have a cleansed code. Software metrics help to detect code smells while refactoring 
methods are used for removing them. Furthermore, various tools are applicable for detecting of code smells. A Code smell repository organizes all the available knowledge in the 
literature about code smells and related concepts. An analytical study of code smells is presented in this paper which extracts useful, actionable and indicative knowledge. 
 
Keywords: code smells; data mining; knowledge repository; refactoring methods; software metrics 
  
 
1 INTRODUCTION 
 

Today’s software development process produces large 
amount of data. Lesson's learned and best practices in 
software development process are spread out over literature 
in various forms such as Code smells, design patterns, idioms 
etc. Organizing this knowledge into a knowledge repository, 
extracting insights from this data and making them available 
to code developers and software practitioners, can assist the 
software development process.  Code smell is a general 
mechanism to distinguish structural design issues in software 
projects [1, 2]. Code smell term was formulated by Kent 
Beck when helping fowler for his refactoring book and has 
since become an important word in software maintenance 
vocabulary. Existence of code smell would not interrupt the 
functionality of system but it would enhance the risk of decay 
and reduce the software quality of system over time [3, 4]. 
Many software metrics are available in literature for 
detection of code smells [5, 6]. Moreover, there are several 
tools that developers can apply for automatic or semi-
automatic detection of code smells in their code.  Applying 
appropriate refactoring actions is the right way to deal with 
code smells. Refactoring actions can remove Code smells 
and optimize the quality of software design during 
maintenance process [7-9].  

This paper presents an analytical study of code smells 
and its related concepts. The significance of this study is to 
extract some insightful information from inter relation 
between code smells, software metrics, refactoring actions 
and detection tools. This paper is organized as follows: 
background and related work is described in section 2. The 
design of code smell repository is presented in section 3. 
Section 4 presents application of different analytical 
techniques to code smell related information tables and 
extracting of indicative information that can further enhance 
the usefulness of a code smell repository. This is followed by 
conclusion in section 5. 
 
2 BACKGROUND AND RELATED WORKS 
 

In 1999, Beck and Fowler [9] found out that code smells 
are some indications in source code which don’t prevent of 

its functionality but may reveals lots of problems in future. 
They presented 22 code smells and some refactoring actions 
that can be used to develop the design. 

Mantyla [10] classified 22 code smells in seven 
categorized because of their similar features.  

Mens and Tourwé [11] presented their survey on 
refactoring. It includes all aspects of refactoring process such 
as general ideas, refactoring actions, different formalism and 
methods, attentions and how refactoring suits the software 
development process. Walter and Pietrzak [12] pointed out 
that certain code smells such as divergent change get added 
as part of the maintenance phase. They proposed that 
multiple pieces of code need to be analyzed to detect the 
change. Marinescu [13] promoted the formalization of 
definition of code smells. He developed the detection to a 
broader range of code smells and a number of design 
principle violations. Olbrich et al. [14] demonstrated that in 
the existence of bad smells, performance of open source 
projects is degraded. They examined this bad feature for three 
software projects. God Class and Brain Class were selected 
by them for their experimental study. They observed that 
without normalization of size, both smells are harmful for 
code. In contrast, with normalization of size, outcomes are 
reversed. Therefore, they evolved that the size of both code 
smells are major factor for measuring the harmfulness of 
these smells. An investigation about God Class and Data 
Class presented by Ferme et al. [15] proves that bad smells 
are destructive for source code. Different filters were 
suggested by them to decrease or refine detection rules for 
code smells. Mahmood et al. [16] investigated several 
refactoring tools and established their purpose of usage. Also, 
they examined automation of tools for different code smells. 
Ganea et al. [17] described that code smells make 
considerable disadvantages in source code. They presented a 
tool named "InCode" that is an Eclipse plug-in.  This tool is 
designed for Java programs and has capability of increasing 
the quality of source code and decreasing the code smells. 
Yamashita and Moonen [18] presented an empirical study 
about inter relation of code smells and their effect on 
occurrence of maintainability issues. They found out that 
certain inter-smell relations were connected with issues in the 
maintenance process and some inter-smell relations indicated 
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through couple artifacts. Yamashita et al. [19] had a survey 
for detecting a broader range of inter-smell relations. They 
observed that for various domains some of the code smells 
have same inter relation and should pay attention to them. 
Therefore, these inter relations can help practitioners for 
improving the quality of software systems. 
 
3 BUILDING CODE SMELL REPOSITORY 

 
An extensive literature survey was carried out to gather 

all the information about Code smells and the related 
concepts. An initial list of 22 code smells was proposed by 
Kent Beck and Martin Fowler [20] which has since grown 
with contributions from several researchers and practitioners 
into almost 65 code smells. With the increase in number of 
code smells, Mantyla [10] proposed a classification of code 
smells into six categories.  

Software Metrics use measurable software attributes as 
indicators of latent software quality attributes [21-23]. 
Detrition of quality created by presence of code smells can 
be quickly detected by using one or more related software 
metrics [24-26]. The literature survey identified that around 
49 software metrics are applicative in code smell detection.  
Software metrics are categorized in many ways and one such 
classification separates class level metrics from method level 
metrics.   

Tool support is essential, as several code smells can go 
undetected while programming [27]. Tools are available for 
automatic or semi-automatic detection of code smells. The 
detection methods applied by tools are generally established 
on the calculation of a specific set of composite metrics using 
the threshold values for these metrics [28]. Numerous tools 
are accessible but 9 detection tools are popular to use by 
developers. 

 

 
Figure 1 Code smell repository schema 

 
Maintainability is the most important step in software 

development process [29].  Maintainability can be improved 
by use of refactoring methods. The term 'Refactoring' was 
presented by Opdyke [30] in his PhD thesis. Later, Fowler 
[9] identified that refactoring is a disciplined method for 

restructuring internal structures of existing source code 
without changing its external structures [27, 31]. There are 
around 87 refactoring actions that could be picked from 
literature, which are classified into six groups. 

The schema of Code smell repository presents that code 
smell operates as the main object of repository which is 
linked to software metrics, refactoring actions and detection 
tools.  Code smell relations with its corresponding related 
concepts are many to many. Each of the related concepts has 
its own details such as name, definition, category and etc. 
Fig. 1 displays Code smell repository schema. Further 'links' 
attribute can be used to navigate to different sources of 
detailed information about code smells. 

The code smell repository thus constructed is available 
at https://serene-tundra-28026.herokuapp.com 

 
3.1 Methodology of Building Code Smell Repository 

 
• Selection of different kind of papers about code smells 

and related concepts from different journals and internet 
sources  

• Data extraction about code smells and related concepts 
from the literature 

• Organization of code smell knowledge 
1) Designing a code smell repository template 
2) Designing a code smell repository schema 
3) Generating tables between code smells and each related 

concept for presentation of  their relationship 
4) Designing a web code smell application using Angular, 

Material Design, Node JS, Express JS and MongoDB 
5) Implementing the code smell repository 
 

 
Figure 2 Size of Different Data Sets 

 
4 ANALYTICAL STUDY OF CODE SMELLS AND ITS 

RELATED CONCEPTS 
 

Data collected in the Code smell repository can be 
analyzed to gain useful insights into the world of code smells. 
Analytical study of code smells focuses on inner relation 
between code smells and its related concepts. Though only 
22 code smells are detected by one or more out of 39 software 
metrics, this table capturing the link among code smells and 
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software metrics may be subjected to several analytical 
techniques to extract useful insights. Also, 28 code smells 
can be removed by 74 refactoring actions. Fig. 2 shows it. 
 
4.1 Identifying Most Significant Set of Software Metrics 
 

Many code smells can be detected by one or more 
metrics. As a sample, a formula for God Class detection is: 
 

1
3

WMC VERY _ HIGH ATFD FEW TCC≥ ∧ > ∧ <         (1) 

 
where FEW is 5 and VERY_HIGH is 47. 
 

In contrast, LOC alone can detect Large Class [32]. One 
or more metrics may detect one or more code smells. 
Therefore, they have a many to many relationship. 

Notably, most obvious metric for code smell detection is 
size metric. LOC (number of lines of code) acts as the leader 
of metrics in detection of code smells as it is used in detection 
of as many as 8 code smells.  

 
Table 1 Significant Software Metrics and Code Smells Detected by Them 

No Metrics Detected code smells Total 

1 LOC 
God class, Brain class, Long method,  

Brain method, Duplicated code,  
Primitive obsession, Large class, Lazy class 

8 

2 WMC 
God class, Brain class, Duplicated code,  

Large class, Lazy class, Data class,  
Refused bequest 

7 

3 VG 
God class, Long method, Switch statements, 

Brain method, Conditional complexity, 
Duplicated code, Lazy class 

7 

4 NOM Message chain, Middle man, Lazy class, 
Refused bequest, Large class 5 

5 LCOM Feature envy, God class, Large class, 
Data class 4 

6 CBO Feature envy, God class, Large class, 
Lazy class 4 

7 DIT Parallel inheritance hierarchy,  
Duplicated code, Large class, Lazy class 4 

 

 
Figure 3 Significance of different software metrics in Code smell detection 
 
Both WMC (Weighted Method Count per Class) and VG 

(McCabe Cyclomatic Complexity per module) are related to 
Cyclomatic complexity and are used in detection of 7 code 
smells each. Clearly, 7 metrics (LOC, WMC, VG, NOM, 
LCOM, CBO and DIT) present the most significant set of 

software metrics used in detection of a large number of code 
smells. Tab. 1 shows the significance of detected smells and 
software metrics. The wordcloud in Fig. 3 gives a visual 
presentation of Significance of different software metrics in 
detection of Code smells. Appendix A shows the used 
metrics abbreviation.  

 
4.2 Identifying Representative Metric for Each Code Smell 

Category 
 
Code smells are organized into 6 categories [33-36]. All 

code smells are not categorized in literature. A decision tree 
classification method is applied on this table where Code 
smell category acts as a class label. Classification result 
shows that each code smell category can have one or more 
representative metric. Result is showed in Tab. 2. 

 
Table 2 Code Smell Category and Its Representative Metric   

No Code Smell Category Representative Metric 
1 Bloaters LOC 
2 Object Orientation Abusers MNL or WMC 
3 Change Preventers CM 
4 Dispensables DIT 
5 Couplers NOM 

 
This information can be used to advantage in predicting 

categories of code smell not yet categorized also in designing 
detection metrics for code smells from a particular category. 

 
4.3 Identifying Association between Software Metrics 
 

Code smell table with related metrics can be also 
subjected to identifying association between different 
metrics. The results of apriori algorithm with minimum 
support: 0.15 (3 instances) and minimum confidence: 0.9 
generated 11 one itemsets, 13 two itemsets and 4 three 
itemsets and corresponding association rules. The three 
itemsets as given in Tab. 3 bring out most frequently 
occurring groups of related metrics. 
 

Table 3 Frequency Occurring Metric Groups   
No Most frequently occurring groups 

1 Lines of Code, Weighted Method Count per Class,  
Depth of Inheritance Tree 

2 Lines of Code, Weighted Method Count per Class,  
Coupling Between Objects 

3 Lines of Code, Weighted Method Count per Class, 
Tight Class Cohesion 

4 Coupling Between Objects, Lack of Cohesion in Methods, 
Access To Foreign Data 

 
4.4 Identifying Clustering between Code Smells and 

Software Metrics 
 

The objective of clustering analysis is to recognize 
patterns in data and make groups based on those patterns. 
Thus, if two observations have similar features that mean 
they have the identical pattern. Consequently, they are 
included in the same group. Clustering is capable to shows 
what characteristics frequently appear together. Fig. 4 is 
result of clustering on detected code smells and 
corresponding used metrics. After cutting dendrogram at k = 
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4, one can find out the sets of code smells that appear 
together.  These code smells have similarity as to the 
detection metrics used by them. Thus there is more chance of 
them occurring together. 

 

 
Figure 4 Dendrogram of Code Smells with Clusters 

 
Table 4 Important Refactoring Methods 

No Metrics Detected code smells Total 

1 Move 
Method 

Switch Statements, Data Class, Feature 
Envy, Message Chains, Middle Man, 

Alternative Class with Different Interfaces, 
Shotgun Surgery, Parallel Inheritance 
Hierarchies, Inappropriate Intimacy 

9 

2 Extract 
Method 

Long Method, Switch Statements, 
Comments, Data Class, Feature Envy, 

Message Chains, Duplicate Code 
7 

3 Extract Class 

Inappropriate Intimacy, Duplicate Code, 
Temporary Field, Large Class, Data 

Clumps, Divergent Change, Primitive 
Obsession 

7 

4 Move Field 
Feature Envy, Middle Man, Shotgun 

Surgery, Parallel Inheritance Hierarchies, 
Inappropriate Intimacy 

5 

5 
Introduce 
Parameter 

Object 

Long Method, Data Clumps, Long 
Parameter List, Primitive Obsession 4 

6 
Preserve 
Whole 
Object 

Long Method, Long Parameter List, 
Primitive Obsession, Data Clumps 4 

7 Extract 
Superclass 

Alternative Classes with Different 
Interfaces, Duplicate Code, Refused 

Bequest, Divergent Change 
4 

8 Inline Class Shotgun Surgery, Speculative Generality, 
Lazy Class, Dead Code 4 

 
4.5 Inter Relation between Code Smells and Refactoring 

Actions 
 
Refactoring is an important task of maintenance phase 

that aims at improving latent software quality attributes like 
understandability, flexibility, and reusability [40]. One or 

more refactoring actions have been suggested for eliminating 
of one or more code smells, so the type of correlation 
between them is many to many. 'Move method' is an 
important refactoring action that addresses the problem of as 
many as 9 code smells. Tab. 4 shows the most important 
refactoring actions that can be used in getting rid of a large 
set of code smells. Also, Fig. 5 represents a wordcloud of 
Significance of different refactoring methods in detection of 
Code smells. 
 

 
Figure 5 Significance of different refactoring actions in Code smell detection  

 
4.6 Identifying Association between Refactoring Actions 

 
Code smell table with related refactoring actions can be 

also subjected to identifying association between different 
refactoring actions. The results of apriori algorithm with 
minimum support: 0.1 and minimum confidence: 0.9 
generated 15 one item sets and 4 two item sets.  The best four 
association rules generated with confidence 1 are as given 
below in Tab. 5. 
 

Table 5 Association between Refactoring Methods 
No Most frequently occurring groups 
1 Movie Field ⇒ Move Method 
2 Preserve Whole Object ⇒ Introduce Parameter Object 
3 Introduce Parameter Object ⇒ Preserve Whole Object 
4 Collapse Hierarchy ⇒ Inline Class  

 
This association indicates the pairs of refactoring actions 

that is closely linked. 
 

5 CONCLUSION 
 
Organization of knowledge about code smells and 

related concepts spread out in literature into code smell 
repository gives rise to tables holding useful information. 
Applying analytical techniques to these tables can help in 
improving this knowledge bank further.  

Analytical study of code smells and its related concepts 
gives insightful knowledge about code smells to improve the 
software development process. Results of this paper are as 
follows: 
• 22 code smells are detected by one or more out of 39 

software metrics and 28 code smells can be removed by 
74 refactoring actions 
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• Presenting the table of top 7 software metrics to detect 
the maximum number of code smells and top 8 
refactoring actions to eliminate the maximum number of 
code smells 

• Preparing a wordcloud of Significance of different 
software metrics and refactoring actions  with respect to 
Code smells 

• Presenting of one or more representative software metric 
for each code smell category by applying a decision tree 
classification method 

• Presenting the most Frequently Occurring Groups of 
software metrics based on code smells and metrics 
relationships by applying association apriori algorithm 

• Presenting the most Frequently Occurring Groups of 
Refactoring actions based on code smells and refactoring 
methods relationships by applying association apriori 
algorithm 

• Applying the hierarchical clustering based on code 
smells and software metrics relationships to find the 
similarity of code smells by presenting of a dendrogram. 
This presents a new way of categorizing code smells 
 
The code smell repository and the extracted insights can 

assist the developers and software practitioners.  
 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
Foundation, January 9-10, 2021. The paper will not be 
published anywhere else. 
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APPENDIX A 
 

No Metrics Abbreviations 
1 Number of Lines of Code LOC 
2 McCabe Cyclomatic Complexity per Module VG 
3 Weighted Method Count per Class WMC 
4 Depth of Inheritance Tree DIT 
5 Class Coupling CC 
6 Coupling Between Objects CBO 
7 Lack of Cohesion in Methods  LCOM 
8 Number of Parameters per Method PAR 
9 Tight Class Cohesion TCC 
10 Number of Methods NOM 
11 Number of Attributes NOA 
12 Method Lines of Code MLOC 
13 Number of Children NOC 
14 Access To Foreign Data ATFD 
15 Locality of Attribute Accesses LAA 
16 Foreign Data Provider FDP 
17 Number of Accessor Methods NOAM 
18 Halstead Metric HM 
19 Number of Brain Methods NBM 
20 Maximum Nesting Level MNL 
21 Number of Accessed Variables NOAV 
22 Unused Parameters UP 
23 Weight of a Class WOC 
24 Number of Public Attributes NOPbA 
25 Number of Protected Members NProtM 
26 Base-class Usage Ratio BUR 
27 Base-class Overriding Ratio BOvR 
28 Average Method Weight AMW 
29 Number of Lines of Code in a Class NLOCC 
30 Instance Variable per Method in a Class IVMC 
31 Number of Delegate Method NODM 
32 Number of Foreign Fields NOFF 
33 Number of Foreign Methods NOFM 
34 Length of Methods Call Chain LOMC 
35 Number of Variables per Class NOVC 
36 Changing Classes CHC 
37 Changing Methods CM 
38 Dependency-Oriented Complexity Metric DOCM 
39 Number of Concerns per Component NCC 
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Experimental Testing of PV Module Performance 

Mladen Bošnjaković*, Marinko Stojkov, Boris Zlatunić 

Abstract: This study compares the manufacturer's technical data of several PV modules with real measured outdoor technical data. The irradiance effect on several PV modules 
is examined by the changing a tilt angle and comparing different meteorological situations of sky clearness (clouds) on the modules mounted outdoor and exposed to Sun. Also, 
the influence of temperature and dust on the performance of a PV panel is under research using measurement methods described in the paper. The measured current and voltage 
data at the clean surface of the PV module correspond to the declared data of the PV module manufacturer, and in the case of fouling of the module surface with dust, a power 
drop of 7.39% was measured. 

Keywords: dust effect; irradiance; PV generation; solar panel testing; temperature effect 

1 INTRODUCTION 

The photovoltaic energy is an interesting source of 
energy as it is renewable, inexhaustible and clean. It can be 
used in several applications meeting the cost constraints. 

The amount of energy produced in the PV module is 
directly affected by the solar irradiance, which means that in 
cloudy weather the PV module produces less energy and does 
not produce electricity at night. 

The performance of the PV module is most influenced 
by the collector tilt angle, which is defined concerning the 
horizontal position. The optimal tilt angle of a fixed PV 
module depends on local climatic conditions such as 
geographical location and season [1]. The total irradiated 
solar energy is affected by the duration of solar hours and the 
average monthly cloudiness [2]. 

The following articles have been selected and studied in 
the research field. The effect of irradiance and temperature 
on the performance of a PV panel was investigated by Zuhal 
ER et al. [3] and Aoun et al. [4]. Damasen Ikwaba Paul [5] 
analysed the electrical performance of three PV modules with 
cells connected in different configurations to address the 
nonuniform illumination effect. 

Ramabadran and Badrilal [6] investigated the harmful 
effects of partial shading of series and parallel connected PV 
modules and compare their performance.  

Abdullateef A. et al. [7] and Mohammed A. F. et al. [8] 
modelled solar radiation onto a photovoltaic system using 
MATLAB software. The results obtained by simulation were 
compared with the experimental results on the photovoltaic 
module. The influence of dust on panel efficiency has been 
investigated by Said and Walwil [9], Touati et al. [10], Kale 
and Singh [11 and Zaihidee [12]. Depending on the amount 
of deposited dust, the amount of light that penetrates the 
material of the photovoltaic cell is reduced, and thus the 
amount of electricity produced. For example, the reduction 
in PV module conversion efficiency was 10%, 16% and 20% 
for 12.5 g/m2, 25 g/m2 and 37.5 g/m2 dust density respective 
(Kumar et al., 2013) [13].  

It is clear that the nature of dust particles, such as particle 
size distribution, and chemical composition also influence 
the result.  

Otsuka et al. (1988) [14] reported that the shape of the 
dust particle has a strong effect on the adhesion force 
between the particle and surface, and thus to the amount of 
dust that accumulates on the panel. 

Hegazy, (2001) [15] reported that the overall 
transmittance reduction increases with decreasing the tilt 
angle. They reported a 3% difference in transmittance 
reduction for tilt angles of 28° and 40°. 

The experimental study shows what kind of conditions 
affect the efficiency of a PV panel. PV panels must guarantee 
cost-effectiveness for investors. 

It is a fact that the light spectrum changes when sunlight 
passes through the atmosphere. To enable an accurate 
comparison of the characteristics of solar cells tested at 
different times and in different places, the standardized 
spectrum and power density (irradiation) for radiation 
outside the Earth's atmosphere and on the Earth's surface is 
defined (ISO 9845-1: 1992, IEC EN 60904-3: 1989-02). Air 
Mass 0 means that light has not passed through the 
atmosphere. This irradiance on the border of the atmosphere 
is 1367 W/m2 and is declared as solar constant. 

Figure 1 Optical air mass 

Ground-level solar radiation with the Sun at its zenith has an 
optical mass of air AM1, but as a standard ground-level solar 
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radiation in measurements on solar radiation conversion 
devices, the distribution of AM1.5 (global) irradiation was 
adopted. It is the total irradiation (direct and diffuse) that 
reaches the surface of the sea if the Sun height angle is γS = 
41.81° (that is, the angle of incidence ζS = 48.19°). The 
normalized AM1.5 G spectrum is set to a value of 1000 
W/m2. The Sun height angle at noon position depending on 
the time of year and day is illustrated in Fig. 2 and 3. 
 

 
Figure 2 Air mass (at noon position) for Slavonski Brod for different days in the 

year 
 

 
Figure 3 Sun Graph for Slavonski Brod (July 22) 

 
2 MATERIAL AND METHODS 
2.1 Description of the Experimental Test 
 

The photovoltaic module is created by connecting 
photovoltaic cells, where the cells can be connected in series, 
which increases the voltage or in parallel in a submodule, 
which increases the output current. The modules produce 
DC, usually 12 V or 24 V, but there are versions of 6 V and 
18 V. During the operation of the PV module, degradations 
of properties may occur, the causes of which can be very 
different, for example: 
• Degradation or safety issues caused by the failure of cell 

interconnects, solder bonds, or the bypass diodes that 
protect in case of shading 

• Early degradation in the short-circuit current related to 
light-induced degradation  

• Changes in transmittance associated with changes in 
anti-reflection coatings, encapsulation discolouration, 
and delamination 

• Corrosion of cells and ribbons (often associated with 
delamination in the field) 

• Junction-box failures, including non-functioning bypass 
diodes, etc. 
 
In this paper, the aim is not to investigate such 

phenomena, but for the new module to examine the 
characteristics in different operating conditions and compare 
them with the nominal values given by the module 
manufacturer. Each manufacturer of PV modules takes 
samples from the production line and tests them following 
appropriate procedures to ensure the quality of their products. 
However, it is also interesting to do tests of PV modules that 
can be bought on the free market. For this purpose, 
appropriate PV modules were procured and the values of 
voltage, current, and power were measured and compared 
with the values stated by the manufacturer.  

Equipment by which the tests were performed is (Figs. 
4, 5 and 6): 

• PV module SOLE U = 18 V, I = 1.11 A, P = 20 W, area 
1813 cm2 

• PV module ANBES U = 12 V, I = 0.12 A, P = 1.5 W, 
area 97.75 cm2 

• PV module Cewaal  U = 6 V, I = 0.33 A, P = 2 W, area 
81.5 cm2 

 
Table 1 Declared parameters of photovoltaic modules 

 PV module 
SOLE 

PV module 
ANBES 

PV module 
Cewaal 

U (V) 18 12 6 
I (A) 1.11 0.12 0.33 
P (W) 20 1,5 2 

 

 
Figure 4 Cewaal PV module 6 V, 0.33 A, 2 W 

 

 
Figure 5 ANBES PV module 12 V, 0.12 A, 1.5 W 
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Figure 6 SOLE PV module 18 V, 1.11 A, 20 W with housing and slider for setting 

the tilt angle 
 

Measuring equipment: 
• Measuring Module Inpelanyu C01413 with measuring 

range 0 - 1000 W, 6.5 - 100 V, current up to 19 A (Fig. 
7) 

• Lux meter brand Vktech mt30 
• Infrared thermometer brand OUTEST GM320 
 

Total (global) solar radiation on a horizontal surface 
from the spatial angle of 2π steradian consists of radiation 
that the surface receives directly from the surface of the solar 
disk and scattered radiation from the sky. The instrument that 
measures solar radiation from the spatial angle of 2π 
steradian to the receiving surface is a pyranometer. Because 
a pyranometer was not available for irradiation measurement, 
a lux meter was used to measure illuminance (Fig. 7).  

 

    

 
Figure 7 Lux meter Vktech mt30, Thermometer OUTEST GM320 and measuring 

Module Inpelanyu C01413 
 

Illuminance is a measure of photometric flux per unit 
area or visible flux density. Luminous efficacy in daylight is 
defined as the ratio of illuminance to global solar irradiation. 
 

2
g = (lx)  / (W/m )K E G                            (1) 

Luminous efficacy models for the clear-sky global and direct 
beam are mainly related to global solar radiation and solar 
altitude angle and in some extent of atmospheric conditions. 
Littlefair [16] gives the expression for luminous efficacy: 
 

2
g S=91.2+0.702 0.0063 SK γ γ−           (2) 

 
For measuring conditions in Slavonski Brod (season and 

time of day results in altitude 45°), the value Kg = 109 (lm/W) 
was calculated. So, the amount of irradiation on the surface 
can be approximately calculated using the expression: 
 

( )2 W/m )   lx 0.00917(G E= ⋅         (3) 
 
2.2 Comparison of Measured Values of Photovoltaic Modules 

with Values Specified by the Manufacturer 
 

The circuit with components is shown in Fig. 8. 
 

 
Figure 8 Scheme of the test module 

 
The test is performed outdoors at a brightness of 86,200 

lux that applying expression (1) gives 790.5 W/m2. The 
measured ambient temperature was 32 °C. 
 

Table 2 Measured values of photovoltaic module parameters 

 PV module 
SOLE 

PV module 
ANBES 

PV module 
Cewaal 

U (V) 22.50 12.60 6.80 
I (A) 1.23 0.13 0.36 
P (W) 27.6 1.6 2.44 

 
The amount of deviation of radiated energy from 

standard conditions is about 8.3%. For the SOLE module, the 
voltage deviation is 25%, the current 10.8%, and the power 
deviation is 38%. From the above, it can be concluded that 
the module gives slightly better characteristics than the 
declared ones. 

For the ANBES module, the voltage deviation is 5%, the 
current is 0.5%, and the power is 6.66%. From the above, it 
can be concluded that the module gives approximately 
declared characteristics. 

For the Cewaal module, the voltage deviation is 13.33%, 
the current 9.09%, and the power deviation by 22%. From the 
above, it can be concluded that the module gives slightly 
better characteristics than the declared ones. 

The measured values deviate from those declared by the 
manufacturer, and the main reason is different test 
conditions, i.e. a deviation of irradiated energy and higher 
outdoor temperature which was 32 °C during the 
measurement. All panels were tested by the manufacturer in 
standard test conditions (STC - Standard Test Condition) 
1000 W / M2; 2 AM1.5; 25 °C. 
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2.3 Influence of the Tilt Angle on the Performance of the PV 
Module 

 
The test aims to define the influence of the tilt angle of 

the module on its efficiency. The SOLE module with the 
possibility of changing the tilt angle was used for this test 
(Fig. 9). 

The test is performed by connecting the photovoltaic 
module to the circuit with the measuring module and the 
consumer and using a slider to set a tilt angle (0-90°). The 
test is conducted in the open air with measured illumination 
of 86,200 lumens. Applying expression (1), this illumination 
corresponds to irradiation of 783.6 W/m2. 

 

 
Figure 9 Measuring equipment 

 

 
Figure 10 Voltage as a function of tilt angle 

 

 
Figure 11 Current as a function of tilt angle 

 
By changing the tilt angle of the photovoltaic module, its 

performance also changes. The share of direct solar radiation 
is dominant in the total radiation, and the maximum 

performance is achieved by placing the surface of the PV 
module perpendicular to the direction of radiation. 
 

 
Figure 12 Power as a function of tilt angle 

 
During the test, the module achieved the best 

performance at the tilt angle of 30°, which is the closest to 
the optimal tilt angle for the area of Brodsko-Posavska 
County in Republic of Croatia, which is 35° (Fig. 12). 
 
2.4 Examination of the Influence of Clouds on the 

Performance of the PV module 
 

The tests were performed using the SOLE module. The 
two cases were analysed: case when the sky is cloudy and the 
case for a clear sky. The measured intensity of illumination 
for the clear sky was 84,500 lumens, and during the cloudy 
sky at 19,600 lumens. Calculation of irradiated energy for the 
case of the clear sky gives: 
 

2  84,500 0.00917 775 W/mG = ⋅ =                          (4) 
 

Calculation of irradiated energy for the case of the 
cloudy sky gives: 
 

2 2 W/m )  19,600 0.00917 m( 180 W/G = ⋅ =            (5)    
 

Table 3 Measured values for the clear sky and moderately cloudy sky 
 Clear sky Cloudy 

U (V) 21.5 18.7 
I (A) 1.13 0.21 
P (W) 24.29 3.92 

 
For the cloudy sky, the voltage decreased by 13.02%, the 

current decreased by 81.41% and the power decreased by 
83.74% (Tab. 3). According to the test results, it is noticeable 
that for the cloudy sky there is a significant drop in current 
and power while the voltage drops are significantly less. 

 
2.5 Influence of the PV Module Temperature Rise on the 

Voltage and Current 
 

The test is performed by connecting the SOLE 
photovoltaic module to the circuit with the measuring module 
and the consumer. The temperature and voltage of the PV 
module are then measured every 5 minutes up to 30 minutes. 
The procedure was performed outdoors at a light intensity of 
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84,500 lx, which corresponds to irradiation of 775 W/m2. 
Module temperature is also affected by the module's regime 
of operation, wind speed, and ambient temperature [17]. In 
the observed case, the ambient temperature was 28.9 °C. 
Although the temperature of the module affects the current, 
at all measuring points the instrument showed a current of 
1.06 A. The reason is the limited accuracy of the instrument 
of ± 0.01 A. 

 

 
Figure 13 Temperature rise during the measurement 

 

 
Figure 14 Influence of module temperature on the voltage 

 

 
Figure 15 Influence of module temperature on the power 

 
According to Fig. 14, it is noticeable that the voltage 

slowly decreases with the increasing temperature of the PV 
module, and the current remains unchanged. This is 
consistent with the findings of Tofael et al. [18] who 
concluded that the electrical power produced from a 
photovoltaic panel depends on the incident solar irradiation, 
and the temperature of the cells. In the analysed case, when 

the temperature increases from 28.9 °C to 78.2 °C, the power 
drops by 11.8% (Fig. 15). 
 
2.6 Examination of the Influence of Dust on the Performance 

of the PV Module 
 

The test procedure is performed by connecting a 
photovoltaic module in a circuit with a measuring module 
and a resistance, then measuring current, voltage, and power 
under the clean surface (Fig. 16) and surface covered with a 
layer of dust (Fig. 17). After that, the obtained value is 
compared. The procedure was performed outdoors, the panel 
was tilted at approximately 35° facing south. Illumination is 
measured by a luminometer in the amount of 98,200 lumens. 
The ambient temperature was 26 °C. Calculation of the 
amount of irradiated energy: 
 

2  98,200 0.00917 900 W/mG = ⋅ =                            (6) 
 

 
Figure 16 PV SOLE module with a clean surface 

 

 
Figure 17 PV module SOLE covered with a layer of dust 

 
Table 4 Measured voltage and current on the clean and fouled PV module 

 Clean surface Fouled surface 
U (V) 20.90 20.50 
I (A) 1.15 0.91 
P (W) 20.04 18.66 

 
 According to the test results shown in Tab. 6, it is 
noticeable that in the case of PV modules with a layer of dust, 
all measured values are lower than for the case of clean 
module surface. In the case of the fouled surface, the current 
is lower 26.37%, and the voltage drop is relatively small and 
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amounts to 1.95%. A voltage drop and current drop resulted 
in a power drop of 7.39%. 

From the obtained test data, it can be concluded that it is 
desirable to have a system for cleaning the surface of the PV 
module to avoid energy losses due to the influence of a layer 
of dust or other dirt on the surface of the PV module. 
 
3 CONCLUSION 
 

The real-life outdoor experiments support the 
understanding of parameters that influence the performance 
of a photovoltaic module in a real application. Measurement 
methods described and performed analyses in the paper 
enhance comprehension of the performance of the outdoor 
mounted PV modules. Influence of temperature effect and 
dust effect on outdoor mounted PV module surface is 
presented in the paper. The performed measurements show 
that the declared values of the PV module are achievable. 
Due to the increase in the module temperature, a decrease in 
power by 11.8% occurred, and due to the dust accumulation 
on the surface of the module, a decrease in the power of 6.9% 
was registered. 
 
4 REFERENCES 
 
[1]  Kumar, A. et al. (2011). Optimization of tilt angle for 

photovoltaic array, International Journal of Engineering 
Science and Technology (IJEST), 3(4). 

[2]  Kimbal, H. H. (1919), Variations in Total and Luminous Solar 
Radiation with Geographical Position in the United States, 
Mon. Weather Rev., 47, pp. 769. 

 https://doi.org/10.1175/1520-0493(1919)47<769:VITTAL>2.0.CO;2 
[3]  Er, Z., Rouabah, Z., Kizilkan, G., & Orken, A. T. (2018). 

Standards and Testing Experiments for a Photovoltaic Module. 
European Journal of Science and Technology Special Issue, 
12-15. 

[4] Aoun, N., Bouchouicha, K., & Chenni, R. (2017). Performance 
Evaluation of a Monocrystalline Photovoltaic Module under 
Different Weather and Sky Conditions. International Journal 
of Renewable Energy Research, 7(1), 292-297. 

[5]  Damasen Ikwaba, P. (2019). Experimental Characterisation of 
Photovoltaic Modules with Cells Connected in Different 
Configurations to Address Nonuniform Illumination Effect. 
Journal of Renewable Energy, Vol. 2019, Article ID 5168259, 
15 pages. https://doi.org/10.1155/2019/5168259 

[6]   Ramaprabha, R. & Mathur, B. (2009). Effect of Shading on 
Series and Parallel Connected Solar PV Modules. Modern 
Applied Science, 3(10), 32-41. 
https://doi.org/10.5539/mas.v3n10p32 

[7]  Jadallah, A. A., Mahmood, D. Y., & Abdulqader, Z. A. (2014). 
Simulation and Experimental Testing of a PV Panel at 
Different Operating Conditions. IJISET - International Journal 
of Innovative Science, Engineering & Technology, 1(10), 141-
146. 

[8]   Fares, M. A., Atik, L., Bachir, G., & Aillerie, M. (2017). 
Photovoltaic panels characterization and experimental testing. 
Energy Procedia, 119, 945-952. 

 https://doi.org/10.1016/j.egypro.2017.07.127 
[9]  Said, S. A. M. & Walwil, H. M. (2014). Fundamental studies 

on dust fouling effects on PV module performance, Solar 
Energy, 107, 328-337. 
https://doi.org/10.1016/j.solener.2014.05.048 

[10] Touati, F., Massoud, A., et al. (2013). Effects of environmental 
and climatic conditions on PV efficiency in Qatar. In: 
International Conference on Renewable Energies and Power 
Quality (ICREPQ’13), 20-22 March 2013, Bilbao, Spain, 275-
281. https://doi.org/10.24084/repqj11.275 

[11] Kale, P. G. & Singh, K. K. (2019). Modeling Effect of Dust 
Particles on Performance Parameters of the Solar PV Module, 
ICEES 2019 Fifth International Conference on Electrical 
Energy Systems, SSN College of Engineering, Chennai, India. 

 https://doi.org/10.1109/ICEES.2019.8719298 
[12] Zaihidee, F. M., Mekhilef, S., Seyedmahmoudian, M., & 

Horan, B. (2016). Dust as an unalterable deteriorative factor 
affecting PV panel’s efficiency: Why and how. Renew. Sustain. 
Energy Rev., 65, 1267-1278. 

 https://doi.org/10.1016/j.rser.2016.06.068 
[13] Kumar, E. S., Sarkar, B., et al. (2013). Soiling and dust impact 

on the efficiency and the maximum power point in the 
photovoltaic modules. Int. J. Eng., 2(2). 

[14] Otsuka et al. (1988). Measurement of the adhesive force 
between particles of powdered materials and a glass substrate 
by means of the impact separation method III: effect of particle 
shape and surface asperity. Chem. Pharm. Bull., 36(2), 741-
749. https://doi.org/10.1248/cpb.36.741 

[15] Hegazy, A. A. (2001). Effect of dust accumulation on solar 
transmittance through glass covers of plate-type collectors. 
Renew. Energy, 22(4), 525-540. 

 https://doi.org/10.1016/S0960-1481(00)00093-8 
[16] Littlefair, P. J. (1988). Measurements of the luminous efficacy 

of daylight. Lighting Research & Technology, 20(4), 177-188. 
 https://doi.org/10.1177/096032718802000405 
[17] Kurnik, J., Jankovec, M., Brecl, K., & Topic, M. (2011). 

Outdoor testing of PV module temperature and performance 
under different mounting and operational conditions. Solar 
Energy Materials and Solar Cells, 95(1), 373-376.  
https://doi.org/10.1016/j.solmat.2010.04.022 

[18] Tofael, A., Gonçalves, T., & Tlemcani, M. (2016). Single 
Diode Model Parameters Analysis of Photovoltaic cell. 5th 
International Conference on Renewable Energy Research and 
Applications, 396-400.  

 https://doi.org/10.1109/ICRERA.2016.7884368 
 
 
Authors’ contacts: 
 
Mladen Bošnjaković, PhD, Assist. Prof. 
(Corresponding author) 
Technical Department, University of Slavonski Brod,  
Trg Stjepana Miletića 12,  
35000 Slavonski Brod, Croatia 
mladen.bosnjakovic@vusb.hr 
https://orcid.org/0000-0001-9882-585X 
 
Marinko Stojkov, PhD, Full Prof.  
Mechanical Engineering Faculty, University of Slavonski Brod,  
Trg Ivane Brlić Mažuranić 2,  
35000 Slavonski Brod, Croatia  
mstojkov@sfsb.hr 
 
Boris Zlatunić, BSc, student  
University of Slavonski Brod,  
Trg Stjepana Miletića 12,  
35000 Slavonski Brod, Croatia 
bzlatunic@vusb.hr 
 
 



TEHNIČKI GLASNIK 15, 1(2021), 133-142                         133 

ISSN 1846-6168 (Print), ISSN 1848-5588 (Online)                                                                                                                                                                                 Subject review 
https://doi.org/10.31803/tg-20210205103310 

 
 

Performance-Based Analysis of Blockchain Scalability Metric 
 

Jyoti Yadav*, Ranjana Shevkar 
 

Abstract: Cryptocurrencies like Bitcoin and Ethereum, are widely known applications of blockchain technology, have drawn much attention and are largely recognized in recent 
years. Initially Bitcoin and Ethereum processed 7 and 15 Transactions Per Second (TPS) respectively, whereas VISA and Paypal process 1700 and 193 TPS respectively. The 
biggest challenge to blockchain adoption is scalability, defined as the capacity to change the block size to handle the growing amount of load. This paper attempts to present the 
existing scalability solutions which are broadly classified into three layers: Layer 0 solutions focus on optimization of propagation protocol for transactions and blocks, Layer 1 
solutions are based on the consensus algorithms and data structure, and Layer 2 solutions aims to decrease the load of the primary chain by implementing solutions outside the 
chain. We present a classification and comparison of existing blockchain scalability solutions based on performance along with their pros and cons. 
 
Keywords: consensus; decentralization; latency; scalability; security; throughput 
 
 
1 INTRODUCTION 
 

Blockchain is a decentralized, distributed, immutable 
ledger with a sequence of blocks interlinked and secured 
using cryptography. Block is a basic unit of blockchain that 
bundles a set of transactions initiated by participating nodes 
in the blockchain network. Block is a combination of the 
block header and block data. Block header generally holds 
information like current block hash, Merkle root hash: a 
cryptographic hash of all transactions of the block, 
timestamp: the time when the block is created, nonce(number 
used once): 32-bit random number that can be manipulated 
to get the current block hash within difficulty limit and 
previous block hash: reference to parent block. Block data 
portion contains the total number of transactions, transaction 
details (sender address, the value being transfer, receiver 
address, transaction fee, etc.). Block header is metadata that 
is used to verify and validate the block. The first block of the 
blockchain is called as a "genesis" block that does not have 
any previous block address. The main purpose of blockchain 
is to develop a network without a central repository and 
authority. The conceptual framework behind blockchain was 
first introduced by Haber and Stornetta [1] in 1991, for time-
stamping of digital documents to avoid backdating it. An 
efficient optimization of the hash chain using Merkle tree 
was first described in the paper. This technology became 
widely known at the beginning of 2008 when Satoshi 
Nakamoto introduced Bitcoin: an electronic currency that 
involves the digital transfer of money [2]. Ethereum [3] was 
introduced by Vitalik Buterin in 2012 with the addition of 
Smart Contract as a primary feature. Smart contract was 
developed in 1997 by Nick Szabo [4] and used for the first 
time in the Ethereum cryptocurrency (ether) in 2015.  
Ethereum is not just a platform for the exchange of digital 
currency, but also a programming language used to build and 
publish Distributed Applications (DApps) without any 
downtime and fraud.  Various digital cryptocurrencies such 
as Bitcoin, Ethereum, Ripple, Litecoin and Dagcoin are some 
examples of this technology. But apart from cryptocurrency, 
the technology is also instrumental in a variety of domains 
namely financial sectors such as money transfer, global trade 
financing, insurance, antimony laundering, KYC and other 

sectors such as health care, media, logistics, supply chain 
management, power and utilities, Government, property, E-
voting etc. Apart from attractive features and interesting 
applications, the most challenging task of blockchain is its 
scalability. 

This paper attempts to classify and compare existing 
scalability solutions of blockchain. These solutions are 
broadly divided into three layers. Fig. 1 shows the mind map 
which depicts the taxonomy that classifies the blockchain 
scalability solutions at a glance. Layer 0 focuses on solutions 
for data propagation. Layer 2 presents on-chain solutions and 
Layer 3 focuses on off-chain solutions.  

The remainder of the paper is organized as follows: 
Section 2 defines study methodology with the term 
Scalability and the related concepts. Section 3 presents 
scalability solutions in all the three layers. Section 4 
compares all the solutions discussed in section 3, based on 
their performance. Section 5 concludes the paper and section 
6 discusses about the future work. 
 
2 STUDY METHODOLOGY 
2.1 Scalability 
 

Scalability is defined as the ability to process 
transactions regardless of volume and the number of 
participants in the blockchain network. The network is said 
to be scalable if it is capable to grow along with the demand 
of user-base [5]. It is also stated as the independence between 
the speed and number of participants in the network. 
Scalability is one of cryptocurrencies’ primary and urgent 
concern, especially when it comes to the public blockchain.  

The public blockchain should be able to handle millions 
of users on the network, to become mainstream. It is not a 
singular property of a system, but it relates several key 
metrics to teach other. The two most important performance 
metrics are throughput and latency. 
 
2.2 Throughput 
  

It is the number of transactions confirmed/processed per 
second (TPS). The most popular and widely used public 
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blockchains Bitcoin and Ethereum are especially slower than 
centralized payment processing networks such as VISA and 
Paypal. Both Bitcoin and Ethereum have extremely low 
throughput in terms of transaction processing rate as Bitcoin 

blockchain processes 7 TPS. Ethereum blockchain being 
faster can process 20 TPS approximately. As opposed to this, 
PayPal can process 193 TPS and VISA can process 1700 
TPS. 

 

 
Figure 1 Taxonomy of Existing Blockchain Scalability Solutions 

 
2.3 Latency or Block Time 
 

It is defined as the time between submission and first 
confirmation of transaction in the blockchain. It is also 
termed as confirmation time or block time. An increase in 
number of nodes causes an increase in the number of 
transactions. Essentially, every single node verifies every 

transaction, and hence the verification time increases. The 
confirmation time for Bitcoin is 10 minutes, whereas for 
Ethereum it is 15 seconds. Thus to cope up with the 
centralized tech giants of financial sectors such as VISA, 
MasterCard, and PayPal, some upgradation is needed to 
scaleup the blockchain technology to increase the user-base 
like the internet. 
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2.4 Scalability Trilemma 
  

The corner stones of the scalability trilemma are 
scalability, decentralization, and security. Effectively 
scaling up the blockchain without compromising on its other 
two important characteristics namely decentralization and 
security create alarming challenges to the researchers. Fig. 2 
shows the scalability trilemma. The trilemma indicates that 
decentralization, security, and scalability, cannot co-exist. 
Blockchain can only possess two of these three properties at 
a time.  

 

 
Figure 2 Scalability Trilemma 

 
For instance, to improve scalability, decentralization is 

compromised by adding a centralized coordinator into the 
system that reduces the computational power consumed by 
the proof-of-work algorithm to reach a consensus on a set of 
transactions. Sacrificing decentralization by creating 
authority and trust using Hyperledger Fabric greatly 
improves the scalability and performance of the Blockchain 
[6]. In case of Bitcoin, reducing the block time improves the 
transaction throughput by increasing the probability of fork 
(the new protocols are implemented by splitting the original 
blockchain into two separate blockchains), which affects the 
security of the system. Hence, it is essential to balance these 
three characteristics, particularly for the future development 
of public blockchain systems. Building a secured system to 
meet the optimal transaction rate of Bitcoin users remain a 
formidable challenge. 

 
3 SCALABILITY SOLUTIONS 
 

The following section describes the scalability solutions 
currently being used in different applications at all three 
layers. 

 
3.1 Layer 0 Solutions  
 

Layer 0 solutions mainly focus on the propagation 
protocol for optimizing propagation of information, in the 
form of transactions and blocks in the blockchain network. 
The blocks and transactions are transmitted by nodes of the 
blockchain, but this transmission is not efficient due to high 
latency and bandwidth. When the block propagation is faster, 
the larger is the number of blocks added in a shorter block-
interval, leading to an increase in transaction throughput. 

Following are the solutions available in the literature to 
enhance the propagation protocol:  

1) bloXroute [7]  is the first Blockchain Distribution 
Network (BDN) that allows faster propagation of blocks and 
transactions. It allows to increase the block size, reduce the 
block interval and risk of forks. 

2) Velocity [8] is an improved block propagation 
protocol using erasure code (fountain code). This protocol 
tries to increase the transaction throughput by mining larger 
blocks. 

3) Kadcast [9] is a fast, secure and efficient protocol for 
block propagation. The Kademlia architecture, a well-known 
structured overlay topology, used for efficient broadcast 
operation with adjustable redundancy and overhead. 

4) Erlay [10] is a transaction dissemination protocol that 
saves 40% bandwidth consumed by a node. Improves the 
security of the network by allowing more connections to be 
established at a smaller cost as well as privacy by hardening 
the network against attack. Effectively, it increases the 
network connectivity at a very less cost in terms of bandwidth 
and latency. 

Thus using distribution network, erasure code and 
overlay topology, the block propagation is enhanced along 
with increasing the throughput and reducing the latency. 

 
3.2 Layer 1 Solutions 

 
Layer 1 solutions concentrate on the consensus 

algorithms, network and data structure of the blockchain. The 
execution of these concepts is on-chain, hence these solutions 
are also referred to as on-chain solutions. There is no need to 
add anything on top of the existing architecture.  The 
increasing block size of the original blockchain protocol 
resulted in its modification like bitcoin-cash, bitcoin gold 
using hard fork. Hard fork is a radical change to a blockchain 
network's protocol that makes previously invalid 
blocks/transactions valid (or vice-versa) and all nodes or 
users need to upgrade to the latest version of the protocol. 
Data structure like directed acyclic graph has also been 
studied as a layer 1 scalability solution. 

Following are the Layer 1 scalability solutions based on 
the parameters like block size, sharding using PoS (Proof of 
Stake) and PoW (Proof of Work) with PBFT (Practical 
Byzantine Fault Tolerance) and consensus algorithms:  

 
3.2.1 Block Size 
 

The list of transactions are stored in a block and are 
created periodically. The block size limits the number 
of transactions stored in a block. Large block size means 
more number of transactions processed per second. Block 
interval is the time to generate the next block in the chain. 
The throughput of the blockchain is directly proportional to 
the block size and inversely proportional to the block time. 
As such, the increase in block size leads to slow propagation 
of blocks in the network and decrease in block time leads to 
forking of new chains.  It is the amount of time between 
generation of the transaction and adding it to the blockchain. 
Apart from increasing block size, other solutions are 
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proposed to compress a number of transactions added to the 
block [47]. Compact Block Relay and Txilm are some such 
solutions proposed in BIP152 (Bitcoin Improvement 
Proposal). The usage of blockchain on mobile phones and 
low-end PC’s is prevented due to the requirement of high 
storage space. CUB and Jidar are the solutions for it. 

Following are the protocols used in the scalability 
solutions based on block size: 

1) Litecoin is a peer-to-peer decentralized and open 
source protocol. Litecoin can handle large volume of 
transactions than bitcoin. As compared to bitcoins’ block 
interval of 10 minutes, Litecoins’ block interval is 2.5 
minutes, which is four times faster. Consequently faster 
block generation supports more number of transactions. The 
throughput of Litecoin is 56 TPS. It is more resistant to a 
double spending attack [43]. But it leads to drawbacks such 
as increased blockchain size and more orphaned blocks (the 
stale block which is valid and verified, but rejected by the 
blockchain network due to a time lag in the acceptance of the 
block). Litecoin uses a new cryptographic algorithm named 
Scrypt, over a longstanding SHA256 algorithm used by 
Bitcoin. [44] 

2) SegWit (Segregated Witness) [11] is the process of 
separating/segregating the digital signature (witness) of the 
transaction and is used to increase the block size limit.  When 
certain parts of a transaction are removed, this frees up 
space/capacity to add more transactions to the chain. The 
digital signature accounts for 65% of the space in a given 
transaction. It is defined in BIP141 [45] and designed to solve 
Bitcoin’s malleability and scalability issues. In SegWit block 
size has been increased from 1 MB to 4 MB and the block is 
divided into two parts: base transaction block of size 1MB 
and extended block of size 3MB. Base transaction block 
contains information about sender and receiver. The digital 
signature and other data of transactions known as a witness 
are stored in an extended block. The maximum block size in 
SegWit is measured in weight, computed as follows: 
 

w s s3B B T= +                                                                     (1) 
 
Where Bw is the block weight, Bs is the base size: the number 
of bytes needed to serialize the transaction without witness 
(3 MB) and Ts is the total size: the block size in bytes with 
transactions serialized including base data and witness data 
(1 MB). 

3) Bitcoin Cash (BCC) is a cryptocurrency created from 
a fork of Bitcoin, in August 2017 [46]. BCC 
initially increased the block size from 1 MB to 8 MB and 
later to 32 MB, maintaining the same block interval of 10 
minutes. But the large block size leads to centralization, as 
individual users will not be able to propagate blocks 
efficiently. Also, it is difficult to verify all transactions within 
a given time interval. 

4) Compact Block Relay is a method of reducing the 
amount of bandwidth used to propagate new blocks to full 
nodes. Full nodes share almost same mempool contents. 
Sender sends compact block called sketches to the receiving 
peer.  This compact block includes 80-bytes header of the 

new block, shortened transaction IDs that are designed to 
prevent Denial-of-Service (DoS) attacks and some full 
transactions which the sender predicts the receiver doesn’t 
have yet. Using this information and the transactions already 
present in mempool, the receiver tries to reconstruct the 
entire block. The missing transactions are requested from the 
sender. Once all the transactions are available, the block is 
generated. 

5) Txilm on the other hand compresses transactions of 
each block and saves the bandwidth of the network. Txilm 
uses a short hash value of TXID to represent a transaction. 
To avoid hash collisions due to short hash value, the 
transactions are sorted based on TXID. Thus 80 times data 
reduction causes an increase in the throughput of the 
blockchain. 

6) CUB (Consensus Unit-based Solutions) [12] proposed 
a new concept called Consensus Unit (CU) that divides 
different nodes into units. The units of nodes are formed and 
total blocks of the blockchain are assigned to nodes, to 
maximize the storage space utilization and reduce the query 
cost.  

7) Jidar (Jigsaw-like Data Reduction) [13] in which, 
each node stores only transactions needed and branches of 
the Merkle tree from the whole block. This is like selecting 
pieces from the jigsaw puzzle hence named Jidar. To get 
complete block data, the fragments are collected from other 
users and combined into a whole block. But this functionality 
needs incentive. 

The above protocols increases the actual block size, 
implements enhanced cryptographic algorithm or 
compresses the transactions to improve the scalability.  

Sharding is a widely used solution for scaling 
distributed databases such as MySQL and MongoDB. It 
splits the entire blockchain network into multiple smaller 
groups of nodes called shards or committees. In a blockchain, 
the shared ledger can be divided into various tasks such as 
account balances, smart contract code, transaction 
broadcasting, processing and storage etc. The shards process 
disjoint transactions in parallel and maintain a disjoint 
ledger.  This results in improved throughput, reduced latency 
and storage requirements [14]. The sharding solutions are 
broadly categorized based on consensus as follows:  
 
3.2.2 Sharding Based on PoW and PBFT 
  

PoW consensus is used for committee formation, PBFT 
consensus for intra-committee communication. 

1) Elastico [15] provides the first sharding protocol for 
permissionless blockchains tolerating one-fourth fraction of 
byzantine faults. It divides the network into multiple 
committees called shards. Each shard contains a distinct set 
of transactions. The shard number grows linearly with 
network size. Throughput is 40 TPS but is only 25% network 
resilient and 33% committee resilient. 

2) Omniledger [16] is a distributed ledger based on 
sharding protocol. It is only 25% resilient to Byzantine faults. 
To overcome the security issue of Elastico, a bias resistant 
randomness protocol is used in Omniledger. Apart from PFT 
for intra shard communication, Byzantine shard atomic 
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committee is used for cross shard communication. The total 
and committee resiliency of Omniledger is the same as 
Elastico.  

3) Rapid Chain [17] is the first one-third resilient 
sharding-based blockchain protocol that is highly scalable to 
large networks. Kademlia routing algorithm is used for inter 
committee routing. The throughput is greatly increased to 
4220 TPS as compared to Elastico. Total resiliency is 
increased to 33% and committee resiliency to 50%. 

4) Ostraka [40] architecture scales linearly with the 
available resources. Ostraka shards are the nodes themselves 
that runs parallely without affecting the security of the 
underlying consensus mechanism. The throughput of Ostraka 
is very high upto 400000 TPS. 

Different inter and intra shard communication 
techniques along with routing algorithms are used to increase 
the throughput. 

 
3.2.3 Sharding Based on PoS and PBFT 
 

PoS consensus is used for committee formation and 
PBFT consensus for intra-committee communication. 

1) Zilliqa [18] allows to process the transaction in 
parallel and achieve high throughput about thousand times of 
Ethereum. Zilliqa is susceptible to single shard takeover 
attacks as it does not support state sharding. Zilliqa’s local 
and global resiliency is the same as Elastico and Omniledger. 
The throughput of Zilliqa is 2828 TPS. 

2) Harmony [48] claims to be highly scalable. Along 
with network communication and transaction sharding, 
harmony supports state sharding. The distributed randomness 
process ensures high security. The local and global resiliency 
of Harmony is the same as Zilliqa, Elastico and Omniledger. 
In Harmony, one shard contributes to 500 TPS.  

3) Ethereum Sharding 2.0 [49] is the popular sharding 
based protocol with three phases: Beacon Chain, Shard Chain 
and State Execution. Beacon chain manages all shards in the 
network. The consensus rules, rewards and penalties are 
applied to the validators. Shard chain enables parallel 
transactions. The operations of the entire system are executed 
in the State execution phase.  

It is observed that there is a sudden growth in the 
throughput of above solutions due to parallel execution of 
transactions and state sharding. 
 
3.2.4 Sharding Based on Consensus 
  

Apart from using PoW, PoS or PBFT, other consensus 
algorithms are used to enhance the performance. 

1) Monoxide offers linear scaling using asynchronous 
consensus zones. The blockchain system runs multiple 
independent and parallel instances called as consensus zones. 
Each zone is responsible for its own data. It partitions the 
workload of all key components, without compromising on 
the decentralization and security of the system [19]. The core 
and zone-specific data structures, like blocks and transactions 
are replicated and stored only within their own zones. Mining 
competition, chain growth, and transaction confirmation are 
carried out separately and asynchronously in each zone.  

2) Logos [50] uses Axios, a delegated PBFT consensus 
algorithm to increase the throughput and minimize latency. 
Each user on the Logos network has a separate chain to keep 
track of its transactions and can process in parallel. Sharding 
adds parallel processing of transactions. The elected 
delegates validate the transactions. 

The asynchronous and delegated PBFT consensus are 
used to scale-up the performance of the blockchain.  

 
3.2.5 Consensus 
 

Different consensus strategies are used to improve the 
scalability. Mainly these solutions elects the leader block for 
the processing of transactions. 

1) Bitcoin NG (Next Generation) [20] is a protocol that 
uses Nakamoto consensus, which divides time into epochs. 
One leader is responsible for transaction serialization in each 
epoch. Bitcoin-NG introduces key block and micro block. 
The key block is used only for electing the leader. The PoW 
mechanism is used by the miners to create the key block. The 
micro block contains packaged transaction data and is 
generated by leader. Transactions are processed continuously 
until new leader is selected. This enhances scalability and 
reduces transaction confirmation time. 

2) Algorand [21] is a cryptocurrency built upon a 
Byzantine Agreement (BA) protocol. Users are selected as 
committee members using Verifiable Random Function. To 
reach the next set of transactions, the committee members 
participate in BA. The participants are replaced by sending a 
message in BA to avoid targeted attacks. Algorand is highly 
scalable up to 500,000 users, hence achieves high 
throughput. 

3) Ouroborous [22] uses a coin flipping protocol to elect 
the leader. To determine whether a participant can be elected 
as a leader, a random number is generated by participants 
using Verifiable Random Function [19]. In the above listed 
solutions, Nakamoto consensus, BA protocol and verifiable 
random functions are used to scale-up the blockchain in 
terms of the throughput and the users. 

 
3.2.6 DAG (Directed Acyclic Graph) 
 

DAG is a network of nodes that uses topological 
ordering, where the nodes are connected in order – from 
earlier to later. The new transaction performed necessitates 
the validation of two earlier transactions before getting added 
to the blockchain network. More transactions are validated 
when new transactions enter the network. This distributed 
network of double-checked transactions does not need 
miners and fee for transaction authentication [23]. The 
scalability is improved by coupling network usage and 
transaction verification, meaning that a user must handle 
his/her own transactions in order to use the network [39]. 
Some DAG based blockchain technologies are as follows:  

1) NXT [57] is the first crypto-currency to adopt DAG 
based on blocks instead of using linear linked list structure of 
blockchain. It is a 100% PoS cryptocurrency, developed in 
open-source Java. The unique PoS algorithm used in NXT, is 
independent of implementation of the coin age concept used 
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by other PoS cryptocurrencies. NXT is also resilient to 
nothing at stake attacks. The block generation time is 60 
seconds and confirmation time is 10 minutes. 

2) Nano [24] is a trustless, low-latency cryptocurrency 
that uses novel block-lattice architecture.  Each participant 
has its own blockchain and achieves consensus using 
delegated PoS voting. Nano offers unlimited scalability, fee-
free and instantaneous transaction and runs on low power 
hardware.  

3) Byteball [25] is a cryptocurrency platform for smart 
payments. The transaction itself acts as a unit called ball that 
connect to each other using DAG. Bytes is the currency for 
the reward. A DAG is formed by referring one or more parent 
units. Consensus is achieved by building a main chain which 
contains most units published by witnesses. Witnesses are 
trusted and verified addresses which regularly publish 
sequential units. 

4) Inclusive [26] protocol proposes to restructure the 
block chain into a DAG structure that allows transactions 
from all blocks to be included in the log. The “inclusive” rule 
is used to select the main chain from within the DAG and to 
incorporate contents of off-chain blocks into the log. It is 
verified that there is no conflict with previously included 
content. An important aspect of the Inclusive protocol is that 
it rewards fees of accepted transactions to the creator of the 
block that contains them—even if the block is not part of the 
main chain. Such payments are granted only if the transaction 
has not been previously included in the chain, and are 
decreased for blocks that were published too slowly. 

5) SPECTRE [27] is specially designed for payments. It 
is a fast and scalable DAG-based public blockchain. The 
PoW consensus makes it more secure and resilient to 
attackers, with only 50% computational power. 

6) PHANTOM [28] is a protocol for secured transaction 
confirmation for any throughput that the network supports. It 
uses a blockDAG that supports faster block generation 
and higher transaction throughput. PHANTOM uses a 
greedy algorithm to distinguish between blocks mined 
properly by honest nodes (a node that behaves as expected) 
and those that are created by non-cooperating (a node that 
misbehaves and tries to distribute invalid information) nodes. 

7) Conflux [29] is a fast, scalable and decentralized 
system that can process about thousands of TPS and confirms 
each transaction in minutes. It uses a blockDAG and achieves 
consensus on the total order of the blocks. The consensus 
protocol used in Conflux, allows multiple participants to 
contribute concurrently to the blockchain, preserving the 
safety.  Hence results in faster block generation and higher 
throughput. The throughput is equivalent to 6400 TPS with 
latency of about 4.5 to 7.4 minutes, tested on Amazon EC2 
clusters.  

8) Dagcoin [30] was initially built on the top of Byteball. 
The transactions are stored and ordered using DAG rather 
than blockchain. Each transaction is treated as a block and 
accentuates faster and secured confirmations as well as 
greater throughput. It claims to be faster and securer with the 
growth of usage. 

9) IoTA (Internet of Things Application) [51] is the first 
open-source distributed ledger protocol for the emerging 

economy of the Internet of Things with feeless micro 
transactions and data integrity. The key feature of IoTA is 
Tangle which is the transaction storing and processing 
mechanism. IoTA is highly scalable, as Tangle can process 
transactions simultaneously. As more systems are attached to 
it, the Tangle becomes more secure and efficient at 
processing transactions. 

The DAG solutions generally used for Payments with 
micro transactions and improves throughput with faster block 
generation. 

 
3.3 Layer 2 Scalability Solutions 
  

Layer 2 Solutions aims to decrease the load of the main-
chain, accomplished by executing some transactions off-
chain and shifting computationally intensive tasks on an off-
chain platform. The layer 2 solutions are constructed on the 
top of main blockchain infrastructure. The base level 
protocols are not altered, instead a smart contract interacts 
with the blockchain software. 

 
3.3.1 Off-chain Computations 
  

The state of the smart contracts is verified by the 
validators by imitating the execution of all contracts. But the 
process of verification is costly, hence decline the scalability 
of Ethereum. These costly and complex calculations are 
performed off-chain to enhance the scalability. 

1) Truebit is an Ethereum smart contract introduced in 
2017 by founder and mathematician Jason Teutsch along 
with the creator of Solidity language Christian Reitwiessner, 
to facilitate trusted, computationally intensive applications 
[31]. Computations performed on the main Ethereum 
blockchain are costly as the transactions are processed by all 
full nodes on the network simultaneously. The compensation 
of the computation is given in the form of gas cost. Each 
block has a maximum gas limit that sets the cap on the total 
amount of computation performed by all transactions in a 
block. Hence complex computations are not included in the 
block. Truebit outsources the complex computations to a 
verified third party. The third party is trusted as it deposits 
token into the smart contract and is called as solver. Another 
third party called challenger, verifies the work done by solver 
and receives monetary incentives. The challenger identifies 
exact operation that causes disagreement. Thus the 
computationally intensive work of Ethereum main 
blockchain is narrowed down, at the same time true and 
correct results are recognized. 

2) Arbitrum [32] protocol performs the verification of 
smart contract off-chain and improves the scalability. The 
role of the Verifier is to validate transactions. The fund 
owned by contract is not consumed for execution of contract. 
Such contracts are implemented on Virtual Machine (VM). 
Arbitrum uses mechanism designed to incentivize parties to 
agree off-chain on what a VM would do, so that the Arbitrum 
miners verify digital signatures to confirm that parties have 
agreed on a VM’s behavior. A set of VM managers are 
created by every party, to force to work as per the code.  The 
anonymous assertion is signed by all the managers, only after 
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agreed upon the new state of VM, otherwise, a disputable 
assertion is signed to challenge the VM’s state change and be 
engaged in the bisection protocol. The bisection protocol 
resolves the dispute, identifies and penalizes the dishonest 
party. Thus, only hashes of contract states are verified and 
the load of the verifier is minimized allowing contracts to 
execute privately. 

Thus smart contracts and virtual machines are used to 
reduce the load on the main chain in Truebit and Arbitrum. 

 
3.3.2 Cross Chain 
  

It is an interoperability between independent, 
heterogeneous blockchains to create a big network of 
blockchains. Thus the inter communication of independent 
blockchains can improve the scalability. 

1) Cosmos [52] is a network of many independent 
blockchains called zones. The zones are powered by 
Tendermint BFT. The Tendermint BFT consensus algorithm 
provides high-performance, consistent, secured and strict 
fork accountability that controls the behavior of malicious 
actors. The first zone called as hub uses a governance 
mechanism enabling the network to adapt and upgrade. The 
hub and zones can communicate with each other via Inter 
Blockchain Communication (IBC) protocol to exchange 
tokens and data.  

2) Polkadot [33] is a multi-chain protocol that connects 
heterogeneous blockchains with a relay-chain. Relay-chain 
enables an independent blockchain called parachain to 
exchange information and trustless inter-chain translation. 
Polkadot is a bridge that connects already running 
blockchains like Ethereum. 

Hence secured and trustless intercommunication among 
the heterogeneous blockchains is achieved using Tendermint 
and Relay-chain. 
 
3.3.3 Payment Channel 
 

The payment channel is a temporary channel created, on 
which some transactions are transferred to reduce the load on 
main chain and to improve the throughput of the entire 
system. 

1) Lightning Network [34] is Bitcoin’s decentralized 
scalable solution for faster and high-volume micropayments. 
It uses a smart contract for instant payments across the 
network. The key features of Lightning network includes 
instant payments in milliseconds, high throughput and low 
cost. But Lightning network has certain drawbacks: (a) scales 
only transactions but not users, (b) the transactions are less 
secure than Bitcoin, (c) it works only for Bitcoin’s 
micropayments. 

2) Raiden Network [53] is an off-chain scaling solution. 
It is the same as Bitcoin's Lightning Network that facilitates 
fast, low-fee, scalable, and privacy-preserving payments. The 
tokens are securely transferred between participants without 
prerequisite global consensus using balance proofs. The 
balance proof is digitally signed and hash-locked transfer. 
The Raiden Network leverages on "off-chain" payment 
channels to transfer the value. It is not necessary to record 

each transaction on Ethereum blockchain for completion. 
Instead of verifying individual transactions, Raiden Network 
verifies net claims resulted from off-chain transactions. It is 
interoperable and works with any token that follows 
Ethereum’s standardized token API (Application 
Programming Interface) (ERC (Ethereum Request for 
Comment) 20). 

3) μRaiden [54] is a fast and free off-chain ERC20 token 
transfer framework, more specialized to a smaller range of 
applications. Along with all the features of Raiden network, 
μRaiden allows free off-chain token transfer, fee is incurred 
for opening and closing of the channel. As it does not support 
multihop fee transfer, the payments are unidirectional to the 
predefined receivers. 

4) Trinity [55] is a universal off-chain scaling solution, 
with features like real-time payments, low transaction fees, 
scalability, and privacy protection for main chain assets. The 
transaction throughput is suddenly increased with the use of 
a state channel. To enhance privacy Trinity adopts multiple 
technologies like zero-knowledge proof to protect data 
security. Trinity works only for payment channels. 

5) Sprites [35] is a novel payment channel that reduces 
the collateral cost, which each hob incur along the route. The 
constant lock times are developed to improve transaction 
throughput in payment channel networks. The partial 
deposits and withdrawals are supported without interrupting 
the payment channel. 

The different techniques like state channel, multi hop and 
constant lock time are used in payment channel solutions.  
 
3.3.4 Side Chain 
 

It is a separate blockchain attached to its parent 
blockchain using a two-way peg. The two-way peg allows 
interchanging of assets between the parent blockchain and 
the sidechain at a predetermined rate. The reverse happens 
when moving back from a sidechain to the main chain.  

1) Plasma [36] was proposed by Ethereum co-founder 
Vitalik Buterin and Joseph Poon in August 2017 as a second-
most deployed scalability solution for Ethereum blockchain 
that aims to increase transaction throughput. Plasma refers to 
a framework that allows creating unlimited numbers of child 
chains which are smaller copies of parent blockchain. A tree-
like structure is generated by creating more chains on the top 
of each child chain. The child chain is a customized smart 
contract designed as per the demand of specific use case. The 
overall work of main chain will be elevated by each child 
chain, hence there will be no congestion in the main chain. 
Plasma is a better solution for decentralized applications for 
which high transaction fee is obtained from users. 

2) Pegged Side Chain [37] is a technology that enables 
transfer of bitcoins and other ledger assets between multiple 
blockchains. It also prevents the assets from malicious 
attackers and ensures the atomicity of the transfers. Pegged 
Side Chains proposed a protocol named Two-way peg, 
transferring the assets from parent chain to side chain. The 
coins are sent from parent chain to a special output and are 
locked until a Simplified Payment Verification (SPV) proof 
is received on the pegged side chain. After sending the coin, 

https://cosmos.network/resources/whitepaper#fork-accountability
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confirmation period protects the transfer from denial of 
service attack and deals latency for security. After unlocking, 
the newly transferred assets cannot be spent on the sidechain 
to avoid double spending.  Same process is used to send coins 
from the sidechain to the parent chain. 

3) Liquidity Network [56] proposed Nocust (Non-
Custodial) [38], a secured and scalable commit-chain. A new 
data structure Merkleized Interval Tree: a multi-layered tree 
is used in Nocust.  Every users’ balance is stored in exclusive 
non-crossing interval space. The total balances are verified 
with the amount recorded in the smart contract, available on 
the parent chain. There is no limit on funds while 
transferring, receiving and interacting with parent chain. The 
real-time transactions are guaranteed by Nocust. The 
transaction delays are reduced without extra fees and 
mortgages. With a very low transaction fee, high throughput 
is achieved while scaling to one billion users. 

Two-way peg, child chains and Merkleized Interval tree 
are implemented in side chain solutions that results in very 
low transaction fee while increasing the throughput. 
 

Table 1 Comparison of Various Scalability Solutions 

Sr. 
No. Solutions Strategy used Through-

put (TPS) 
Latency 

(Seconds) 

Block 
Size 

(MB) 

1 SegWit Segregate 
digital sign 7 -- 4 

2 Byteball DAG 20-30 60 NA 
3 Elastico Sharding 40 800 1 
4 Litecoin Scrypt 56 150 4 

5 Bitcoin-Cash Increased 
Block size 61 -- 32 

6 Bitcoin-NG Nakamoto 
consensus 100 NA NA 

7 Ouroboros Coin-flipping 
protocol 257.6 120 NA 

8 IoTA DAG and 
Tangle 500 60 NA 

9 Algorand Byzantine 
Agreement 875 22 NA 

10 
LOGOS 

(Social n/w on 
blockchain) 

Axios 2500 <3 1 

11 Zilliqa 

Sharding, 
parallel 

processing of 
transactions 

2828 -- -- 

12 Omniledger Sharding 3500 800 1 
13 Conflux block DAG 6400 270 - 444 NA 

14 Nano block-lattice 
architecture 7000 1 to 10 NA 

15 Rapid Chain Sharding 7380 8.7 1 

16 Monoxide 
Asynchron-

ous 
consensus  

11694 13-21 1 

17 Ostraka Node 
sharding 400000 -- 1 

NA - Not Applicable, "-" - indicates Not available 
 
4 COMPARISON OF SCALABILITY SOLUTIONS 
4.1 Comparison of Various Scalability Solutions 
 

As per the literature survey, following scalability 
solutions are arranged in ascending order based on their 
performance in terms of throughput. Hafid [41] has 

categorized scalability solutions only at layer 1 and layer 2. 
Reference [42] though listed all three layer solutions but has 
not compared on the basis of pros and cons. From Tab. 1, 
Ostraka, layer 1 solution of sharding based on consensus, has 
the highest throughput of 400000 TPS which is invented 
recently. Among the solutions like Dash, Litecoin, Bitcoin 
cash and Bitcoin SV, it is observed that increase in 
throughput is proportional to block size. Block size is not 
applicable for the DAG scalability solutions, as the 
transactions are connected to each other. Among all DAG 
solutions such as Bitcoin NG IoTA, Nano, Ouroborous, 
Algorand and Conflux, the throughput of Nano is maximum 
i.e. 7000 TPS. Along with good throughput, solutions like 
Nano, Logos and Rapid chain have lowest latency.  

 
4.2 Benefits and Limitations of Scalability Solutions 
 

Not only the performance but the other features of 
existing solutions are compared in terms of their advantages 
and disadvantages in Tab. 2. 
 

Table 2 Benefits and Limitations of Scalability Solutions 
Solutions Benefits Limitations 
SegWit • Block size/ capacity 

increased. 
• Fixes transaction 

malleability issue. 
• Linearly scales the 

signature-hashing 
• Reduces UTXO growth 

• Causes hard fork on 
Bitcoin 

• Needs to be more 
scalability 

Bitcoin 
Cash 

• Increase the throughput • Lead to Centralization  
• Difficult to verify large 

number of transactions 
within short interval 

Txilm • Saves bandwidth   
Elastico • Increase in throughput - 

40 TPS 
• Division of epoch can be 

influenced by malicious 
nodes  

• Total resiliency 25% and 
committee resiliency 33% 

OmniLedger • Bias resistant randomness 
protocol used for security  

• Throughput 500 TPS 

• Total resiliency 25% and 
committee resiliency 33% 

Rapid chain • High throughput 4220 
TPS 

• Total resiliency 33% and 
Committee resiliency 
50% 

• Partitioning attack 
• Responsiveness 

Zilliqa • Throughput 1000 times 
that of Ethereum 

• Susceptible to single 
shard takeover attack 2) 
total resiliency 25% and 
committee resiliency 33% 

Harmony • Highly scalable 
• Sharding of blockchain 

state 
• High security  

• Total resiliency 25% and 
committee resiliency 33% 

Spectre • Specially designed for 
payments 

• Not suitable for smart 
contracts 

Lightning 
Network 

• Low cost 
• Faster payment  
• High throughput 

• Does not scale users 
• Less secured  
• Works only for Bitcoin's 

micro payment 
μRaiden • Token transfer is free, 

only fee incurred is for 
opening and closing of 
channels.  

• Does not support multi 
hop fee transfer, hence 
the transfer is 
unidirectional 
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Table 2 Benefits and Limitations of Scalability Solutions (continuation) 
Solutions Benefits Limitations 

Trinity • Real-time payments 
• Low transaction fees 
• Scalable 
• Privacy protection 

• Works only for payment 
channels 

Plasma • Lower transaction cost 
and faster operations 

• Secured 
• Does not need all 

participants to be online 

• Long waiting period to 
withdraw funds 

• Complex implementation 

Pegged 
Sidechains 

• Communicates among 
Heterogeneous 
blockchains  

• Transaction fund is saved 
as a deposit in the 
trading channel. 

• The transaction channel 
depends on complex 
routing topologies 

 
5 CONCLUSION 

 
Different scalability solutions proposed in the literature 

are classified and compared based on their performance 
measures (throughput, latency and strategies used). The 
solutions are classified into three layers. Layer 0 proposes 
solutions that uses erasure code and overlay topology, to 
enhance data propagation and reduce bandwidth usage. Layer 
1 describes on-line solutions based on block size, 
compression of transactions, state and node sharding based 
on various consensus algorithms, directed acyclic graph etc. 
Layer 2 focuses on off-line solutions like payment channels, 
side chain, cross chain and off-chain computations using 
smart contracts, virtual machines, Tendermint, relay-chain, 
state channel, two-way peg, child chains and Merkleized 
interval tree. 

This comprehensive study and classification of solutions 
at different layers can inspire researchers for further 
enhancement in the scalability of blockchain. 

  
6 FUTURE WORK  

 
The limitations listed in Tab. 2 indicates the areas as 

recommendations for further work. To enhance the total and 
committee resilience in sharding solutions. Along with 
scaling transaction throughput, users also should be scaled-
up. There is a scope to improve scalability which is limited 
to only the payment channels. 
 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
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Evolution of VANETS to IoV: Applications and Challenges 
 

Faisal Rasheed Lone*, Harsh Kumar Verma, Krishna Pal Sharma
 
Abstract: Advancement in wireless communication technology along with the evolution of low power computational devices, have given rise to the Internet of things paradigm. 
This paradigm is transforming conventional VANETs into Internet-of- vehicles. This transition has led to a substantial commercial interest; as a result, there has been a significant 
boost in the field of the Internet of vehicles during the past few years. IoV promises a wide range of applications of commercial interest as well as public entertainment and 
convenience (collision warning systems, on-demand in-car entertainment, smart parking, traffic information). Applications related to vehicular and passenger safety are particularly 
of great commercial as well as a research interest as such IoV is going to be a core component in implementing the smart city concept. This paper gives an overview of the 
transition of conventional VANETs to IoV and highlights the potential applications and challenges faced by the Internet of Vehicles (IoV) paradigm. 
 
Keywords: IoT; IoV; Security; VANET 
 
 
1 INTRODUCTION  

 
Of the 25-30 billion things envisioned to be connected to 

the Internet by 2020 [1], vehicles will contribute a 
compelling number. IoV is considered as a unique 
application of the Internet of Things (IoT). IoV is a dynamic 
mobile network establishing communication between 
heterogeneous networks using Vehicle-to-Vehicle (V2V), 
Vehicle-to-Roadside (V2R), Vehicle-to-humans (V2H), 
Vehicle-to-Sensors (V2S) and Vehicle-to-Infrastructure 
(V2I) [2, 3]. V2X (Vehicle to everything) communication 
will form the backbone of the Intelligent transportation 
systems [4, 5]. Conventional VANETs are transforming into 
the Internet of vehicles. While as VANETs consist of only 
vehicles connected in an ad-hoc manner exchanging data 
with each other, IoV spans a bigger network involving 
entities such as humans, things and other heterogeneous 
networks. IoV improves upon VANETs by incorporating 
cellular networks such as LTE, 5G etc., to provide an 
expansive and reliable communication. IoV uses ad-hoc 
networks for communication with infrastructure and a 
cellular network for communication with the backbone 
network [6, 7]. IoV enables data collection and sharing about 
surroundings, vehicles, road conditions [8]. 

 Over the years, not much interest has been shown in 
VANETs as it was not able to provide global sustainable 
applications and services to users. Nevertheless, with the 
emergence of IoV, the desired commercial interests have 
begun to emerge. VANETs can thus be considered as a subset 
of IoV [9], offering more expansive coverage and application 
as such IoV is capable of providing services to a much larger 
area, such as a city or even a country. In comparison to 
VANETs,  IoV treats a vehicle as a smart-entity equipped 
with various sensors and computational capability. The 
purpose of the IoV is to assimilate humans, vehicles, things 
and other heterogeneous networks to boost efficiency, 
security and safety of transport systems, to provide various 
services to a smart city (e.g. parking information, traffic 
information), services to users (e.g. on-demand in-car 
entertainment, remote diagnostics) and several other useful 
applications [10, 11].  

IoV has brought about an opportunity to improve 
passenger safety and mobility by utilizing vehicular 
communication.  

The importance of IoV can be highlighted by the Vehicle 
Infrastructure Integration program (VII), developed by the 
US department of transportation (DOT), acting as a prime 
component of the Intelligent Transportation System. The 
main objective of the program was to develop a wireless 
communication system to support the Vehicle to Vehicle and 
Vehicle to Infrastructure communications to enhance safety 
and traffic mobility [12]. 

Taking into account the immense benefits offered by IoV 
and the enormous number of vehicular nodes, it is evident 
that IoV is going to be one of the largest and most complex 
networks in the near future. With the decline in prices of 
electronic components and a neat amalgamation of these 
onboard devices present immense business opportunities, but 
at the same time give rise to intimidating research challenges. 
These issues might look akin to the ones faced in traditional 
ad-hoc networks, but various inherent characteristics such as 
the immense size of the network, speed of the vehicular 
nodes, intermittent connectivity,safety-critical applications, 
give rise to novel challenges as well as amplify the severity 
of traditional issues. 

The paper is organized in the following way. In Section 
2, we present the related work in the field. Section 3 describes 
the general architecture of IoV, followed by Applications of 
IoV in Section 4. In Section 5, we give an overview of 
various challenges faced by the IoV paradigm, and section 6 
finally concludes the paper. 

 
2 LITERATURE SURVEY  

 
A common question usually faced is "How is IoV 

different from IoT and Wireless networks?". The answer lies 
in the fact that some characteristics of IoV are quite different 
when compared to IoT and wireless networks. A VANET 
transforms a vehicle into a mobile router [13]. Both wireless 
networks and IoV consist of mobile nodes. However, the 
trajectory followed by the nodes in IoV consists of a defined 
path which is subject to the road network of an area. In 
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contrast, the trajectory followed by nodes in a mobile 
network has no defined path and follow a random walk 
model. Moreover, IoT lays more stress on "things" and "data 
awareness" of these things, while as the main motive of IoV 
is to integrate humans and vehicles, where vehicles may be 
considered as an extension of human’s capabilities. IoV 
connects vehicles, humans in and around the Vehicle, 
systems onboard the Vehicle by incorporating the sensors, 
vehicles and mobile devices forming a global network 
enabling it to deliver services and applications to humans 
around or onboard the Vehicle. 

With the growth and advancement of wireless 
technologies, we can think of integrating vehicles in the 
network, thus constituting the Internet of Vehicles 
environment. Communication is made possible by 
incorporating short as well as long-range communication 
technologies [14] Many existing wireless technologies can 
be used to implement the IoV paradigm, including WLAN’s, 
WIMAX, cellular wireless as well as satellite 

communications. Much research is focused on the wireless 
aspect of IoV, as a robust wireless scheme can immensely 
enhance the implementation of IoV by providing relatively 
better Quality of service (QoS). Each of the current crops of 
wireless technologies has their share of merits and demerits 
as far as IoV is concerned. 

WLAN has achieved a lot of significance and approval 
in the market due to robust short-range communication, 
including high-speed transmissions. WLAN consists of IEEE 
802.11 a/b/g/n/ac standards [8] each with a different capacity, 
modulation technology, bandwidth and coverage area. 
Performance analysis of IEEE 802.11 a, b, g in-car 
communication scheme showed that velocity up to 180 km/h 
has almost negligible impact on the performance [15]. Due 
to its shorter range, WLAN cannot sustain a VANET for 
longer duration due to constant movement of vehicles, 
leading to frequent topology changes. Performance of 
802.11p based protocol in Vehicle to vehicle safety 
applications was analyzed in [16]. 

 
Table 1 Comparison of IEEE 802.11 Standards 

IEEE 802.11 
Standard 

Operating Frequency 
(GHz) Bandwidth Beamforming Coverage Capacity Interference Quality 

a 2.4 20 No Low Low High on 2.4/Low on 5 Low 5 
b 2.4 22 No Low Low High Low 
g 2.4 20 No Low Low High Low 

n 2.4/5 20 Yes Low Low High on 2.4/Low on 5 Low 40 

ac 5 

20 

Yes High High Low High 
40 
60 
80 

 
WiMAX covers IEEE 802.16 a/e/m standards which can 

cover more than 50 km/h of geographical area and can deliver 
a theoretical bandwidth up to 72 Mbps [15]. The IEEE 802.16 
standard provides support for fixed broadband wireless only. 
In contrast, as IEEE 802.16e/mobile version supports 
mobility up to speeds of 160 km/h and various QoS 
provisions for non-line of sight communications [15]. The 
leverage WIMAX offers over WLAN is that a user need not 
frequently compete for entry into the network, instead only 
once during initial entry. Cellular wireless possesses a 
considerable potential for IoV due to its widespread 
penetration and already established robust infrastructure. The 
cellular network comprises of older technologies such as 3G, 
4G, LTE, and more recently 5G. The third-generation 
networks (3G) are capable of delivering peak data rates of up 
to 3 Mbps in fixed and 384 Kbps in the mobile environment 
[17]. Tab. 1 compares the parameters of various IEEE 802.11 
standards. 

Authors in [18] evaluated the performance of data 
delivery in VANETs using 3G. They concluded that due to a 
centralized authority (Mobile Switching Centre), latency 
might be an issue as most of the VANET applications are 
delay-sensitive. With the widespread penetration of 4G 
networks and the advantages, it offers over 3G in terms of 
bandwidth, latency, coverage, especially LTE networks. It 
currently is the most feasible wireless technology suited to 

implement IoV. Nevertheless, with the advent of 5G in 
coming years, integration of IoV with 5G networks will have 
to be accomplished due to the benefits 5G is going to offer 
over 4G. While integrating IoV with 5G, resource 
management needs to be accomplished in tandem with user 
requirements [19]. 

The increased internet connectivity offered by vehicles 
has led to challenges in securing the vehicular network as the 
attack surface area increases [20]. Modern vehicles allow 
devices to be connected via infotainment systems, creating a 
pathway to inject malware compromising ECU leading to 
unforeseen consequences. A framework for vehicular 
malware characterization and protection has been proposed 
in  [20]. The framework uses virtualization to reduce the 
vehicular attack surface. 

A secure authentication protocol for IoV has been 
proposed in [21] which mitigates attacks such as offline 
identity guessing attacks, replay attacks, spoofing and also 
reduced the authentication time. Although secure, the 
proposed protocol assumes a secure communication channel 
between RSU and the TA. The protocol also does away with 
the usage of passwords as it assumes robust physical 
vehicular security to prevent theft of smart cards. 

Impact of attacks on AODV  and GPSR was studied in 
[22]. Authors simulated attacks on both AODV and GPSR in 
a vehicular network. Scenarios with high traffic as well as 
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low traffic density, were considered. It was concluded that 
AODV is affected more than GPSR by the attacks in a 
vehicular environment and stressed for the need of security 
mechanisms in a highly dynamic vehicular environment. 

A convolutional network-based Intrusion detection 
system (IDS )was proposed in [23]. The proposed system is 
able to intercept and detect network attacks by running on a 
low powered embedded vehicular terminal by real-time data 
monitoring. 
 
3 IoV ARCHITECTURE 

 
IoV comprises of a variety of heterogeneous networks 

and devices communicating with each other. IoV requires a 
robust architecture that can handle heterogeneity, scalability 
and various other requirements specific to the IoV paradigm 
[24]. The general architecture IoV comprises of three layers 
[25] as depicted in Fig. 1. 

Perception/Client Layer comprises of sensors 
responsible for data gathering, environmental information, 
location, driving patterns and a lot more. The gathered data 
collected from the sensors is evaluated/transmitted for further 
course of action. 

The network layer enables communication within 
vehicular nodes (V2V) and other networks and entities. This 
layer basically supports all communications within IoV. 

The application layer hosts actual applications offered 
by IoV, manages user interaction, storage, decision making 
based on data analysis and entertainment and convenience 
applications such as in-car entertainment, traffic information 
and much more. 

 

 
Figure 1 Three-layered IoV architecture. 

4 IoV APPLICATIONS 
 
IoV has come up as a very promising paradigm with 

evolving technology, especially wireless networks and the 
Internet of Things (IoT). IoV has matured from VANETS to 
a more significant entity which encapsulates pedestrians, 
roads, parking lots, city infrastructure, and connects them to 
provide real-time communication among these entities [26].  

IoV provides an extensive and elaborate list of 
applications [26] which may be broadly grouped as: 
• Safety 
• Transport Efficiency 
• Information/Entertainment/Convenience 
• Logistics. 

 
Each of these application categories comprises of 

multiple applications responsible for enhancing the 
acceptability of the IoV paradigm; Tab. 2 enlists a few such 
applications. 

Safety in connected vehicles implies that nodes can 
automatically send real-time crash information, including 
location information to emergency teams which can expedite 
the response process and thus help in saving lives. 

Cooperative collision warning systems can detect a 
probable collision and display a warning to the driver to 
prevent collision [26]. Cooperative forward collision 
warning systems detect the distance between the cars and 
alert the driver to prevent rear-end collisions [27]. Driving 
through an intersection is one of the most challenging tasks 
a driver faces due to the convergence of multiple traffic 
streams, thus posing a high possibility of collision [28]. Few 
approaches have been proposed to avoid collisions at 
intersections. An abstraction-based algorithm to avoid 
collisions has been proposed in [29]. An algorithm that can 
handle a large number of vehicles based on time slots has 
been proposed in [30]. An intelligent intersection is on the 
most sought-after safety applications of IoV. Vehicle safety 
consortium (VSC) has identified some safety-related 
applications including curve speed warning, pre-crash 
sensing, cooperative forward collision warning, emergency 
brake light warning, left turn assistant, traffic signal 
violation, lane change warning and stop sign movement 
assistant [26]. 

 
Table 2 IoV Applications 

Safety Transport Efficiency Entertainment /Convenience/ Information 
Crash SOS 

Cooperative Collision Warning 
Cooperative Forward-Collision Warning 

Roadside Assistance 
Left Turn Assistance 

Lane Change Warning 
Stop Sign Movement Assistance 

Route Guidance and Optimization 
Green Light Efficiency 

Traffic Information 

Content Streaming 
Electronic Toll Collection 

Point of Interest Notification 

 
Some of these applications require Vehicle to Vehicle 

(V2V) communications while as some require Vehicle to 
roadside communication (V2R). As such widespread 
roadside infrastructure for vehicular communication needs to 
be established in order to implement such safety applications. 

Transport efficiency applications such as route 
guidance and optimization, green light efficiency, can be 
implemented via IoV. Some of these applications require 
roadside infrastructure, which some require Vehicle to 
Vehicle communication only [26]. These applications of IoV 
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will not only enhance traffic management but will also result 
in a considerable reduction in journey time, fuel consumption 
as well as a reduction in pollution levels due to fewer traffic 
jams. IoV is going to be a key driving force in implementing 
the smart city concept. 

Logistics can benefit from IoV due to its dependence on 
road transport. Road transportation is essential for timely  and 
efficient delivery of goods. Using IoV in logistics can have 
far-reaching benefits. IoV can be applied to smart logistics 
fleet management [31] by a logistic company to improve the 
delivery of goods. Authors in [31] suggested a smart logistics 
vehicle management system based on IoV [31]. The primary 
objective of the proposed system is to equip logistic vehicles 
with sensors with logistics data control centre as its backbone 
as visualized in Fig. 2. Working of the proposed system can 
be explained as follows: 
• Logistic vehicles will be equipped with sensors, and 

these sensors will capture different types of data such as 
tyre pressure, location, vehicle diagnostics, the status of 
goods, driving conditions, temperature etc. [31]. A 
public information centre will provide information such 
as traffic conditions, weather information and more. 

• The goods being transported will be equipped with 
RFIDs and bar codes that will send data about the goods 
being carried to the logistics data control centre [31]. 

• The logistics data control centre will analyze the 
received data and generate instructions to be sent back 
based on the result analysis. 

 

 
Figure 2 Points of interest and traffic information relayed by nearby roadside units 

as well as Vehicle-to-Vehicle communication 
 

A prime factor in implementing transport applications in 
IoV is security and the trust level of the information 
disseminated. An authentication model for the disseminated 
information in IoV environment needs to be developed so 
that bogus and illegitimate information may be stopped from 
spreading. Bogus information can be detrimental in IoV 
environment, especially in safety-related applications. Thus, 
security is a prime concern in IoV and needs further research.  

Entertainment/information/convenience include 
content streaming to in-car entertainment systems, point of 
interest notifications such as petrol pumps, restaurants, 
restrooms etc., as represented in Fig. 3. Convenience and 
entertainment applications range from electronic toll 
deductions at tolling stations, relay of vehicle diagnostics to 
the manufacturer for an automated schedule of service, web 
browsing, streaming to roadside services such as location and 
price broadcast of fuel stations, parking, restaurants and 
many more [32]. 

 

 
Figure 3 Smart Logistic fleet management system. 

 
5 CHALLENGES 

 
Due to the inherent nature of IoV, it is subject to 

additional challenges compared to other wireless networks 
due to its open nature [33]. In IoV no central coordinator can 
be assumed [26]. Most of the applications are expected to 
work reliably and efficiently in a decentralized manner [26]. 
As a result, the need for a single shared channel can be 
derived. The challenges faced by other wireless networks 
also inherit themselves into IoV [26], problems faced due to 
hidden and exposed terminals are evident. Due to the 
transmission medium being wireless, Medium Access 
Control (MAC) poses a challenge in the design of VANETs, 
as many nodes must compete for available channels. The 
frequency channels assigned to VANET’s currently possess 
bandwidth of 10-20 MHz only. With increasing traffic 
density and more and more cars being connected, these 
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channels could choke, causing congestion, posing severe 
channel management issues [26].  

Security is a severe concern in networks, especially 
wireless networks, and the same applies to VANETs as well 
[5, 33]. Data integrity, authenticity and trust establishment is 
a severe issue in vehicular networks [34]. An attacker can 
fool the network by spreading fake messages [21]. A trust 
mechanism needs to be established where the receivers are 
sure enough about the information received. Trust 
management is a complicated issue in IoV A trade-off must 
be achieved where users can trust the information without 
compromising privacy requirements [35]. New paradigms 
such as Blockchains need to be analyzed for improving user 
privacy [35, 36, 37]. Achieving a secure communication in 
IoV is challenging due to a variety of possible attacks [33]. 

 Authors in [38] highlighted attacks that can be carried 
out in IoV and VANETs. It was concluded that vehicular 
networks are more susceptible due to their unique 
characteristics, such as the absence of central authority, 
mobility, wireless links, cooperativeness, lack of proper lines 
of defence and scalability [38]. The authors in [38] also 
proposed defence mechanisms for such attacks but concluded 
that further research is required With the increasing 
popularity of autonomous cars, more security issues are 
creeping [14]. The vulnerability of IoV due to its open nature 
makes attack detection mandatory [39].  

Adoption of VANET equipped vehicles is another issue 
that needs attention. More and more people must be 
convinced to buy and use VANET equipped vehicles. The 
value and benefit provided to a customer in a VANET depend 
on the total number of customers using VANETs [26] Thus, a 
key factor is to convince early users to buy VANET equipped 
vehicles. It can be done by luring customers by offering 
discounts on VANET equipped vehicles, by installing 
roadside equipment’s for VANETs and enforcement by law. 
Roadside infrastructure and back end IT connectivity 
required for VANETs is required to be put in place for smooth 
and trouble-free deployment. 
 

 
Figure 4 IoV Challenges 

 
The use of cryptographic techniques such as PKI is not 

particularly suitable for VANETs due issues in key 
distribution and limited communication time between 

vehicular nodes [40]. Fig. 4 highlights some of the challenges 
faced by the IoV paradigm. 

 
6 CONCLUSION 

 
IoV is emerging as a vital component of the smart city 

concept. It is a unique application of the Internet of Things 
paradigm. It is a complex network system comprising of 
heterogeneous devices and networks communicating with 
each other. As important and beneficial IoV and VANETs 
are, they have their share of limitations and challenges as 
discussed. The deploy-ability and rollout of IoV depend on 
mitigating the issues and challenges faced by these highly 
dynamic networks. Security and privacy are two factors of 
utmost importance that need focus. As most of the nodes in a 
VANET are autonomous, the authenticity and reliability of 
the disseminated information raise concerns. Trusted 
communication is the need of the hour as far as VANETs are 
concerned. A trusted communication can be implemented 
when a sender is always accepted as a trusted source, and it 
is made sure that the message in transit has not been tampered 
with. Thus, security is a prime concern in IoV and VANETs 
and needs further research. Finally, there are other challenges 
faced by IoV and VANETs regarding market introduction 
and demonstration of their capabilities. Efficient methods 
and policies need to be drafted for the sustainability of 
services provided as vehicles are introduced as mobile nodes. 
 
Notice 
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Application of Compromise Programming in the Energy Generation Planning  
 

Fisnik Osmani, Atanas Kochov*, Mirjeta Ilazi 
 
Abstract: The need for the right electricity planning is closely related to the analysis that has to be done on its generating capacity. Of course, in order to make such planning, the 
choice of the method by which the process is carried out must be considered. The inclusion of multiple objectives (goals) enables us to create models that are useful in researching 
and expanding electricity generation systems. Compromised programming used in this paper aims to find compromise solutions among different conflicting objectives in the 
electricity generation system. One such case is the goal of minimizing the cost and CO2 emissions. Using this logic, the paper deals with an example of electricity generation 
planning for a given region. 
 
Keywords: compromising programming; emissions; energy planning; generation costs; MCDM 
 
 
1 INTRODUCTION  

 
This paper assumes annual electricity which can be 

generated by the use of available energy sources including: 
coal, wind energy, biomass, hydropower, and solar energy. 
With the application of compromise programming, taking 
into account the minimization of energy generation cost and 
CO2 emissions, the optimal solution is achieved by 
calculating groups of compromise for different weights. 

As a concept, planning can be defined as the first and the 
most basic function of management. When planning needs to 
be based on results and a lot of goals, then of course the right 
methods are needed, in order for optimal solutions to be 
acheived. The linear programming method, as the traditional 
approach to modeling decisions about power generation, 
relies on some basic assumptions about situation modeling 
and in this approach the decision maker intends to choose a 
well-defined objective.  

The transition from the current electricity system to a 
renewable electricity supply poses immense economic, 
technological, and policy challenges. Energy system models 
represent the complexity of interactions in combined 
processes from extraction of primary energy to the use of the 
final energy to supply services and goods. [1]  

Last year, important changes in the sectors of energy 
supply have happened, which have had important 
implications for energy planning. By 2050, 49–67% of 
primary energy will be supplied by renewable energy sources 
(RES), by lowering energy use and decarbonizing energy 
supply in the built-up environment [2]. Electricity generation 
has some environmental impacts, which however are not 
taken into account when allocating resources efficiently. 
According to an estimate, gross demand for energy in 
Kosovo is expected to increase by 4.6% a year over the 2010-
2025 periods. [3]  

Defining objectives is an essential part of the planning 
process, useful to induce creative alternatives and to derive 
the attributes (criteria) on which the alternatives will be 
assessed. Practically, the decision maker seeks consistent 
compromise between several objectives, many of which may 
be in conflict with one another. In addition to the economic 

issue, an emission issue should also be considered in the 
operation of an industrial consumer in order to reduce 
greenhouse gases like NO2, SO2, and CO2 in the atmosphere. 
[4, 5] 

This paper provides a simplified electricity planning 
model with some energy planning assumptions in order to 
reduce operational complexity. The introduction of 
environmental costs is done through a related variable, such 
as CO2 emissions of environmental sustainability. 

Based on international analysis and reports for the 
Western Balkans, it is clear in what indicators / key 
components the greatest focus is required 

The inclusion of multiple objectives (goals) enables us to 
create models that are useful in researching and expanding 
electricity generation systems. Multi Criteria Decision 
Making Method is the method preferred by many authors, 
referring to the Compromise, Topsis, Pareto, Electre, 
Promethee, AHP method etc. [6-9]. 

The conceptual approach applied in the paper where we 
are limited to only two purposes, namely the cost of 
generation and emissions, requires an additional discussion 
because other methods with the inclusion of more factors are 
currently available.  
 
2 ELECTRICITY GENERATION PLANNING, THROUGH THE 

APPLICATION OF COMPROMISED PROGRAMMING. 
2. 1  Formulation of the Problem within the Conditions of 

Republic of Kosovo 
 

For our region, annual electricity consumption is 5000 
GWh [10], which can be generated by the use of the 
following energy sources: coal, wind power, biomass, 
Hydropower, and solar power. The cost of generation, as well 
as the generated environmental emissions, should be 
minimal. 

Tab. 1 shows the generation costs and CO2 emissions for 
the options considered. To refer to electricity output, both 
options are set in relation to the kWh generated.  

Under these assumptions, the formulation of the problem 
is: 
 



Fisnik Osmani et al.: Application of Compromise Programming in the Energy Generation Planning 

TEHNIČKI GLASNIK 15, 1(2021), 150-155                                                                                                                                                                                                      151 

Minimized 1 2( ) [ ( ),  ( )]z x z x z x=  

1 1 1 2 2 3 3 4 4 5 5( ) ( )/ iz x c x c x c x c x c x x= + + + + ∑ , euro/MWh 

2 1 1 3 3( ) ( )/ iz x e x e x x= + ∑ , g/MWh 

1 1 2 3 4 5( ) (28 85 71 77 3 h136 5 )/ , euro/ kWiz x x x x . x . x x= + + + + ∑  

2 1 3( ) (1015 101 )/ iz x x x x= + ∑ , g/kWh 
 

The above functions are subjected to the following 
limitations  
 

5000 GWh;ix ≥∑  0, ix i≥ ∀  
x2 ≤ 200 GWh; x3 ≤ 100 GWh;  
x4 ≤ 500 GWh; x5 ≤ 200 GWh.  

Table 1 Consumption, costs and emissions of CO2 from 
electricity generation [11, 12] 

Nr. Energy 
source 

Consumption, 
GWh/year Costs, euro/MWh Emissions 

CO2, g/kWh 
1 Coal x1 4000 c1 28 [11] e1 1015 
2 Wind x2 200 c2 85 [12] e2  
3 Biomass x3 100 c3 71[12] e3 101 
4 Hydropower x4 500 c4 77.3 [12] e4  
5 Solar x5 200 c5 136.4 [12] e5  
Energy Demand  5000     

 
2.2  Application of Multi-Objective Programming  
 

Multi-criteria decision-making, or MCDM [13], is 
implemented when there are some contradictory criteria, that 
is to say, several criteria that matter but cannot be optimized 
at the same time, especially in energy problems. Multi-
objective programming or vectorial optimization [15, 14] 
techniques address the simultaneous optimization of some of 
the objectives that are subject to a set of commonly linear 
constraints, since an optimization solution cannot be 
determined for some objectives, MOP is used to gain 
community potential solutions that are efficient solutions 
(Pareto Optimal) rather than finding a single optimal solution. 
The elements of this efficient group are the possible solutions 
so there are no other possible solutions that can achieve the 
same or better performance for all objectives and in the best 
way for at least one objective. 

Thus, to generate an efficient MOP, a model group can 
be formulated as follows: 
 
Eff. z(x) = [z1(x), ..., zq(x)], based on x F∈ . 

 
When Eff. means seeking efficient solutions (in terms of 

minimizing and maximizing).  
F, on the other hand, represents the possible group, and x 

indicates the vector of decision variables. Therefore, based on 
this, in our case, first, it is necessary to calculate the elements 
of the cost matrix [15]. This matrix is the result of the 
optimization of each objective, the costs of electricity 
generation, and CO2 emissions separately, giving the second 
goal the appropriate value for optimal solution of the first. 
Thus, a square matrix is obtained in which the level of conflict 
between the goals is reflected rather than finding a single 

optimal solution. The elements of this efficient group are the 
possible solutions. There are no other possible solutions that 
can achieve the same or better performance for all objectives, 
or in the best way for at least one objective. Thus to generate 
an efficient MOP model group can be formulated as follows: 
Eff. z(x) = [z1(x), ... zq(x)]        

Optimization is done with the application of the 
phpsimpleex program [16], from which we get the solutions: 
Minimizing the cost z1(x), the following solution is obtained: 
Cost, z1(x) = 28.00 euro/kWh and emissions CO2, z2(x) = 
1015 g/kWh with: x1 = 5000 GWh of coal and other 
components x2 = 0; x3 = 0; x4 = 0; x5 = 0. 

The interpretation that can be done is to maximize the 
use of coal, which generates the lowest cost that it has. 
Minimizing CO2 emissions z2(x), we gain: 
 
Cost z1(x) = 40.41 euro/MWh and CO2 emissions z2(x) = 
814.02 g/kWh with: x1 = 4000 GWh, x2 = 200 GWh, x3 = 100 
GWh, x4 = 500 GWh, x5 = 200 GWh. 
 

In this case, they make most of all clean energy sources, 
making the coal meet the fixed total needs. The gained values 
of optimism with the application of the simplex method [17] 
are listed in Tab. 3. 
 

Table 2 Ideal and Anti-Ideal Points used in Compromise Programming 
 Cost, euro/MWh Emission CO2, g/kWh 
Cost 28.00 1015.00 
Emission e CO2 40.41 814.02 

 
The main diagonal elements are called ideal locations, 

hence the solution in which both goals (objectives) reach their 
optimum value. In reality, the ideal point is unattainable, but 
it is useful to determine the most appropriate solution in order 
to homogenize decision-making units. The most appropriate 
solution should be chosen from the group of efficient 
solutions. This group can be approximated by the limitation 
method. 

This method optimizes a goal (objective), including other 
constraints set as a parametric barrier. For each value of this 
parameter, a certain point of efficient solutions will be gained. 
The method in our case, has been applied, in minimizing the 
cost, for a number of relevant values of CO2 emissions. This 
group is determined by ideal and anti-ideal emission values, 
for an increase of 10 g / kWh variation. 

The formulation is as follows: 
 

1 1 2 3 4 5( ) (28 85 71 77 3 136 5 )/ , euro/kWhiz x x x x . x . x x= + + + + ∑
2 1 3( ) (1015 101 )/ , g/kWhiz x x x x= + ∑  

 
The subject and the following restrictions  

 
i 5000 GWh;x ≥∑  0, ix i≥ ∀  

x2 ≤ 200 GWh; x3 ≤ 100 GWh; x4 ≤ 500 GWh;  z2(x) = k, 814.02 < k < 1015.00 
 

The gained values are shown in Tab. 3. In this table, the 
participation of different items in the generation of electricity 
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for the options being considered can be observed. We can see 
how many different options are coming up with optimal 
solutions as we change the cost of CO2 generation and 
emission. Thus, for example, wind energy only enters the 
solution when CO2 emissions are limited to 904.02 g/kWh, 
bringing the cost of production to 33.36 euros/kWh. 
However, if the cost of generation is limited, for example, 
30.93 euro/kWh, we only have room for the optimal mix of 
coal, biomass, and hydropower generation. 
 

Table 3 Efficient set of solutions 
ENERGY SOURCE COAL WI. BIOM. HYD. SOL 

Cost of energy production 28 85 71 77.3 136.4 
Nr. z1(x) z2(x) x1 x2 x3 x4 x5 
1 40.41 814.02 4000 200 100 500 200 
2 39.34 824.02 4049 200 100 500 151 
3 38.27 834.02 4099 200 100 500 101 
4 37.20 844.02 4148 200 100 500 52 
5 36.13 854.02 4197 200 100 500 3 
6 35.54 864.02 4246 154 100 500 0 
7 34.98 874.02 4296 104 100 500 0 
8 34.42 884.02 4345 55 100 500 0 
9 33.86 894.02 4394 6 100 500 0 
10 33.36 904.02 4443 0 100 457 0 
11 32.88 914.02 4493 0 100 407 0 
12 32.39 924.02 4542 0 100 358 0 
13 31.91 934.02 4591 0 100 309 0 
14 31.42 944.02 4640 0 100 260 0 
15 30.93 954.02 4690 0 100 210 0 
16 30.45 964.02 4739 0 100 161 0 
17 29.96 974.02 4788 0 100 112 0 
18 29.48 984.02 4837 0 100 63 0 
19 28.99 994.02 4887 0 100 13 0 
20 28.52 1004.02 4940 0 60 0 0 
21 28.05 1014.02 4995 0 5 0 0 
22 28.00 1015.02 5000 0 0 0 0 

 

 
Figure 1 Total efficient solution from Tab. 3 

  
With the obtained values, the graph is developed, which 

also points to the ideal point. All the solutions represented on 
the curve graph are viable and efficient solution. But to solve 
the problem, it is necessary to choose one of the items. In our 
case, such is the value of the minimum generation cost or the 
minimum emission of CO2, where the optimal point will 
move along the right or left curve. 

Therefore, the displayed curve provides decision-making 
assistance because it shows all of those efficient optimization 
solutions to the problem in order to find the solution that best 
suits the interests of decision-makers. So, it seems that in the 
group of solutions, it is possible to choose an optimal 
solution, by means of compromise programming, described 
below. 
 
 

 
Figure 2 Compromise group for equal weight criteria 
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3 COMPROMISE PROGRAMMING 
 

The compromise programming was used to select the 
optimal element from a range of efficient solutions as 
proposed by Zeleny. This rule is called Zeleny's axiom and is 
expressed as follows: "Taking into consideration solutions in 
target space z1 and z2, the preferred solution will be the closest 
to the ideal point" (Zeleny 1973, 74) [18]. 

If we consider that the decision-making center behaves 
in a rational way, it will select that effective point or zone of 
effective point groups that are closer to the ideal point. 

Compromising programming begins by setting the ideal 
point, the coordinates of which are given by the optimum 
values of the various objectives of the decision-maker. The 
ideal point is usually inadequate. If possible, then there is no 
conflict between the objectives. When the ideal point is 
inadequate, the optimal elements or compromise solutions are 
provided by an efficient solution that is closer to the ideal 
point. 

The ideal alternative coordinates are given by optimal 
values usually when targets (goals) are measured in different 
units, so that the amount of proximity stakes does not make 
sense, without having dimensional homogeneity. Therefore, 
it will be necessary to continue with the normalization of 
objectives (goals). Thus, the degree of proximity as the 
relative deviation between the j objective and its ideal value 
is determined by: 

 
( )j j

j
j j

z z x
d

z z

∗

∗
∗

 − =
 − 

 

 
where dj represents the degree of proximity of the normalized 
objective j and z* j is the anti-ideal of this objective - the 
worst possible value for objective j in an effective set 
(efficiency). The normalized degree of proximity is limited 

between 0 and 1. Thus, when a target reaches its ideal value, 
its proximity is zero; on the contrary, this scale becomes 
equal to one when the objective in question reaches an equal 
value with the anti-ideal. If we now represent Wj preferences 
that the decision-making center relates to the discrepancy 
between achieving the j and its ideal goal, compromise 
programming is consistently consistent in seeking more 
efficient solutions closer to the ideal. So, this programming 
process is based on whether the optimal solution is to find the 
closest point to the ideal. This proximity is measured by the 
mathematical concept of distance. 

There are many distances, apart from the Euclidean, the 
best known, and the question is which ones should be used. 
In fact, the process simplifies, as it is shown that the range of 
distance solutions from the ideal point is the one that is 
minimal, the so-called distance of Manhattan L1 and 
Chebysev L∞ respectively are minimal. 

These points are unchanged as they depend on the given 
weighting (weighting) of each known target and must reflect 
the preferences of the decision-making center. These weights 
are placed in the expression of the distance, so that the result 
is as follows: 
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where: jz∗ - the ideal value, jz∗  - the anti-ideal value, Wj - the 
weight of each objective. 

For example, we have calculated the tradeoffs for 
different weights. Here, the same weighting is considered for 
the two objectives, twice more important for one of them, and 
also one of them four times more important than the other. 
The resulting groups of compromise are shown in Tab. 4 

 
Table 4 Compromise solutions L1 and L∞ 

Weight factor Distance Cost Emission CO2 Coal Win. Bio. Hyd. Solar 
euro/MWh g/kWh GW/year GW/year GW/year GW/year GW/year 

W1=1 L1 36.55 850.17 4178 200 100 500 22 
W2=1 L∞ 36.33 852.15 4188 200 100 500 12 
W1=1 L1 33.30 905.37 4450 0 100 450 0 

W2=0.8 L∞ 34.11 889.58 4372 28 100 500 0 
W1=1 L1 34.38 884.65 4348 52 100 500 0 

W2=0.9 L∞ 35.00 873.71 4294 106 100 500 0 
W1=08 L1 36.34 852.05 4187 200 100 500 13 
W2=1 L∞ 38.23 834.39 4100 200 100 500 100 

W1=0.9 L1 36.44 851.11 4183 200 100 500 17 
W2=1 L∞ 37.83 838.12 4119 200 100 500 81 

 
For example, we calculated the groups of compromises 

for different weights. Here the division of the same weight is 
considered for both objectives, (W1 = 1, W2 = 1), (W1 = 1, W2 
= 0.9), (W1 = 1, W2 = 0.8) and (W1 = 1, W2 = 1), (W1 = 08, W2 
= 1), (W1 = 0.9, W2 = 1). The weight groups, placed in the 
expression of the distance (L1, Linf), resulting in compromise, 
are reflected in Tab. 3. 

Any type of energy in optimal solutions can be seen in 
Tab. 2, introducing the cost of generation and the respective 

CO2 emissions. As an illustration, a compromise has been 
made in detail on the case of the same importance for two 
objectives that are considered certain. 

This compromise set is graphically shown in Fig. 4. 
As it can be observed, wind energy appears in this set of 

compromises, albeit with a slightly lower share. However, 
solar energy does not appear, because the generation cost is 
very high, as shown in Tab. 5 that is observed. 
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Figure 3 Graphically solutions of L1 and L∞ 

 

 
Figure 4 Compromise values of Linf and Li Distance 

 
Table 5 Compromise solutions for energy sources L1 and L∞ 

Energy Sources Distance Li Distance L∞ 

Coal 4178.09 4237.85 
Wind 200 200 

Biomass 100 100 
Hydropower 500 450 

Solar 21.91 12.14 
 
4 CONCLUSION  

 
Optimization is an engineering discipline where extreme 

values of design criteria are required and often there are 
numerous conflicting criteria to be addressed. Meeting one 
of these criteria comes at the expense of another. Therefore, 
multi-purpose optimization deals with conflicting objectives. 
From various papers presented in the literature, it is noted 
that no single optimization approach is superior; rather, the 
selection of a specific optimization method depends on the 
type of information given in the problem, designer 
preferences, solution requirements, and the availability of 
software application. 

In the treated example of electricity planning for a given 
region, the introduction of the CO2 emission criterion along 
with generation costs modifies the outcome of the electricity 

planning. So by reducing the amount of coal, the more 
expensive options are offered, but with lower CO2 emissions. 
The simplifications used for this example are useful in that 
the results are used not as absolute values but rather as 
indicators for decision making. In-depth analysis would 
include better definition of assumptions, taking into account 
a greater number of criteria for decision-making, such as 
other socio-economic or environmental variables. 

The compromised programming approach gives the 
decision maker the most efficient system for generating 
electricity, which is closer to reality than that achieved by 
optimizing a single objective, as has been done in the past. 
But besides programming with compromise, actually the 
analytical hierarchy process method [19] is quite preferred by 
decision-makers. Although AHP is not without theoretical 
difficulty, its iterations with a decision-making team makes 
it a very convenient tool to extract preferential weight within 
the context of energy planning. 
 
Notice 
 

The paper was presented at MOTSP 2020 – International 
Conference Management of Technology – Step to 
Sustainable Production, which took place from 30th 
September – 2nd October 2020 in Bol, island Brač (Croatia). 
The paper is not and will not be published anywhere else. 
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Predictive Maintenance of Cash Dispenser Using a Cognitive Prioritization Model 
 

Archana Dixit*, Amol B. Mahamuni 
 

Abstract: In this technical paper, we address the issue of predicting cash dispenser (addressed as ‘Device’ henceforth) failure by harnessing the power of humungous data from 
service history, logs, metrics, transactions, and plausible environmental factors. This study helps increase device availability, enhanced customer experience, manage risk & 
compliance and revenue growth. It also helps reduce maintenance cost, travel cost, labour cost, downtime, repair duration and increase meantime between failures (MTBF) of 
individual components. This study uses a cognitive prioritization model which entails the following at its core; a) Machine Learning engineered features with highest influence on 
machine failure, b) Observation Windows, Transition Windows and Prediction Windows to accommodate various business processes and service planning delivery windows, and 
c) A forward-looking evaluation of emerging patterns to determine failure prediction score that is prioritized by business impact, for a predefined time window in the future. The 
model not only predicts failure score for the devices to be serviced, but it also reduces the service miss impact for the prediction windows. 
 
Keywords: Cash Dispenser Failure Prediction; Cognitive Prioritization Model; Feature Engineering; Machine Learning; Predictive Maintenance (PdM) 
 
 
1 INTRODUCTION  
 

 Maintenance is a vital area that controls major cost 
savings and revenue. According to the International Society 
of Automation (ISA), more than $647 billion is lost each year 
due to downtime. All businesses have strived to achieve cost 
effective maintenance, high availability and customer 
satisfaction. Retail Banks are no different. They too have 
grappled with maintenance processes to alleviate downtime 
for a long time. Lack of a formal commitment and the 
easiness with which consumers can switch to competitors 
make the process of building trust among consumers even 
tougher for retail bankers. The consumers need to be able to 
get the service they want on a desired time. Otherwise, 66% 
of them will simply switch banks on account of an 
unfulfilling service needs. 

Cash dispenser devices are getting more and more 
powerful everyday by supporting capabilities such as 
Passbook updating, Cash-Cheque Deposits, Money Transfer, 
Statement printing, Voucher Printing, Electronic Purse 
Upload, Wire Transfer, Update Personal Information, Cross-
Selling, Advertising, Special Interest and so on. Sudden 
failure and unplanned maintenance of these devices can have 
substantial impact on not only banking specific services but 
also revenue generating streams. It also directly impacts 
customer relationships. Therefore, there is an urgent need to 
rise from preventative or reactive maintenance to predictive 
maintenance. 

This study introduces predictive maintenance 
capabilities that can immensely help  
• Identify failures in advance leading to the optimization 

of logistics and associated functions 
• Lower downtime by a significant factor 
• Spill over benefits from optimized cash in transit 

activities 
• Increase reliability and operational efficiency. 

This study uses three rolling time windows 
‘Observation’, ‘Transition’ and ‘Prediction’ to determine 
explanatory features and window of prediction. Features 
pertaining to inventory and machine components are treated 

as static while features pertaining to maintenance/service 
history, errors generated by the machines, environmental 
changes, and transactions are treated as dynamic. Dynamic 
features are designed in view of aforementioned time 
windows. Observation window depicts the slice of data 
consumed by the model during model training and prediction 
generation. Transition window signifies the time required to 
process, prepare and make the data compatible to generate 
predictions. Predictions are generated for four weeks into the 
future to allow adequate time for engineering team to act 
upon the predictions and perform maintenance activities on 
the identified devices or their components. 

 

 
Figure 1 Time Windows for Predictive Maintenance Model 

 
The remaining structure of this paper is organized as 

follows. Section 2 represents existing and related work on 
predictive maintenance. Section 3 focuses on the proposed 
method employed and describes the following; data used, 
exploratory data analysis, feature engineering, architecture of 
the proposed solution followed by model training and its 
evaluation. Section 4 discusses the results obtained in detail. 
Section 5 reviews the impact, stance and contribution of this 
solution. Section 6 highlights the most relevant aspects of this 
study and how it could easily be extended to other sectors. 
Finally, Section 7 concludes this paper by throwing light on 
the plausible approaches that could be leveraged in the future 
to make this Predictive maintenance solution more robust. 
 
2 RELATED WORK  
 

An extensive study of literature, purposes and available 
approaches is explained by the authors in [1]. Work carried 
out by other authors [4, 5] in this area also focuses primarily 
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on generic approaches around predictive maintenance. Some 
of them focus on challenges and reliability aspect of PdM in 
their study [6], while others focus only on the cost and 
economic aspect [2, 15, 19]. While there are studies done for 
Industrial and IoT devices [10, 11, 12, 14, 16], there are only 
a handful studies available for cash dispenser devices [21] 
wherein only event/error logs are considered as variables to 
perform Time Series Classification. Strong indicators of 
failures could be gleaned out from service history, metrics, 
transactions, etc. which is missing from the existing work in 
this field. The focus of this study is to harness the power of 
data points from service history, logs, metrics, transactions, 
and plausible environmental factors to get a holistic view 
around the device and component failure. 

 
3 PROPOSED METHOD 
 

This study uses a well-defined leading methodology 
used by industry data miners all over the world called Cross 
Industry Standard Process for Data Mining (CRISP-DM) 
(depicted in Fig. 2). It entails framing business questions, 
understanding data, preparing it for model training, 
modelling, evaluation and deployment.  
 

 
Figure 2 Processes performed in CRISP-DM Methodology 

 
This study leverages two years’ worth of data with 

approx. 10K inventory. Multidimensional data encompasses 
crucial information from inventory, service history, error 
logs, transactions, and environment. The grain is at the device 
component level. Translation Activity Report (TAR Code) 
from inventory is used to identify modules/components for 
prediction (TAR Code structure is illustrated in Fig. 3). 
Preliminary analysis of data reveals that Cheque and Cash 
Deposit Module (CCDM) is the most profoundly used 
component of the device. Therefore, it is chosen to illustrate 
the approach used in this study. 
 

 
Figure 3 TAR code structure 

3.1 Exploratory Data Analysis (EDA) 
 

An extensive EDA is performed during this study to 
understand data distribution before applying any model. 
Univariate, Bivariate & multivariate analysis is performed to 
understand distribution, association & correlation of these 
variables better. The following Figs. 4, 5, 6 & 7 are some of 
the visuals (illustrative not exhaustive) depicting the same. 
  

 
Figure 4 Inventory by Original Equipment Manufacturer (OEM) 

 
Most of the inventory used in this study belongs to one 

specific OEM model. In addition, CCDM module accounts 
for most of the service tickets confirming that it is indeed the 
most often used component during transactions. 

 

 
Figure 5 Service tickets by module/component 

 
Service tickets show a downward trend, aptly so as banks 

strive hard to reduce these numbers (Fig. 6). 
Fig. 7 depicts primary problem areas for the CCDM 

module. 
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Figure 6 Service tickets Monthly Trend 

 

 
Figure 7 Problem areas for CCDM module 

 
Our EDA does not exhibit any prominent issues with the 

data with respect to missing values or outliers. Data is mostly 
clean and tidy. 

 
3.2 Feature Engineering 
 

Predictions are generated at module or component level 
and therefore, features are also engineered for each module. 
As described earlier, there are two types of features used in 
this study; static & dynamic. Static features are time windows 
independent and dynamic features respect time windows 
mentioned beforehand. 

Inventory details like ‘OEM’, ‘Age’, ‘TAR Action’, 
‘TAR problem’ etc. are static. Only active inventory 
(Devices that are not yet deinstalled) is considered for this 
study. ‘Last Failure’, ‘Uptime’, ‘Last Visit’ etc. are computed 
using Observation Window and most recently closed ticket. 
Transaction features ‘Operation Count’, ‘Served Count’, 
‘Reversed’ etc. are created by performing aggregation. Error 

features ‘Err Type 1 Count’, ‘Err Type 2 Count’ and so on 
are computed for each error type. Error time elapsed features 
are also computed for each error type. Mean Time Between 
Failure (MTBF) features are computed too using error 
information. Features Avg MTBF, Weighted MTBF, etc. are 
computed using statistical measures. Ticket features ‘Last 
Preventive’, ‘Preventive Ticket Count’, ‘Repair Count’, etc. 
are computed using aggregation and business rules. These 
dynamic features contribute to significant chunk of 
explanatory variables used in this study. Target variable has 
two classes; ‘Failure’ & ‘Operational’ making it a binary 
classification supervised machine-learning problem. All 
these features are generated for each module. 
 
3.3 Predictive Maintenance Architecture 
 

The following flow represents the predictive 
maintenance (PdM) architecture employed in this study (Fig. 
8). Data from various sources is collected and integrated into 
a single coherent source. Various data wrangling and 
munging techniques are leveraged to make it tidy and 
compatible for machine learning model training. Features are 
generated with respect to both time windows and business 
rules.  

 

 
Figure 8 Predictive Maintenance Architecture 

 
This study uses DB2 database to extract and store 

predicted results for subsequent actions. It leverages open 
source programming language R to perform data extraction, 
data preparation, data transformation, statistical modelling, 
machine learning model building, training & evaluation. 
Meaningful actionable insights are also extracted using R’s 
visualization libraries. Generated predictive insights are used 
for optimized resource allocation, effective maintenance and 
inventory optimization. 
 
3.4 MODEL TRAINING & EVALUATION 
 

Data for CCDM module suffers from imbalance of 
classes; ‘failure’ & ‘Operational’. Therefore, sampling 
techniques; upsampling, downsampling, SMOTE are 
employed to create a dataset with balanced classes. Inbuilt 
weightage techniques provided in R libraries are also 
leveraged to overcome class imbalance issue. Cross 
validation and bootstrapping strategies are used in splitting 
train and test datasets to tackle overfitting issues. Numerous 
experiments are carried out for each module and algorithm 
combination by tuning various hyperparameter nobs to arrive 
at the optimal parameter values resulting in best performance 
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of the model. Figs. 9 - 11 depict results for few of such 
experiments. 

The following algorithms are used to perform model 
training and prediction of failure for each module; 
RandomForest, XGBoost, Support Vector Machines, 
Adaboost, and Generalized Linear Model. Multiple models 
are trained and validated before selecting a best one for 
scoring and prediction on new unseen data. 
 

 
Figure 9 Recall and Precision for AQ (CCDM) module for experiment 1 

 

 
Figure 10 Recall and Precision for AQ (CCDM) module for experiment 2 

 

 
Figure 11 Recall and Precision for AQ (CCDM) module for experiment 3 

 
In this study we are more concerned about how many of 

the actual failures are predicted as failures by the model, i.e. 
recall rather than vanilla accuracy or the model. Recall is 
mathematically defined as the ratio of accurately classified 
positive classes by model and actual positive classes. 
Therefore, in our study we focused on reducing Type II error 
or false negatives to achieve the best possible recall.  
 
4 RESULTS 
 

Subsequently, it is observed that the ensemble algorithm 
Random Forest performs best for the data at hand. It gives us 
the highest recall and outperforms other algorithms. 
Generated insights could also be categorized as high, 
medium or low based on the prediction probability of each 
module/component to specify severity of the failure. High 
severity failures may then be attended to on a priority basis. 
This novel framework preserves time-driven business 
process in perspective while generating predictions to 
facilitate adaption based on relatedness, reliability and 
efficiency factors. 
 

 
Figure 12 Recall and Precision for AQ (CCDM) module using Random Forest 
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5 OUTLOOK & IMPACT 
 

There may be a reduction of approx. 40 - 50% in reactive 
tickets if generated predictive insights are taken into account 
and acted upon well within the predictive window.  

Fig. 13 describes predictions generated for two rounds 
for illustrative purposes. Prediction impact analysis is 
performed by visualizing device count with prediction 
failures vs device count with reactive tickets for failure in 
future prediction window. There were sixteen out of total 
thirty devices that were predicted in round 1 would have 
reactive tickets in future. Similarly, there were ten out of total 
twenty-five devices that were predicted in round 2 would 
have reactive tickets in future.  
 

 
Figure 13 Predictions vs Reactive Tickets for Prediction Rounds 

 
Further, such analysis shows that there is an increase in 

device availability by 2% if this solution is implemented for 
predictive maintenance. Meantime between failures of 
individual components is almost doubled. The solution 
identifies failures in advance leading to the optimization of 
logistics and associated functions. Downtime is also lowered 
by a significant factor. First touch resolution is increased 
within a week of ticket logging. Repair duration, labor cost 
and travel costs are lowered noticeably too. Retail banks are 
able to attain spillover benefits from optimized cash in transit 
activities, as they relate to second line maintenance. 
 
6 CONCLUSION 
 

In this work, we have studied how machine learning 
heuristic models augmented with sophisticated feature 
engineering mechanism could be used to empower retail 
bankers by predicting component that are mostly likely to fail 
in the next four weeks. Multidimensional data from disparate 
touch points of devices is employed to facilitate predictive 
maintenance in real time.  

This study could easily be prolonged to predict failure in 
other devices such as POS machines, Self-checkout kiosks, 
etc.  
 
7 WAY FORWARD 
 

This study has several avenues of enhancement to add 
more capabilities into the overall Predictive maintenance 
solution.  

• Sensor Data could be married with existing 
multidimensional data to enrich and form 360-degree 
view of devices and respective components 

• Inclusion of data indicating any kind of social unrest 
leading to vandalism may help boost model’s prediction 
power. 

• This could easily be extended to predict failures in Data 
centers, servers, and other IT infrastructure devices 

• The state-of-the-art techniques Deep Learning, LSTM, 
HTM may also be leveraged to improve model 
performance and thereby prediction capabilities 

• Prescriptive capabilities could further enhance the 
solution and assist engineers in resolving issues with 
quick turnaround. 

• This approach may be experimented with Python 
programming language to design an overall offering. 

 
Notice 
 

This paper was presented at IC2ST-2021 – International 
Conference on Convergence of Smart Technologies. This 
conference was organized in Pune, India by Aspire Research 
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Lance Design for Scrap Melting Aggregates 
 

Ladislav Kovar, Pavel Novak*, Tomas Hapla 
 

Abstract: Metallurgical aggregates, which are used for metal waste melting, are equipped with lances for blowing gaseous media. These gaseous media allow especially scrap 
melting and intense homogenization of the resulting melt. In connection with this, the blowing systems are developed both for blowing of gaseous media itself on the bath surface 
or into the melt and for blowing of the gas mixture with powdered substances. When designing the blowing systems and the individual lance tips and nozzles, it is necessary to 
respect certain criteria, the derivation of which is based on long-term experience and acquired knowledge in this field. The submitted paper summarizes the design 
recommendations, including the determination of the selected design characteristics of the nozzles for blowing gaseous media on the bath surface in the metallurgical aggregate. 
These design characteristics help designers and engineers to design systems that meet the high demands on quality, efficiency and operational reliability. 
 
Keywords: blowing lance; gas blowing; iron scrap melting; metal scrap processing; nozzle; steel production  
 
 
1 INTRODUCTION  
 

If gaseous medium is blowed into metallurgical 
aggregate for waste metal processing, then we want to 
achieve certain technological effect at melt processing or 
gaseous products. Within this context the character of 
mutually interaction between blown gas and melt or 
generally told by environment inside of reactor, which is 
substantially affected by lance design, is very much 
important. Wide spectrum of various lance designs are used 
in thermal reactors at different industrial branches which are 
intended to different purposes [1-5]. In the following text we 
will focuse most of all to refine lances used in metallurgical 
aggregates for scrap iron processing. 
 
2 FACTORS AFFECTING REFINE LANCES DESING 
  

Metallurgical aggregates for iron waste processing 
(melting) are equipped with various types of lances for 
gaseous media blowing. Design of the lances is given by the 
purpose for which the lances are designed. The main 
technological process is provided by the so-called refining 
lances by which refining oxygen is blown to the surface or 
below the melt level. It depends on the construction of the 
aggregate [6, 3]. 

Lance design has a significant influence on the 
parameters of the output stream of refining oxygen, which 
significantly influences not only the metallurgical parameters 
but also the economic indicators of the aggregate [7, 8]. 

It is therefore necessary that the lance design respects 
also requirements for lance service life and reliability of the 
production unit in addition to the above-mentioned 
indicators. Multinozzle lances (lance tips) with convergent-
divergent and cylindrical nozzles (see Fig. 1) are designed for 
refining oxygen blowing, the number of which depends on 
the intensity of the O2 blowing and in case of oxygen 
converter there are from three to six nozzles. The mutual 
position of the nozzles depends on the design of the lance tip. 
When designing and assessing nozzle function, we proceed 
with the following parameters: 

• maximum O2 mass flow rate through lance and the 
corresponding O2 resting pressure in the lance, 

• optimum number of nozzles and cross-sections ratio, 
• static pressure value in front of the nozzle, 
• corresponding value of the flow pulse and the action 

coefficient of the outlet stream on the melt bath, 
• dimensions of the reactor working profile (spraying, 

angle between nozzles), 
• the area on the bath surface which is affected by the 

outlet stream and the penetration of the O2 outlet stream 
into the melt. 

 
Lances for blowing of gaseous media on the melt surface 

in the working space of high-temperature reactors for metal 
making are exposed to severe working conditions [9]. In the 
case of oxygen blowing into the steel bath, there is intensive 
heat generation, metal and slag spraying on the lance tip [10], 
and at the same time waste gases are released. It is reported 
that the surface temperature of the bath (reaction zone) 
reaches values from 2000 to 2500 °C [11] and the 
temperature difference between the remaining volume of the 
bath is in the range of 400 to 700 °C [12]. Operating 
experiences shows that the following factors have a decisive 
impact on the service life and perfect function of the lance: 
• radiation effect of the bath and reactor lining, 
• thermal effect of exhausted gaseous products, 
• effect of melt spraying on the lance tip, 
• aerodynamic characteristics of the lance, 
• position of the nozzle in the workspace - distance of the 

nozzle from the bath surface, 
• quality of the materials used for lance manufacturing, 
• manufacturing method, 
• blowing intensity, 
• number, shape and dimensions of individual nozzles in 

the lance, 
• design of the cooling system (central, peripheral). 
 

All these factors are related to the heat load of the lance 
and especially its tip. The outer surface of the lance is 
therefore exposed to a high heat load. To prevent breakage of 
the lance material, we must keep the material temperature 
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within the appropriate limits and hence there is the need to 
cool the lance. Lance inner surface is intensively cooled. 

Water is used as the cooling medium. However, the lance 
material is exposed to high thermal stresses, which may cause 
cracks especially at the weld points between the copper lance 
tip and other steel parts. The design of the lances should meet 
the following requirements: 
• simplicity with regard to production and assembly, 
• use of suitable materials, 
• minimum heat consumption from the reactor working 

space, 
• optimal media supply with respect to pressure losses, 
• optimal shape of the cooling system, avoiding 

incrustation and excluding film boiling, 
• low noise intensity, 
• as small splash and melt ejection as possible together 

with maximum oxygen utilization, 
• as long service life as possible, service life should not be 

lower than the duration of the high temperature reactor 
campaign. 

 
3 FORGED AND CAST REFINING LANCES TIPS 
 

It is said that in the case of the basic oxygen furnaces, the 
lance service life is about several hundred heats. It may be 
from 100 to 500 heats and it depends on many individual 
parameters of steel melting shop [11]. 

The material used to manufacture lance tips is 
electrolytic copper [13]. It is a material which has a high 
thermal conductivity and therefore the thermal stresses do not 
appear at such intensity as it would be in the case of other 
materials. Conversely, it was shown that the deoxidation 
elements such as e.g. phosphorus, which are contained in a 
limited amount in the copper acts against diffusion of oxygen 
into the surface of the lance tip and thus prevent cracking. 
Although these small amounts of chemical elements reduce, 
to a certain extent, the thermal conductivity, they can, on the 
other hand, prolong the service life of the lance. 

The tips of the upper refining lances of the steelmaking 
aggregates (LD converters, heard furnaces. EAF) are, at the 
present time, manufactured in the form of forgings and (or) 
castings [12]. Forgings have to be machined to the final form, 
and the individual parts are then soldered and welded 
together. 

Examples of the lance tips designed for so called upper 
blowing to the oxygen converter and which consist of several 
forgings are shown in the Fig. 1 and Fig. 2. 

While the lance tip in Fig. 1 consists of six forged parts 
and has six connecting points (nine places for total lance head 
assembly), in Fig. 2 there is a lance tip consisting of three 
forged parts (Fig. 3) and it has only three connecting points 
(six places for total lance tip assembly). 

Another advantage of the lance tip in Fig. 2 is the fact 
that the connecting plane between the inlet and the outlet part 
is moved further from the front face of the lance tip, thereby 
making it better protected from the thermal load from the 
front face of the lance tip. 
 

 
Figure 1 Three-stream lance tip consisting of four parts 

 

 
Figure 2 Three-stream lance tip consisting of three parts 

 

 
Figure 3 Main parts of three-stream lance tip from Fig. 2 

 

 
Figure 4 Longitudinal cross-section of the cast lance tip 

 
Cast components, on the other hand, save material, 

reduce production costs and simplify production and 
assembly. An example of a cast lance tip is shown in Fig. 4 
and Fig. 5. 
 
4 COOLING OF REFINING LANCES 
 

The cooling system design is of great importance for 
increasing the lance service life. Lances are cooled by 
technical water at a pressure of 0.5 to 1.0 MPa. Cooling water 
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velocity inside the lance tip is in the range of 1.8 to 6 m/s. 
Stagnation areas of the cooling water flow should not be in 
this system, as the bubble boil then change to the film boil 
and thus the coefficient of heat transfer from the nozzle wall 
to the cooling water decreases sharply and the lance tip may 
be burnt through. 
 

 
Figure 5 Multinozzle lance tip with central convergent-divergent nozzle 

 
Under operating conditions there are thermodynamic 

changes in both the working space of the high temperature 
aggregate and the parameters of the cooling water. These are 
in particular the heat transfer coefficient from the working 
space to the lance tip material, the cooling water flow 
velocity and the purity of the inner walls changes. 

Good cooling of the lance and inner nozzles also depends 
on the thickness of the walls. The thickness of the lance tip 
wall depends on its dimensions, design, construction, 
production technology and type of use, and ranges from 6 to 
12 mm [12]. 

Because of lance high heat load the thermal stresses arise 
during operational period, which may ultimately lead to the 
deformation of the particular outer tube [14]. Bellows or 
stuffing compensators are used to compensate these adverse 
effects of thermal expansion.  

If we go back to the layout (design) of the lance tips in 
the Fig. 1 and Fig. 2, then cooling water is directed through 
the cooling rings, which can be divided or in whole. 
 

 
Figure 6 Multinozzle lance tip with central front part cooling 

 
Structural design of cooling channels must ensure 

continuous velocity changes of cooling water flow in the 
whole area of cooling ring. Cooling water velocity gradually 
increases and reaches a maximum when entering into the 
output annulus formed by the lance outer pipe and the pipe 
which divides water inlet and outlet.  

Central convergent-divergent nozzle with a single or 
two-layer nozzle arrangement (see Fig. 5) or profiled nozzles 
with a central cooling system (see Fig. 6) are lance tips 
designed to increase the cooling effect. 
 
5 RECOMMENDATIONS FOR MASS FLOW AND TOTAL 

PRESSURE IN FRONT OF NOZZLES SELECTION 
 

Assuming that the stagnation pressure of the blown 
oxygen in front of the nozzle p0 will be in the range of 0.6 to 
1.3 MPa and the mean value of the oxygen blowing intensity 
will be 3 mN

3/t·min, then for determination of oxygen mass 
flow rate for oxygen converter derived regression 
dependency which is expressed as a function of the 
maximum value of the oxygen mass flow rate Qm-max (kg/s) 
to the weight of the melt Gtav (t) is used in following shape: 
 

0 996
m-max tav0 0731 .Q . G= ⋅                                                      (1) 

 
Above equation was derived from the parameters of 

operated oxygen converters.  
In the case of hearth furnaces, the following parameters 

of blown oxygen were considered:  
- pressure of blown oxygen in front of the nozzle p0 = 0.6 

up to 1 MPa,  
- the intensity of blowing will be around 1.2 mN

3/t·min 
 
For hearth furnace relation listed below is recommended: 

 
1 208

m-max tav0 0086 .Q . G= ⋅                                                      (2) 
 

Value of the oxygen stagnation pressure before the 
nozzle po (MPa) is another characteristic which is one of the 
determining parameters of the flow momentum values and 
also of blown oxygen concentration.  

For converter operation following relation was 
established: 
 

0 104
o tav0 6755 .p . G= ⋅                                                            (3) 

 
po - oxygen stagnation pressure before the nozzle (MPa). 
 

For hearth furnace an analogous relation is valid: 
 

0 107
o tav0 5041 .p . G= ⋅                                                            (4) 

 
6 RECOMMENDATIONS FOR NOZZLE GEOMETRY 

SELECTION 
 

Convergent-divergent nozzles with the neck of a 
cylindrical shape are the most commonly used. Diameter of 
the cylindrical shape neck together with nozzle outlet 
diameter are other important characteristics. 

Important thing is that in design flow mode of oxygen 
through the nozzle and considered one-dimensional 
isentropic flow of ideal gas without considering flowing 
losses so called flow critical state occurs in the throat. 
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Throat diameter is then nozzle critical diameter dkr. 
Value of critical diameter dkr (m) is calculated from known 
values of stagnation pressure p0 (MPa) and stagnation 
temperature T0 (K) at corresponding oxygen mass flow (Qm 

max) and at selected number of nozzles in lance tip n (1) 
according following relation. 
 

1
1o

m-max kr
0

2 2
1 1

p
Q n S R

T
κκ

κ κ
−   = ⋅ ⋅ ⋅ ⋅ ⋅    + +  

                (5) 

 
After substituting for κ (for oxygen κ = 1.4) and R (for 

oxygen R = 259.78) and editing we can write the following 
expression for n nozzles 
 

o
m-max kr

0
0 042483

p
Q . n S

T
= ⋅ ⋅ ⋅                                        (6) 

 
This expression can also be expressed depending on the 

critical diameter (dkr) of the nozzle (see Fig. 9). 
 

o
m-max kr

0
0 033366

p
Q . n d

T
= ⋅ ⋅ ⋅                                        (7) 

 
Among the number of nozzles in the lance tip n, the 

diameter dkr and melt weight Gtav, using the previous 
expressions (1) - (7) and assuming that the total temperature 
before the nozzle is T0 = 25 °C, then for oxygen converter 
following relationship is valid 
 

0 446
kr tav

10 00751 .d . G
n

= ⋅ ⋅                                                  (8) 

 
and this expression for hearth furnace 
 

0 5505
kr tav

10 00298 .d . G
n

= ⋅ ⋅                                                (9) 

 
Graphic representation of critical diameter change, 

which are expressed by relation (8) is in Fig. 7. 
 

 
Figure 7 Functional dependence dkr = f(Gtav) 

An important characteristic of the oxygen nozzle is the 
ratio of the output and critical cross-section (Sv and Skr) 
expressed depending on the ratio of the stagnation pressure 
in front of output cross-section of the nozzle pok (surrounding 
environment pressure) and stagnation pressure in front of the 
nozzle po [15]. For convergent-divergent nozzle in design 
mode, condition pok = pv is valid, where pv is the static 
pressure in the output cross-section. Then following relation 
is valid. 
 

v
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0 24943
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     −   
     

                                   (10) 

 

 
Figure 8 Functional dependence Sv/Skr = f(pok/po) 

 
This function (10) is graphically shown in the Fig. 8 and 

Fig. 9 shows selected nozzle dimensions and parameters. 
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Figure 9 Representation of selected dimensions and areas of the nozzle  
 
7 CONCLUSION 
 

Quality of blowing systems for high-temperature 
reactors for metal production and processing is a necessary 
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prerequisite for quality and continuous production. Utility 
properties of blowing systems depends, among other things, 
especially on high-quality design of their construction. 

The main results of the presented article are the 
following: 
1) operating requirements for lances (nozzles) have been 

established, 
2) requirements for  lance (nozzle) design have been 

established, 
3) formulas (1), (2), (3) and (4) may be used to determine 

the  maximum mass flow and total pressure before the 
nozzle for oxygen converter and hearth furnace, 
provided that the flow conditions are observed (see 
Chapter 5), 

4) formulas (8), (9) and (10) were derived to calculate the 
critical nozzle diameter for oxygen converter and hearth 
furnace, 

5) the area (diameter) of the nozzle output cross-section can 
be determined using formula (11). 
 
Selected main design recommendations and 

characteristics that were mentioned in the submitted paper 
help designers and engineers to design systems that meet the 
high demands on service life, quality, efficiency and 
operational reliability [16]. 
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