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Abstract: Sleep apnea is the cessation of airflow at least 10 seconds and it is the type of breathing disorder in which breathing stops at the time of sleeping. The proposed model uses type 4 sleep study which focuses more on portability and the reduction of the signals. The main limitations of type 1 full night polysomnography are time consuming and it requires much space for sleep recording such as sleep lab comparing to type 4 sleep studies. The detection of sleep apnea using deep convolutional neural network model based on SPO2 sensor is the valid alternative for efficient polysomnography and it is portable and cost effective. The total number of samples from SPO2 sensors of 50 patients that is used in this study is 190,000. The performance of the overall accuracy of sleep apnea detection is 91.3085% with the loss rate of 2.3 using cross entropy cost function using deep convolutional neural network.

Keywords: continuous single bio-parameter recording; deep convolutional neural network; deep learning; type 4 sleep study; portable sleep apnea detection

1 INTRODUCTION

The type of studies used in our system is type 4 sleep studies, which also refers to continuous single bio-parameter or dual-bio parameter recording. The minimum number of signals that can be used in this type 4 studies is one or two channels such as oxygen saturation and airflow [3-6, 12-30]. Normally type 4 studies do not have EEG and EMG signals, so scoring sleep is not possible. It can be used to identify respiratory sleep disorder during sleep time. The use of oxygen saturation and tracheal sound via acoustic sensor is another alternative to type 4 sleep studies. The primary purpose of using the deep convolutional neural network model for the detection of sleep apnea is to learn parameters or features for the model from the training dataset [7]. The performance of the model is related to the learned parameters in order to determine whether the sample of the signal contains sleep apnea event or not [7-9]. The relationship between the interpretability of the different parameters and the performance of the deep convolutional model is a challenging task for the detection of sleep apnea. A variety of different convolutional neural networks can be used for image classification task; however, only a smaller percentage of them is used for the detection relating to sound waves or the signal processing. The designing and testing of good convolutional neural network model is similar to the black box and needs to be done in a substantial amount of trials and errors because of the inner mechanism of the CNN model [9]. The representation of the signals from the sensor gains a lot of attention in the deep learning model. The proposed model is inspired from the image classification in which the amplitude from the sensors wave data can be seen as the digit vector figures, which can change to any dimensional shape for matrix vectorization or factorization. The main challenge of the sleep apnea detection is that the signal representation is not clear due to continuous nature of the high frequency breathing signal waves. The objective of proposing the biological signal to deep learning model is to fill the gap between the nature of deep learning and continuous nature of the biological signal from the sensors. The use of convolutional neural network model is a plausible and proper solution to interpret and learn the time series nature of the high frequency SPO2 signal [30-32]. After carrying out five empirical experiments for the validation and testing of sleep apnea detection, the result shows that it can provide meaningful interpretation for the clinical professional. The major contribution of the paper can be summarized as follows:

- A deep learning approach using convolutional neural network is proposed for the detection of sleep apnea in order to explore the segment of the time series data whether apnea occurs or not.
- The accuracy and loss rate SPO2 signal are compared with other approaches of sleep apnea detection using SPO2 signal.

The rest of this paper is organized as follows. The deep learning steps which include data collection, data preparation and segmentation, selection of deep learning model, training, testing, hyper-parameter tuning and prediction, are illustrated in section 2. The system design of the deep learning model can also be seen in Section 2. The performance evaluation results of our system are discussed in Section 3 with five empirical studies using subject validation of 50 patients. The studies contain 190,000 samples of the patients who have sleep apnea. However, the seriousness level of sleep apnea for each patient is different depending on the AHI index and the condition of the patients. Finally, Section 4 concludes and highlights the potential of future research direction for sleep apnea detection.

2 DEEP LEARNING STEPS

The biological neural network of human brain decision making inspires the proposed deep learning model using convolutional neural network [7, 9, 31, 32]. It is based on the single stimulus in which a number of neurons carries messages through electrochemical process, which is required for decision making. In the real world, the identification and prediction of sleep apnea by deep learning method would
facilitate patients with sleep apnea disease [1]. The deep learning model allows to learn from the feature to represent the nature of the data and its patterns. There are two types of trends in deep learning known as supervised learning, in which training data includes both input and desired output, and unsupervised learning, in which training data contains input but not the desired output [31]. Fig. 1 represents the deep learning process in general such as data collection, data preparation and segmentation, deep learning model design such as deep convolutional neural network, training, testing, hyper-parameter tuning and prediction.

2.1 System Design

The design of the detection of sleep apnea can be seen in three layers in which the first layer, second layer and third layer are data collection layer, analysis layer and diagnosis layer respectively and can be seen in Fig. 2.

The first layer is for collecting the data on the oxygen saturation from the patient in order to detect sleep apnea. The second layer is for analysis of the detection of sleep apnea. In the third diagnosis layer, the number of events of sleep apnea occurrence can be identified together with how serious the sleep breathing disorder is for the patients. The third layer is called the diagnosis layer in which health care professional identifies whether the identification of sleep apnea is correct or not.

For one-dimensional feature vector as shown in Fig. 3, the segmented signal will be labelled before being put in the system. For example, if \( X \) is assumed as one segmented SPO2 signal, \( X_a = \{x_1, x_2, x_3, \ldots, x_n\} \) in which \( n = \text{sampling rate} \times \text{one epoch (30 sec)} \) and \( x_n \in X_a \) and \( X_a \subseteq X \), where \( x \) is a random variable representing the signal data per second. Before putting it into the deep learning model, each segmented signal is stored in the feature vector as follow.

\[
\begin{array}{ccccccc}
X_1 & X_2 & X_3 & \ldots & X_{n-1} & X_n & \text{Apnea/ Not Apnea} \\
\end{array}
\]

According to Fig. 4, the figure illustrates how the sleep apnea event occur. There are three consecutive time events known as \( t_1, t_2, \) and \( t_3 \). When breathing stops, the brain sends some signals to the muscle in order to do breathing. This kind of arousal event can be seen in the EEG electrodes’ signal that are attached to the patients’ head. This event can be seen and is marked in \( t_2 \) time segment. The arousal event from the EEG electrode, respiratory signals flat event can be seen in the following Fig. 5 and Fig. 6.

As for the event relating to the time \( t_1 \) from Fig. 4, it is significant that the signals coming from the nasal pressure, thermistor, thoracic and abdomen decreased and the signals become flat compared to the normal trend line. This kind of event can be seen in Fig. 5. In other words, these four signals
drop significantly compared to the normal breathing condition. The first four signals highlighted in blue are thermistor, nasal pressure, thoracic and abdominal signal.

After occurrence of the signal drop in these four signals, the oxygen desaturation occurs in SPO2 signal highlighted in red. The abrupt shift of the brain signal from the electrodes with the frequency of less than 16% which does not include spindle and it can last for at least 3 sec. When the sleep apnea occurs, this event is highlighted using green and a red box in Fig. 6.

As a result of the lung stop breathing, the occurrences of oxygen desaturation can be seen in the $t_3$ time event of SPO2 signals relating to Fig. 6. The C3-M2 means the central electrode on the left side of the brain is referenced to the right pre-auricular electrode near the right ear. The C4-M1 means the central electrode on the right side of the brain is referenced to the left pre-auricular electrode near the left ear. The F3-M2 means the frontal electrode on the left front side of the brain is referenced to the right pre-auricular electrode near the right ear. The F4-M1 means the frontal electrode on the right side of the brain is referenced to the left pre-auricular electrode near the left ear. The O1-M2 means the occipital electrode on the left front side of the brain is referenced to the right pre-auricular electrode near the right ear. The O2-M1 means the occipital electrode on the right side of the brain is referenced to the left pre-auricular electrode near the left ear. One of the findings is that the heart rate began to increase after the oxygen desaturation event happened in time $t_3$.

2.2 Apnea/Hypopnea Event Detection

The flat signals do not mean that the signal is very flat because the up and down can be seen according to minute, second and hour view. The baseline amplitude for the apnea is the preceding 3 to 6 breaths in which time segment before and after the event is represented as $t_1$ and $t_3$ respectively, and the amplitude before and after the apnea event is represented as $A_1$ and $A_2$ respectively in which $t_1 < t_2 < t_3$. If the maximum relative amplitude for the apnea threshold is set to 10 percent, it means that $A_2$ divided by $A_1$ should be less than 10 percent and the apnea event is detected if the amplitude of the event is twenty percent or below of preceding data according to Fig. 7. For the hypopnea event the maximum threshold is less than 70 percent according to AASM manual scoring 2017.

The following Fig. 8, illustrates that the minimum duration of the event that can be identified as apnea or hypopnea is ten seconds. It is highlighted in red bounding box in which $T$ is equal to ten seconds.

2.3 Deep Convolutional Neural Network

The simplified version of the convolutional neural network is portrayed in Fig. 9 in which the first layer is the input layer, the last layer is the output layer which can be identified whether certain segment from the sensor has apnea or not, and the layers between the first and last layer are the hidden layers.

The following Tab. 1 represents the summary of the design of the deep convolutional neural network in which ten layers are used. Moreover, it includes three two-dimensional convolutional layers and three max pooling layers. After running the deep convolutional neural network model for each empirical study, there will be 32,614 trainable parameters for the convolutional neural network and 794 samples are used for training and 3,178 samples are used for...
testing. Each sample has 484 data points of SPO2 signal with the frequency of 16 Hz. The proposed model includes pooling and two-dimensional convolutional layers, the flatten layer, dense layer and dropout layer. There are 320 parameters for the first convolutional layer, 9,248 parameters for the second convolutional layer and 18,496 parameters for the third convolutional layer. In addition, there are 4,160 parameters for the first dense layer and 390 parameters for the third dense layer. The nature of the convolutional layer is to extract features, and to learn the special characteristic of the input signal. The pooling layer that takes the maximum value reduces the dimensionality of the model without losing the features or pattern. In addition, the fully connected layer is also known as the dense layer, which can be used as a final layer for prediction.

<table>
<thead>
<tr>
<th>Table 1 Deep Convolutional Neural Network Design</th>
</tr>
</thead>
<tbody>
<tr>
<td>Layer (type)</td>
</tr>
<tr>
<td>conv2d 1 (Conv2D)</td>
</tr>
<tr>
<td>max pooling2d 1</td>
</tr>
<tr>
<td>conv2d 2 (Conv2D)</td>
</tr>
<tr>
<td>max pooling2d 2</td>
</tr>
<tr>
<td>conv2d 3 (Conv2D)</td>
</tr>
<tr>
<td>max pooling2d 3</td>
</tr>
<tr>
<td>flatten 1 (Flatten)</td>
</tr>
<tr>
<td>dense 1 (Dense)</td>
</tr>
<tr>
<td>dropout 1 (Dropout)</td>
</tr>
<tr>
<td>dense 2 (Dense)</td>
</tr>
<tr>
<td>Total params: 32,614</td>
</tr>
<tr>
<td>Trainable params: 32,614</td>
</tr>
<tr>
<td>Non-trainable params: 0</td>
</tr>
<tr>
<td>Train on 794 samples, validate on 3,178 samples</td>
</tr>
</tbody>
</table>

3 PERFORMANCE EVALUATION

It can be seen that five empirical studies are made using the accuracy metrics of the proposed deep convolutional neural network model using fifty patients and each empirical study includes 3,700 to 4,000 sample data of ten patients. Each empirical study is illustrated in two figures: one for accuracy and the other for loss. The cross entropy is used for calculating the loss rate. The overall performance of the proposed model is 91.3085 percent. The comparison between proposed convolutional neural network model and the other models can also be found in this performance evaluation section. It contains the comparison different classifier such as linear discriminant analysis (LDA), support vector machine (SVM), bagging representation tree, artificial neural network using SPO2 signal and the proposed convolutional neural network of deep learning model.

The summary of the comparison of five empirical studies regarding training prediction loss can be seen in Fig. 11 in which scenario 1, scenario 2, scenario 3, scenario 4 and scenario 5 are illustrated using blue, orange, green, purple and cyan trend line respectively. In this paper, the total number of patients that participated in the detection of sleep apnea is fifty patients and subject specific scenario validation is used with the split rate of 0.2. Each of the scenarios had ten different patients of different age, BMI, weight, AHI index. All of the trend lines relating to training loss were going down until the number of twenty iterations and at the same time, they fluctuated and were unstable until twenty iterations. They became more stable after 20 iterations. The stable condition for training prediction loss was between 20 iterations to 100 iterations.

![Figure 10 Comparison of training accuracy for five empirical studies](image)

<table>
<thead>
<tr>
<th>Table 2 Comparison between different types of classifier for sleep apnea detection.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref</td>
</tr>
<tr>
<td>[29]</td>
</tr>
<tr>
<td>[30]</td>
</tr>
<tr>
<td>[31]</td>
</tr>
<tr>
<td>[32]</td>
</tr>
<tr>
<td>Proposed Model</td>
</tr>
</tbody>
</table>

According to Tab. 2, the SPO2 signals are used for the comparison between the proposed model and other classifiers. The proposed model outperformed the other models with the accuracy of 91.3085 percent with the split.
rate of 0.2 in which the training data is 20 percent (794 samples) and testing data is 80 percent (3178 data samples).

The following Tab. 2 illustrates the comparison between different types of classifier such as LDA, SVM, Bagging representation tree, artificial neural network for sleep apnea detection. It can be seen that deep convolutional neural network has the accuracy of 91.3085 percent. In other word, the model can predict very well for 913085 data out of 100,0000 data. The other model use only a few percentage data for testing and a huge percentage of data for training. However, the twenty percent of data are used for the training and 80 percent of data are used for testing in order to avoid overfitting in the proposed model for detection of sleep apnea. Actually, the twenty percent used for training is not small enough for the proposed model because of 8 hours of sleep recording for each patient. Fifty patients involve in this five empirical studies. The other model uses the standard database with a few amount of data, however proposed model use own database after collecting data of fifty patients who have sleep apnea with the help of health care professionals from the sleep lab.

4 CONCLUSION

As a summary, the preparation and segmentation the data model is a crucial step before feeding into the deep learning. The experiment of deep learning using deep CNN (convolutional neural network) model is tested using SPO2 using subject validation with the split rate of 0.2 in order to avoiding overfitting problem. The overall accuracy for the entire sample using subject validation is 91.3085 in which the trend line for testing is better than the trend line for training.
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THE EMPirical STUDY: ENCOURAGING STUDENTS’ INTEREST IN SOFTWARE DEVELOPMENT USING TEST-DRIVEN DEVELOPMENT

Aziz NANTHAAMORNPHONG, Stephane BRESSAN

Abstract: The supply is not matching the demand on the market for software developers. While the enrolment in undergraduate computer science courses is increasing, few students are interested in and committed to becoming software developers. It could be that students are overwhelmed by the software development methodology that they are taught. We are consequently looking for a constructivist approach to software engineering able to effectively engage learners. We empirically evaluated whether test-driven development (TDD) is able to improve the quality of both learning and of software development in the classroom. Although numerous studies have outlined the benefits and effects of TDD in the classroom, none of those studies have focused on measuring students’ interest in and attitudes toward using TDD in the classroom. We present a study evaluating the impact of TDD on the engagement and focus of learners of software development in the classroom. The results illustrate that the use of TDD in the classroom encourages learners to engage and focus.

Keywords: empirical software engineering; software engineering education; test-driven development

1 INTRODUCTION

"By 2020, one of every two jobs in science, technology, engineering, and mathematics will be in computing," according to Bobby Schnabel, executive director and chief executive officer of the Association for Computing Machinery [1]. The enrolment in undergraduate computer science courses is increasing. Yet, the demand, the number of jobs in computing, outruns the supply, the number of students graduating in computer science and related fields, according to the report "Assessing and responding to the Growth of Computer Science Undergraduate Enrolments" by the American National Academies of Science, Engineering and Medicine [2]. Stack Overflow 2019 Developer Survey Results [3] suggest that the majority of software developers are Web developers (although this may be a bias inherent to the Stack Overflow community) and that they are not necessarily computing graduates. This highlights the existence of a market for trained software developers able to work on challenging applications such as distributed and embedded systems.

If well managed, this phenomenon is an opportunity for all countries with the right education policies and the right academic curricula and the right methodologies. Developing countries, in particular, can diversify their industry and workforce and further tune into the growing service and knowledge economy. Illustratively, Oichi Okoshi, president and chief executive officer of Toyota Tsusho Nexty Electronics (Thailand) Co., Ltd. believes that "Thailand has a lot of potential to become a hub of automotive software development" [4].

This is however even more challenging than it looks as, while the number of students wanting to study computing and pursue a career in computing is increasing, it is not necessarily the case that a sufficient number of these students are interested in coding and are actually motivated and able to effectively learn to code. In its report [2], the American National Academies of Science, Engineering and Medicine further acknowledges that academically trained software developers end up not being properly equipped to meet the requirements of the software industry.

Typically, the teaching pattern of software development starts with programming fundamentals such as variable declaration and assignment, control structures (e.g., if-then-else, for and while statements) and other language structures (e.g., functions), after which exercises or problems are assigned to the students. This pattern parallels a well-known software development process: The Waterfall Model [5]. In this model, software development begins by acquiring Software Requirements for Software Design. Implementation then starts with code writing. Finally, Testing is performed once the code is complete. Both the teaching methodology and the Waterfall model emphasize a conceptually top-down approach from the abstract to the concrete. Consequently, students focus on executing software with no runtime error. Diving from the height of the software requirement into the code without anything to guide them, students can only rely on a trial and error approach [6] in which debugging is the main activity. They actually generally test their programs with only a handful of test cases after the code is finished. Testing of all operational conditions is rarely performed. Paradoxically, testing is assumed to be completed when the program runs without error. As a result, software development projects fail in practice. In addition, the time spent on software development is increasing because fixing bugs is time consuming, albeit the main activity.

In this top-down approach, students misunderstand system requirements or cannot find a solution to the assigned global problem. They cannot write code to meet the requirements and get hopelessly lost in meaningless debugging of program errors and random attempts to fix failures to run.

Piaget’s theory of cognitive development [7] was the seminal impulse to constructivist pedagogy [8]. Constructivist instructional approaches try and actively
involve learners in the construction process of meaning and knowledge. Clearly, constructivism suggests bottom-up approaches. We look among the modern agile software engineering methods one that can provide both the active involvement and the rigor needed.

Test-Driven Development (TDD) is a method of software development and is part of Extreme Programming, which is an agile software development method [9]. Agile software development has been a popular method in the global software development community since 2001. Because of the complexity of software systems, the popularity of agile development has been increasing. Agile development can synchronize communications among developers, users and customers regarding software requirements. Essentially, agile software development operates in a short cycle, and the developer selects numerous functionalities to develop in each cycle. Once the chosen functionality has been developed and delivered to the customers, those customers can rapidly perceive the tangible outcomes that satisfy their requirements. The customers can give feedback and suggestions from the beginning of the development process, significantly decreasing the risk that the system will not satisfy their requirements. The result is higher software quality [10]. Additionally, TDD is recommended for teaching students about software development because TDD helps improve the software development process [11], [12]. The researchers seem to agree that TDD is an enjoyable way to work on the programming task [13]. The TDD approach involves writing the test code before the functional code. Therefore, the developers write the code for testing before writing the actual functional code and test the production code using the created testing code. Programming is done in cycles for every function. After passing the test, the developers can improve the quality of the code, since the work in this stage is only to ensure that the code works properly; the result can be a poor-quality program. Updating the code is called Refactoring. The refactoring process changes the internal structure of the software but does not alter the functionality and is done to enhance the quality of the software – for example, by addressing feature envy – which can be refactored using ‘move method’ [14, 15]. Repetitive tasks can be implemented as a superclass; any function can then call this super-class from the regular class, helping prevent duplication and reduce lines of code.

As far as we are aware, there is a lack of empirical evidence presented in the literature as to whether TDD can be instrumental in sparking student, particularly undergraduate student, interest in software development. Therefore, we are interested in TDD adoption by students in software development studies. The main research question of this study is as follows: Can test-driven development encourage student interest in software development?

2 RELATED WORK

Janzen suggested that academics benefit from adopting the TDD teaching approach to teach testing. Textbooks and instructional materials are expected to incorporate this approach, since TDD can help improve software development [16]. In later years, Janzen and Saiedia [17] investigated whether the use of TDD in teaching and learning can lead to better software systems. The study indicates that although software quality is better, the research still lacks an examination of students’ feelings and attitudes about the use of TDD for assigned tasks. Another study by Pencur et al. [18] involved two groups of developers. Group 1, Iterative test-last (ITL), used the traditional testing method, which is to test the program after the code was finished. Group 2 incorporated TDD. The comparison shows that TDD is not substantially different from ITL on code coverage but is significantly different in quality in that the use of TDD results in better code quality.

Edwards [19] evaluated the effects of using TDD when teaching undergraduate students in the classroom and found that students demonstrated the effectiveness and accuracy of the test. The students obtained higher scores and encountered fewer programming errors. Another study was conducted by Buffardi with the goal of motivating new programmers to use TDD [20]. The result indicates that TDD helps produce higher-quality code.

The study of TDD use among professional developers shows that it is a well-respected tool in the software industry [21]. Preliminary reports on TDD testing with experts in software development illustrate that TDD helps improve software quality and encourages rigorous testing. This evidence suggests that the trend among developers in the use of TDD enhances testing capabilities in the software industry [22], [23].

A comparative study of TDD use among university students and expert groups that utilized TDD in real-world environments showed that compared to the student group, the expert group paid more attention to and preferred to use TDD [24].

Desai et al. [11] suggested that TDD is a possible solution for improving students’ software testing skills. They also showed that TDD exposes students to analytical and comprehension skills, both of which are needed in software testing. Mäkinnen and Münch [25] performed a comparative analysis of empirical studies on the impact and potential of using TDD through observation. The results from the code quality comparison suggested that TDD can help reduce errors and improve both quality and maintenance time.

Causevi et al. [26] reviewed the literature on the limitations of adopting TDD in the software industry. Based on empirical evidence from 48 studies, the researchers identified the following factors as limiting the industrial adoption of TDD: 1) Increased development time; 2) Insufficient TDD experience/knowledge; 3) Insufficient design; 4) Insufficient developer testing skills; 5) Insufficient adherence to TDD protocol; 6) Domain- and tool-specific limitations; and Legacy code.

3 RESEARCH METHODOLOGY

To address the research question described in Section 1, we identify the following hypotheses: $H_{null}$: the student’s interest with the TDD method is not different from student...
interest with the waterfall model; \( H_{\text{alternative}} \): the student’s interest with the TDD method is different from student interest with the waterfall model.

In this study, we primarily conducted controlled experiments and interviews. The following subsections will detail the experimental setting and data-collection method.

### 3.1 Experimental Variables

Based on our hypotheses, we have set an independent variable as the *software development* method, including 1) the waterfall model and 2) the TDD method. The dependent variable is *student’s interest* in software development.

The fields of psychology and education students have very different definitions of “interest.” In this study, we defined interest as follows: *Interest is a feeling of satisfaction or attitude toward anything, any idea or any situation with a tendency of wanting to approach and know about that thing. This leads to perseverance to achieve the goal. Interest is the driving force that motivates people to do anything or represents the tendency for the person to choose. In terms of academics, interest is linked to academic success and is a key element in career skill development* [27], [28]. We used this definition to build the interest indicators for measuring the dependent variable. We have identified 5 indicators of interest as follows:

1. **Enthusiasm** about what is interesting: The purpose of this metric is to identify what students learned before, during, and after the experiment. Being enthusiastic about what interests the students is a driving force that motivates them to choose what they want to study. For example, if students are interested in programming, their interest might motivate them to pursue a career in software development.

2. **Self-study**: This metric provides an overview of what students learned more by themselves, which might be related to software development. It might also be related to software development but is not in the curriculum. For example, students can learn more about Python, which is within the scope of software development but is not taught in any courses at the university.

3. **Exercises**: This indicator studies information from student exercises. The topics for the exercises may be those in which the students are interested. For example, some students might choose to do the system analysis exercise but not the programming exercise.

4. **Exercise duration**: The purpose of this indicator is to study the time spent on the exercises because the amount of time spent by each student is different. For example, a student who takes more time to do exercises or does more exercises than others might want to understand the course material.

5. **Self-study duration**: This metric is intended to study the time used for self-study. For example, students who are interested in learning more about software development in Java may spend more time studying this topic by themselves than other subjects.

Once the interest indicator has been identified, we adopted metrics to design the questionnaire, which consists of open-ended questions and Likert-scale questions.

### 3.2 Data Collection

The data were collected using two methods: 1) questionnaires and 2) interviews. The questionnaires and interview questions include both quantitative and qualitative data collection. The data from the students before and after the experiment were analyzed both to determine whether the use of TDD in software development can encourage student interest and to study the impact of TDD on education.

Each questionnaire consists of both Likert-scale questions and open-ended questions. The interview questions are based on the open-ended questionnaire because we required in-depth information from the students that might not be present in their questionnaire answers. This strategy was used because the interviewees are free to answer questions, and answering in their own words is easier than writing formal responses; additionally, they can offer more comprehensive information. Details about the design of the questionnaires and interviews questions are described in the paragraphs to follow.

**Questionnaires** We developed the questionnaire to provide pre-test questions, post-test questions and TDD exercises. The questions in the questionnaire were examined by a software engineering expert with experience in software development and TDD research. There are two formats of the questions: 1) The open-ended question collects the student’s basic information and software development experience in object-oriented programming (OOP) courses and Java projects developed using the waterfall model. It also gathers information about the students’ interests in the field of software development, and 2) The Likert-scale question collects information about students’ interests in software development. There are five levels of answers: 1) Not at all interested, 2) Slightly interested, 3) Somewhat interested, 4) Very interested, and 5) Extremely interested.

This questionnaire was developed from our defined indicators of interest. Tab. 1-3 show the developed questions with indicators.

**Interviews** The interview was designed to be semi-structured. In a semi-structured interview, the interviewer can append or alter the questions during the interview. The interview questions are similar to the open-ended questionnaires but are intended to collect additional information from the students’ pre-test and post-test. These interviews collect more comprehensive information than the questionnaire since speaking is much easier than writing. In addition, the interview questions are more flexible; thus, the interviewer and interviewee can communicate better, especially when using technical terms.

### 3.3 PARTICIPANTS

The samples in this study consist of 52 students in the second-year of a software engineering program. We selected
these students because this study involves testing and refactoring, which is part of the students’ prior software engineering classes. Additionally, the second-year students have been taught basic programming and OOP. As a result, the students could understand the questions from interviews and questionnaires.

3.4 Controlled Experiment

The controlled experiment consists of four stages, including the pre-test, TDD training, experiment treatments, and post-test. 

Pre-test The pre-experiment was performed using questionnaires and interviews. The questionnaire survey was on paper, and the students were asked to answer the survey questions in the classroom beforehand. The students had 30 minutes to complete the questionnaire, which consists of 16 open-ended and closed-ended questions.

The interview questioning was in a semi-structured format in which the interviews were planned in advance. The interviewers included four researchers who were trained by the first author. The content of the interview concerned the students’ interest in software development and the software development model used before attending the TDD presentation. If necessary, each interviewer could ask questions in addition to the specified questions. The interview was conducted in a one-to-one format. The interviews were recorded via audio recording and note taking.

Prior to performing the experiment, we conducted the pilot study using designed questionnaires and interviews with 32 students who were not included in the main experiment. The students spent an average of 15 minutes to complete the questionnaire and 20 minutes to be interviewed. The pilot study aimed to examine the internal consistency reliability of the Likert scale questionnaire. We checked the reliability by calculating the Cronbach’s alpha coefficient based on the 32 respondents. The calculated coefficient was 0.89, which shows that the magnitude of the consistency of the questions was in the exact same direction (greater than 0.7). Based on this pilot study, we did not find any problems stemming from the questionnaire and interview.

TDD training One week after completing the questionnaire and interview, the second author taught TDD to the students. The topics covered in the lecture were as follows: 1) basic knowledge of TDD, 2) TDD and unit testing, 3) TDD software development tools, and 4) TDD software development examples. All 52 students participated in the lecture session.

Experiment treatments The students were assigned to develop the FizzBuzz program [29], which is an easy program that enabled students to understand the steps in the TDD process. FizzBuzz is a game that helps one learn division by assigning one integer value in four cases as follows:

- **Case 1** for an integer that can divided by 3, display the word Fiz;
- **Case 2** for an integer that can divided by 5, display the word Buzz;
- **Case 3** for an integer that can divided by 3 and 5, display the word FizzBuzz;
- **Case 4** for an integer that cannot be divided by either of the three cases above, display the input integer.

We asked each participant to implement the FizzBuzz game as two versions. For the first version, each participant developed the program using the waterfall model (non-TDD version). In the second version, the program was developed with TDD process (TDD version).

To implement the non-TDD version, the participants could choose any programming software development tools (e.g., NetBean, Eclipse, IntelliJ). For the TDD version, the participants were required to develop a FizzBuzz program using the TDD method with a JUnit plugin (version 4.0) integrated with Eclipse. The participants were asked to install JUnit within Eclipse on their laboratory computers by themselves and test whether JUnit worked properly. Once JUnit was successfully installed, the participants began implementing the program with the TDD process.

The participants developed the non-TDD and TDD versions in the morning (9:00 AM-11:00 AM) and afternoon (1:00-3:00 PM), respectively.

Post-test One day after the assigned tasks were completed, we conducted a survey using questionnaires and interviews. The post-test questionnaire was similar to the pre-test questionnaire, but there were additional questions about the effect of using TDD. The participants were asked to complete the questionnaires within 30 minutes.

4 RESULTS AND DISCUSSION

To examine how well the Likert-scale questions represented the research construct, we employed a statistical method known as confirmatory factor analysis (CFA [30]). The 8 Likert-question scores from the pre- and post-experiments were analysed with the CFA.

First, we measured how our data are suited for a factor analysis. To do so, we used Kaiser-Mayer-Olkin (KMO) and Bartlett’s test. Typically, if the value of $KMO < 0.5$, it is considered unsuitable to use a factor analysis. Bartlett’s test is a statistical hypothesis test. In this study, we assume Bartlett’s test in the questionnaire as follows:

- **Hnull**: The questions are not related
- **Halternative**: The questions are related

Based on an analysis of the Likert-scale questionnaire, the $KMO$ result equals 0.858, which is greater than 0.5; thus, the data are suitable for use with factor analysis techniques.

Additionally, the value of Bartlett’s test is less than 0.05, so $Hnull$ is rejected and $Halternative$ is accepted. As a result, it can be concluded that the indicators for the questions are correlated, and therefore, the factor analysis can be used. Next, we used principal component analysis (PCA) to examine whether all the questions included all measures of interest of the students. With the recommendation of Kaiser [31], components with eigenvalues greater than 1 should be
retained. In this case, we retain only component 1 as the principal factor.

### Table 1 Pre-test questions

<table>
<thead>
<tr>
<th>Questions</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Grade in OOP subject</td>
<td>Enthusiasm about topics of interest</td>
</tr>
<tr>
<td>2. What is your project in OOP about?</td>
<td></td>
</tr>
<tr>
<td>3. What is your reason for enrolling in software engineering?</td>
<td>Self-study</td>
</tr>
<tr>
<td>4. What do you know about &quot;software developers&quot;?</td>
<td></td>
</tr>
<tr>
<td>5. Are you interested in software development?</td>
<td></td>
</tr>
<tr>
<td>Why? (Interest is a feeling of satisfaction, curiosity,</td>
<td></td>
</tr>
<tr>
<td>pursuit of enjoyment, personal satisfaction toward an activity that</td>
<td></td>
</tr>
<tr>
<td>leads to perseverance to achieve the goal)</td>
<td></td>
</tr>
<tr>
<td>6. What is your language of interest?</td>
<td></td>
</tr>
<tr>
<td>7. How did you test the system in your previous class project?</td>
<td></td>
</tr>
<tr>
<td>8. Based on your past studies, which subjects are significant in the</td>
<td></td>
</tr>
<tr>
<td>study of software engineering?</td>
<td></td>
</tr>
<tr>
<td>(Significant subjects can affect your later education or may be</td>
<td></td>
</tr>
<tr>
<td>required in your software engineering career)</td>
<td></td>
</tr>
<tr>
<td>9. Which subjects have interested you in your previous software</td>
<td></td>
</tr>
<tr>
<td>engineering classes? (Interest is the satisfaction of learning a subject</td>
<td></td>
</tr>
<tr>
<td>that you would like to learn more about or study by yourself)</td>
<td></td>
</tr>
<tr>
<td>10. If training is provided as a seminar or workshop, which topic would</td>
<td></td>
</tr>
<tr>
<td>you like to study?</td>
<td></td>
</tr>
<tr>
<td>11. What is your expected career after graduation?</td>
<td></td>
</tr>
<tr>
<td>12. What is the average amount of time you spend on self-study?</td>
<td></td>
</tr>
<tr>
<td>(average time per week)</td>
<td></td>
</tr>
<tr>
<td>13. What is your preferred subject when you study by yourself?</td>
<td></td>
</tr>
<tr>
<td>14. If training is provided as a seminar or workshop, which topic would</td>
<td></td>
</tr>
<tr>
<td>you like to study?</td>
<td></td>
</tr>
<tr>
<td>15. Which kind of an assigned exercise?</td>
<td>Exercises</td>
</tr>
<tr>
<td>16. What is the average amount of time you spend to develop software</td>
<td>Exercise duration</td>
</tr>
<tr>
<td>from each assigned exercise? (average time per week)</td>
<td></td>
</tr>
</tbody>
</table>

### Table 2 Likert-Scale Questions

<table>
<thead>
<tr>
<th>Questions</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. You are interested in learning software development.</td>
<td>Enthusiasm about topics of interest</td>
</tr>
<tr>
<td>2. You are interested in practicing software development from the</td>
<td></td>
</tr>
<tr>
<td>exercises (Software development practice is in the form of a coding</td>
<td></td>
</tr>
<tr>
<td>exercise).</td>
<td></td>
</tr>
<tr>
<td>3. You are interested in practicing software development via self-study</td>
<td></td>
</tr>
<tr>
<td>(Software development practice is in the form of a coding exercise).</td>
<td></td>
</tr>
<tr>
<td>4. You are interested in learning about software engineering by yourself</td>
<td></td>
</tr>
<tr>
<td>(Studying software engineering topics such as learning a new method of</td>
<td></td>
</tr>
<tr>
<td>software development or a new programming language, etc.).</td>
<td></td>
</tr>
<tr>
<td>5. You are interested in modifying the interface from the assigned</td>
<td></td>
</tr>
<tr>
<td>exercise.</td>
<td></td>
</tr>
<tr>
<td>6. You are interested in participating in questions and answers during</td>
<td></td>
</tr>
<tr>
<td>class.</td>
<td></td>
</tr>
<tr>
<td>7. You are interested in self-learning.</td>
<td>Self-study and self-study duration</td>
</tr>
<tr>
<td>8. You are interested in spending time to complete the exercise.</td>
<td>Exercises and exercise duration</td>
</tr>
</tbody>
</table>

We then calculated a factor loading that illustrates the relationship between variables (questions) and the principal component (component 1). The loading factor values of all variables are greater than 0.5; thus, all variables have relationships within the principal component. Additionally, the Cronbach’s alpha values of all questions are 0.929, suggesting that all five indicators were within the same factor and that the variables were highly correlated.

### Table 3 Post-Test Questions

<table>
<thead>
<tr>
<th>Questions</th>
<th>Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Does the use of TDD affect your interest in software development?</td>
<td>Enthusiasm about topics of interest</td>
</tr>
<tr>
<td>Why?</td>
<td></td>
</tr>
<tr>
<td>2. How does the use of TDD affect your programming experience in the</td>
<td></td>
</tr>
<tr>
<td>laboratory?</td>
<td></td>
</tr>
<tr>
<td>3. When using the waterfall model or TDD in the same exercise, which</td>
<td></td>
</tr>
<tr>
<td>method produces fewer errors?</td>
<td></td>
</tr>
<tr>
<td>Why?</td>
<td></td>
</tr>
<tr>
<td>4. In the future, if you are required to create a project in class,</td>
<td></td>
</tr>
<tr>
<td>which test method will you use?</td>
<td></td>
</tr>
<tr>
<td>5. Which method do you believe provides more details in program testing?</td>
<td></td>
</tr>
<tr>
<td>Why?</td>
<td></td>
</tr>
<tr>
<td>6. From your perspective, does TDD contribute to software development?</td>
<td></td>
</tr>
<tr>
<td>Why?</td>
<td></td>
</tr>
</tbody>
</table>

### 4.1 Likert-Scale Questionnaire

Based on the 52 responses, the average score of each question was summarized by comparison of the mean scores of the pre- and post-experiments, which is shown in Fig. 1.

![Figure 1 The Likert-scale questionnaire's results](image)

The highlighted results of each question are as follows:

**Question 1** Students are interested in learning software development. Average scores of 4 for TDD (very interested) were higher than the waterfall model by 11.9%.

**Question 2** Students are interested in software development practice with exercises (The software development exercise serves as programming practice). The study found that after TDD, average scores of 4 (very interested) were higher than the waterfall model by 21.30%.

**Question 3** Students are interested in software development practice with self-study (Software development exercises serve as the programming practice). From the questionnaire after TDD study, average scores of 4 (very
interested) were higher than the waterfall model by 19.05%, and average scores of 1 (not at all interested) decreased by -4.76%.

**Question 4** Students are interested in learning more about software engineering by themselves (additional software engineering studies). Average scores of 5 (extremely interested) increased by 2.38%, and average scores of 4 (very interested) increased by 9.52%. Average scores of 1 (not at all interested) decreased by -2.38%.

**Question 5** Students are interested in modifying the interface display from the exercise. Average scores of 4 (very interested) increased by 11.91% after using TDD. Average scores of level 1 (not at all interested) decreased by -2.38%.

**Question 6** Students are interested in participating in the question & answer session in class. The results after TDD, average scores of 5 (extremely interested) were higher than the waterfall model by 2.38%, and scores of 4 (very interested) were higher than the waterfall model by 19.04%.

**Question 7** Students are interested in self-learning. The results after TDD study shows that average scores of 5 (extremely interested) increased by 7.14% and scores of 4 (very interested) increased by 14.29%. Average scores of 1 (not at all interested) decreased by -4.76%.

**Question 8** Students are interested in spending time working on the exercises. From the results of the questionnaire after TDD study, average scores of 4 were higher than the waterfall model by 23.81%.

In addition to the analysis with the Likert-scale questionnaire, we performed a statistical analysis with the paired Student’s T-test to prove our research hypotheses. The paired Student T-tests were analysed to compare the results of the pre-test and post-test total score of each participant (1 point denotes not at all interested and 5 denotes “extremely interested”). The results obtained from the paired Student’s T-test showed that the mean scores of the post-test are statistically significantly higher than the pre-test (p-value = 0.00365 at a confidence level of 95%). Therefore, $H_{null}$ was rejected, whereas $H_{alternative}$ was accepted, which means that the interest of the students who learned about TDD is different from their interest associated with the waterfall model. Based on the prior results, this may imply that the use of TDD can encourage a sample group to become more interested in software development.

### 4.2 Open-Ended Questions and Interviews

The answers for the open-ended questionnaires and interviews were descriptive data, which were analysed using a coding analysis method with ATLAS.ti software (http://atlasti.com/). We summarized the findings as follows:

**Finding 1 Effect on students’ interest in using TDD in software development.** From data collected from 52 questionnaires and interviews, TDD affects student interest in software development by 86%. Based on the responses of students who found that TDD affected their interest in software development, we classified the benefits of using TDD into 3 areas:

1) Errors found in the program. The respondents reported that TDD helped them easily check for program errors; thus, the number of errors was reduced. Additionally, they could find program errors from the beginning of the development process.

2) Program quality. In terms of the quality of the code, the respondents indicated that TDD helped them reduce the complexity because refactoring methods were used during the development. Additionally, refactoring reduced the number of lines of code. Some respondents mentioned that the code they wrote was more understandable after refactoring.

3) The time spent using TDD for programming. The respondents felt that TDD saved time because there were fewer steps. However, some of respondents mentioned that they were more familiar with the waterfall model than with TDD.

**Finding 2 The selection of software development methods between the waterfall model and TDD.** Based on the analysis, we divided the selection of software development methods into 4 groups: 1) Using TDD in the exercise (73%); 2) Using the waterfall model in the exercise (15%); 3) Writing the test code and actual code without refactoring (11%); and 4) The methods are not different (1%).

**Finding 3 Limitations of using TDD in software development from a student perspective.** We have included several limitations that some students mentioned with regard to using TDD in the lab during and after the experiment as follows: the students thought that the developers who write the code should not write the test code; there are several steps in TDD, so additional study may be required, but they are more interested in programming; they cannot use the experimental tool (Eclipse); if they learn more about TDD, interest will increase with their confidence; they are familiar with the waterfall model for writing the code and fixing the errors at the run time; they think of TDD as only a new software development process and is not interesting as new technology; they have a better understanding of both traditional software development and the waterfall model method; and they need to reorganize their programming to use the TDD method.

### 4.3 Discussion

We have set all five indicators of interest and verified the indicators with confirmatory factor analysis through the Likert-scale questionnaires. The results of the factor analysis show that the questionnaires can be used to ask questions to measure the interest of the experimental groups.

Based on the questionnaires and interviews from the pre-experiment, students who used the waterfall model of software development were not interested in system testing and project testing in class. The students performed the tests by entering random data for testing purposes, but they did not test the execution process of the code internally. The students made modifications to the system when the errors were encountered at run time. Additionally, based on the responses to the questionnaires and interviews, the students understand
that using Exception try-catch in Java is one way to test a system.

From the questionnaires and the interviews about additional study, 70% of the students were interested in additional programming studies. However, the students were not interested in studying system testing and the programming process or development methods for software.

The study found that the use of TDD in class contributed to students’ interest in software development. The questionnaires and interviews in pre- and post-experiment showed an increasing number of students who were interested in software development. The results of this study indicate that TDD could help encourage students’ interest in software development since today’s students are less interested in being software developers. The use of TDD could help encourage student interest and enables students to produce more efficient software and better quality code. This evidence paves a way to changing the learning style to produce better software developers into the industry.

These results are similar to those in previous works. For example, previous studies [16], [18], [20], [32] suggested that TDD should be used in a class to provide students with software development skills because it can help improve the quality of software development. In addition, the use of TDD shows that students make fewer programming errors [19].

5 THREATS TO VALIDITY

The threats to this study’s validity are divided into Construct, Internal and External threats.

5.1 Construct Validity

Construct validity is a consideration if the concepts being studied are correct and all selected studies can answer the research questions. In this study, we measured student interest using questionnaires, and we studied various theories related to the definition of "interest". Nevertheless, there are various definitions of interest in the existing literature, and there is no accepted definition of interest in software engineering research. Therefore, we combined existing definitions as the indicators to formulate the questions in the questionnaire. To reduce this threat, the research questionnaire was reviewed by a software engineering expert who works in software engineering education. Additionally, the questionnaire was determined with confirmatory factor analysis, and the results suggested that the questions involved the same factor.

5.2 Internal Validity

Internal validity focuses on the results of experiments. This study is an experimental study that uses designed questionnaires and interviews. Prior to the experiment, a pilot study was conducted to check the questionnaires and interview questions in terms of whether the students could understand the exact questions. In addition, before the actual experiment, we informed the participants that the results of the questionnaire and the interview had no effect on their scores in the studied subjects. Since the interview was semi-structured, the participants’ questions might have been different. We attempted to reduce this risk by asking the interviewers to discuss and practice together. Additionally, the lessons learned from the pilot study mitigated this threat.

5.3 External Validity

External validity focuses on the generalizability of the results of this study. The experiments in the study used a sample of students in software engineering who have completed basic programming classes in OOP and Java programming. Additionally, the program we used in this study is simple. The replicated experiment using larger programs and other student fields can help mitigate these threats.

6 CONCLUSION

This study aimed to enable students to learn and use TDD to encourage their interest using experimental methods and data collection from questionnaires and interviews. The results of the experiment have proven the research hypothesis: the students who were taught to use TDD were interested in software development at a different level than those who used the waterfall model. The students who used TDD in their studies were more interested in software development. Based on this study, we believe that the results of the research will help investigators in software engineering encourage interest in software development. Consequently, it also focused on software development methods and the emotional attitudes of software developers. The study is beneficial to educational personnel, especially in software engineering education, to change teaching methods and motivate students to become more interested in software development. Finally, it provides empirical evidence in software engineering regarding the use of TDD in the classroom, including constraints and recommendations for other researchers or educational personnel using TDD in teaching and learning.
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A GRAPH-BASED ALGORITHM FOR INTERPERSONAL TIES CLUSTERING IN SIGNED NETWORKS

Sumalee SANGAMUANG

Abstract: Social ties are formed as a result of interactions and individual preferences of the people in a social network. There are two opposite types which are interpreted as friendship vs. enmity or trust vs. distrust between people. The aforementioned social network structure can be represented by a signed graph, where people are the graph’s vertices and their interactions are graph’s edges. The edges can be positive and negative signs. To determine trustworthiness, this paper considers the problem of a signed graph partitioning with minimizing the sum of the negative edge’s weight and balanced size of its clusters. An efficient algorithm to solve such a problem is proposed. The experimental results show that the proposed algorithm outperforms in terms of the execution times and the accuracy within the given bounds.

Keywords: graph partition; min-cuts; signed graphs; social networks; social ties

1 INTRODUCTION

Recently, the social internet of things (SIoT) has been proposed and is the subject of a rapidly increasing research effort [1], [2] and [3]. The structure of SIoT has been formulated in [4] based on the notion of social relationships among the IoT objects. The aforementioned relationships can be represented by a signed graph where the vertices are the IoT objects and their interactions are the edges. The problem of service selection was discussed in [5] based on social influence. Given the set of IoT nodes providing the needed service, every node, after interaction with another node, gives a rating to the node based on the service it provides. All nodes interact among themselves based on a social network structure. Each object has to be provided with the best and most trusted reliable node.

In a social network, social ties are formed as a result of interactions and individual preferences of the people in a social network. One person may change to another in the causes of behavior related to reliability. There is a level of trustworthiness in a social network that can be determined by the PageRank [6-8]. Thus, the level of trustworthiness is considered from the values of PageRank incoming links. For real-world scenarios, there are two opposite types, i.e. there is trust versus distrust between the relationships. Thus, the edges should be the positive and negative signs.

Fig. 1 shows an example of a signed graph that represents the social relationships among IoT objects in a real-world scenario. This figure, trust is represented by a straight line, while distrust is represented by a dotted line. The level of trustworthiness is represented by the edge’s weight. If the edge’s weight is small, there is not enough trustworthiness. If the edge’s weight is large, there are high levels of trustworthiness.

On the other hand, if the edge’s weight is large, there are high levels of trustworthiness. The number of IoT devices and services is steadily increasing, and given the connectivity and reliability of a large signed chart of centralization systems, it is not efficient. A distributed system is a viable choice. In [5], a large-scale service selection problem was considered. Based on such a problem, the large signed graph has to be partitioned into smaller clusters for reducing execution times.

![Figure 1 An example of the minimal partition of the signed graph](image)

The set of clusters is called the partition of the signed graph. For each input graph, there is a number of possible partitions. This paper considers an optimization problem to find approximately the same cluster size that the sum of the weight of the negative external-edge’s is minimized while the sum of the positive external-edges is less than the given constant. A graph-based algorithm for interpersonal ties clustering in signed networks is proposed to solve the aforementioned problem. The example of the optimal partition is showed in Fig. 1. Let integers $k = 3$ and $\omega = 5$ and $G = (V, E)$ be a signed graph. The signed graph is partitioned into its minimal partition $P_c = \{G_1, G_2, G_3\}$ where the sum of negative external edge’s weight is $-21$, as a minimized edge’s weight, and the sum of positive external edge’s weight is $0$ (less than a given constant $\omega$).
2 PROBLEM DEFINITION INTRODUCTION

In this section, the notations and problem statement are defined as follows.

Definition 1 (Signed Graph): Let \( G = (V,E) \) be a signed graph which consists of \( n \) vertices. The vertices’ set \( V = \{v_1, v_2, v_3, v_4, \ldots, v_n \} \), and the edges’ set \( E = \{(v_i, v_j, w_{ij}) \mid i \neq j, w_{ij} \in I \} \).

Definition 2 (Cluster): Given \( G = (V,E) \), a graph \( G_c = (V_c, E_c) \) is a cluster of \( G \) where \( V_c \subseteq V \) and \( E_c \subseteq E \).

Definition 3 (Partition): Given \( G = (V,E) \), a set of its clusters \( P_c = \{G_1, G_2, G_3, G_4, \ldots, G_k\} \) is a called a partition of \( G \) that \( c \) is the number of clusters in the partition.

Definition 4 (Internal Edge): Given \( G = (V,E) \), and let \( P_c \) be its partition. For each cluster \( G_i \) in \( P_c \), a pair \((v_i, v_j, w_{ij}) \) \( \in E_c \) called an internal-edge. There are two types of an internal-edge, i.e., a negative internal-edge and a positive internal-edge. A set of a positive internal-edge is \( E_i^+ = \{(v^+, v^-, w^+) \mid w^+ \in I^+ \} \) while a set of a negative internal-edge is \( \) \( E_i^- = \{(v^-, v^+, w^-) \mid w^- \in I^- \} \) that \( E_i = E_i^+ \cup E_i^- \).

Definition 5 (External Edge): Given \( G = (V,E) \), and let \( P_c \) be its partition. For each cluster \( G_i \) in \( P_c \), a pair \((v_i, v_j, w_{ij}) \) \( \in E \backslash E_c \) is called an external-edge.

Definition 6 (Cut): Given \( G = (V,E) \), and let \( P_c \) be its partition. For each cluster \( G_i \) in \( P_c \), a set of the external-edges is called a cut \( C \) which consists of a set of positive external-edges \( C_p = \{(v^+, v^-, w^+) \mid w^+ \in I^+ \} \) and a set of negative external edges \( C_n = \{(v^-, v^+, w^-) \mid w^- \in I^- \} \).

This paper considers an optimization problem to find \( k \) a roughly equal size of the clusters that the sum of negative external-edge's weight is minimized, while the sum of positive external-edges is less than the given constant. For the problem instance, it is given \( G = (V,E) \) and positive integers \( k \) and \( \omega \). The problem returns \( P_c \) which consists of \( k \) roughly equal size of the clusters, meanwhile, the sum of the edge’s weight \( w_{ij} \) in \( C_n \) is minimized, and the sum of the edge’s weight \( w_{ij} \) in \( C_p \) is less than \( \omega \). This problem is the under category NP-hard by reducing to the min-cut max-flow problem.

3 THE ALGORITHM

In [9] and [10], an algorithm for partitioning a graph into balanced clusters with a minimal size of cuts was proposed. Based on the aforementioned algorithm, this section presents a heuristic algorithm to find balanced clusters whose sum of the negative external-edge’s weight is minimized, while the sum of positive external-edges is less than a given constant.

Algorithm 1 separates a signed graph \( G = (V,E) \) into its partition \( P_c \), with a satisfied condition at line 1. The sum of all edge’s weights in \( C_n \) is less than \( \omega \). The input graph is recurrently separating itself into a smaller cluster \( G_i \) until the size of \( P_c \) is \( k \) (line 9 to line 13).

In Line 9, the set of vertices of the input graph are separated into two subsets, \( X \subseteq V \) and \( Y \subseteq V \), with an equal size by using the Algorithm 2. Line 10 and line 11 create clusters from \( x_i \) and \( y_i \). Thus, both clusters are equal to the number of vertices and are contained within a partition of the input graph. This partition is called an exact bisection of the input graph. Since both clusters half-separate themselves at line 12 and line 13, the Algorithm 1 runs in \( O(|V| \log |V|) \) time.

Algorithm 1 Find the Cluster

Require: A signed graph \( G = (V,E) \) and constants \( k, \omega \).
Ensure: A partition \( P_c \).
1: if \( \Sigma(C_n) < \omega \) \& \& \( |P_c| < k \) then
2:     \( P_c = \phi \) then
3: \( \) else
4: \( \) end if
5: \( \) return \( \) P_c
6: \( \) end\n
Algorithm 2 is formulated based on the well-known heuristic algorithm which is called Kernighan-Lin [11]. The set of vertices \( V \) is separated into two disjoint subsets \( X \) and \( Y \) of equal or nearly equal size which minimizes the cost of crossing edges (the sum of the edge’s weight). However, the Kernighan-Lin algorithm is limited with the negative edges of the signed graph.

For determining the cost, let \( C_i \) be the internal cost of \( x \in X \), which is the sum of the edge’s weight \( w_{xy} \) between \( x \) and other nodes in \( X \), i.e., \( \Sigma_{w_{xy} \in X} (w_{xy})^2 \). Let \( C_E \) be the external cost of \( x \in X \) which is the sum of the edge’s weight \( w_{xy} \) between the nodes \( x \in X \) and \( y \in Y \), i.e., \( \Sigma_{w_{xy} \in X} (w_{xy})^2 \).

Therefore, the difference of the internal cost and the external cost is formulated as follows:

\[
D_x = C_E - C_I
\]

Moreover, the cost for an interchange between \( x \) and \( y \) is

\[
g_{x,y} = D_x + C_y - 2C_{x,y}
\]

The term \( C_{x,y} \) is the cost of the possible edge between \( x \) and \( y \).

The algorithm tries to find an optimal series of interchange operations between the elements, minimizing the sum of the external edge’s weight between \( x \) and \( y \), which maximizes \( g_{x,y} \) and then an optimal bisection of the input graph will be produced when the algorithm is finished. Algorithm 2 runs in \( O(|V| \log |V|) \) time.
Algorithm 2 Find the max cut

Require: Given $G = (V, E)$.
Ensure: The max-cut of $G$.
1: Randomly half-separates the set $V$ into sets $X$ and $Y$
2: while $g_{\text{max}} \leq 0$ do
3: Compute $D$ values for all $x_i \in X$ and $y_j \in Y$
4: Let $g, X^*, Y^*, X^*, Y^*$ be empty lists
5: Let $k \leftarrow |V|/2$
6: for $i \leftarrow 1$ to $k$ do
7: Find cost for the interchange between $x_i$ and $y_i$ by
   Eq. (2)
8: Remove $x_i$ and $y_i$ from further consideration in this
   step
9: Add $g$ to $g[i]$, $x_i$ to $X^*[i]$, and $y_i$ to $Y^*[i]$
10: Update $D$ values for the elements of $X^*[i]=X\backslash x_i$
    and $Y^*[i]=Y\backslash y_i$
11: Find index $i$ of $(x_i,y_i)$ which $g_{\text{max}} = \max_{i=1}^k g[i]$
12: end for
13: end while
14: if $g_{\text{max}} > 0$ then
15: Swap $X^*[i]$ with $Y^*[i]$
16: Set $X=X^*$ and $Y=Y^*$
17: end if

Fig. 2 shows an example of the clusters of the input graph by using the Algorithm 2.

\begin{figure}[h]
\centering
\includegraphics[width=0.7\textwidth]{example_clusters.png}
\caption{An example of the clusters of the input graph by using the Algorithm 2}
\end{figure}

4 EXPERIMENT EVALUATION

This section evaluates the performances, i.e., the partition’s execution times and the accuracy. The experimental results show the performances of the proposed algorithm and MINOS solver by measuring the execution times and the accuracy to the partition. Moreover, the performances of the proposed algorithm on a real-world large-scale signed social network are evaluated.

The experiments use the datasets from Slashdot [12], a signed social network that contains friend/foe links between the Slashdot’s users. This dataset was obtained in November 2008, November 2009 and February 2009 and it contains 77,350 users with 516,575 relationships, 81,871 users with 545,671 relationships and 82,144 users with 549,202 relationships.

| $|V'|$ | Minos Solver | Proposed Algorithm |
|------|--------------|--------------------|
| 40   | 1.07         | 0.21               |
| 80   | 5.24         | 0.39               |
| 120  | 13.11        | 0.41               |
| 160  | 89.13        | 0.56               |
| 200  | 245.43       | 0.69               |

| $|V'|$ | Cuts |
|------|------|
| 40   | 16   |
| 80   | 21   |
| 120  | 23   |
| 160  | 38   |
| 200  | 52   |

Tab. 1 shows the execution times of the proposed algorithm and MINOS solver. If the graph sizes are increased, the execution times of MINOS solver will rapidly increase. On the other hand, the execution times of the proposed algorithm are less than one minute. For example, at the graph size of 200 vertices, the execution time of the MINOS solver is 245.43 minutes, while the execution time of the proposed algorithm is only 0.69 minute.

Tab. 2 shows the sizes of cuts from the partitions using the proposed algorithm and MINOS solver. The sizes of cuts from the partitions using the proposed algorithm are always higher. However, these solutions are acceptable in the application for a social network analysis.

Tab. 1 and Tab. 2 present trade-off between the execution times and the accuracy. Since the MINOS optimizer is limited with solving very large-scale problems, the proposed algorithm is a viable choice. However, the execution times of the proposed algorithm had to be traded by its accuracy.

Tab. 3 shows the performances of the proposed algorithm on a real-word large-scale signed social networks, i.e., Slashdot in November 2008, Slashdot in November 2009 and Slashdot in February 2009. The experimental results show that the cuts of partitions from Slashdot in November 2008 are 1.14 percent, Slashdot in November 2009 are 1.93
percent and Slashdot in February 2009 are 2.17 percent, meanwhile, these execution times are less than one hour.

<table>
<thead>
<tr>
<th>Signed Networks</th>
<th>Execution Times (min.)</th>
<th>Cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slashdot (November 2008)</td>
<td>19.17</td>
<td>5873</td>
</tr>
<tr>
<td>Slashdot (November 2009)</td>
<td>57.62</td>
<td>10520</td>
</tr>
<tr>
<td>Slashdot (February 2009)</td>
<td>51.18</td>
<td>11905</td>
</tr>
</tbody>
</table>

For measuring the ranking accuracy, the Spearman’s rank correlation coefficient [13] has been used for determining the degrees of the ranking’s error. It is defined as $F(\sigma_1, \sigma_2) = \sum |\sigma_1(i) - \sigma_2(i)|$, where $\sigma_1(i)$ and $\sigma_2(i)$ are the rank of the vertex $i$ in the centralized vertices ranking and distributed vertices ranking, respectively. This value indicates the error from the distributed vertices ranking, higher Spearman’s footrule distance indicates higher degrees of the ranking’s error.

![Figure 3 The ranking accuracy of the proposed algorithm compared with the MINOS solver](image)

Fig. 3 shows the ranking accuracy of the proposed algorithm compared with the MINOS solver. The $X$-axis is the graph size in the ranges from 40 to 200, while the $Y$-axis is the Spearman’s footrule distance. The proposed algorithm can perform faster when compared with the MINOS solver, while the accuracy is still acceptable for the vertices ranking on social networks.

![Figure 4 The cuts of the proposed algorithm](image)

Fig. 4 shows impacts of the average degrees on the size in the ranges from 0 to 100, while the $Y$-axis is the size of the cuts. This experiment uses 150 different randomly selected subgraphs of Slashdot in November 2008 to create 150 balanced partitions.

In this figure, if the average degrees are increased, the sizes of cuts will rapidly increase until the average degree is 30. However, the graph sizes gradually increase when the average degree is over 30. Likewise, Fig. 5 shows the impacts of the average degrees on execution times. It can clearly be seen that the execution times of the proposed algorithm are the logarithm of the average degrees of the graph.

Based on the experimental results, the proposed algorithm is very efficient for partitioning a large-scale signed social network.

![Figure 5 The execution times of the proposed algorithm](image)

5 CONCLUSIONS

This paper considers an optimization problem to find roughly equal size of the clusters that the sum of negative external-edge’s weight is minimized, while the sum of the positive external-edges is less than a given constant. A graph-based algorithm for interpersonal ties clustering in signed networks is proposed to solve the aforementioned problem. The experimental results show that the proposed algorithm can perform faster when compared to the MINOS solver, while the accuracy is still acceptable for the vertices ranking on social networks. Moreover, experimental results show that the number of cuts has an upper bound which will be considered as an approximation bound in future works.
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EVALUATING BIOMETRICS FINGERPRINT TEMPLATE PROTECTION FOR AN EMERGENCY SITUATION

Ei Ei MON, Sangsuree VASUPONGAYYA, Montri KARNJANADECHA, Touchai ANGCHUAN

Abstract: Biometric template protection approaches have been developed to secure the biometric templates against image reconstruction on the stored templates. Two cancellable fingerprint template protection approaches namely minutiae-based bit-string cancellable fingerprint template and modified minutiae-based bit-string cancellable fingerprint template, are selected to be evaluated. Both approaches include the geometric information of the fingerprint into the extracted minutiae. Six modified fingerprint data sets are derived from the original fingerprint images in FVC2002DB1_B and FVC2002DB2_B by conducting the rotation and changing the quality of original fingerprint images according to the environment conditions during an emergency situation such as wet or dry fingers and disoriented angle of fingerprint images. The experimental results show that the modified minutiae-based bit-string cancellable fingerprint template performs well on all conditions during an emergency situation by achieving the matching accuracy between 83% and 100% on FVC2002DB1_B data set and between 99% and 100% on FVC2002DB2_B data set.

Keywords: biometric-based user authentication; biometric cryptosystem; cancellable biometrics

1 INTRODUCTION

Biometric-based authentication system uses unique and measurable biological characteristics of an individual to verify a person [1]. Biometric-based authentication is more convenient than other user authentication techniques based on passwords or smartcards. Passwords can be forgotten and smartcards must be carried. Biometric-based authentication systems are used in many applications such as law enforcements, healthcare, banking, access controls and smart phones. Fingerprint is a cheap and convenient way to identify someone because fingerprint scanners are small and cheap in comparison with other biometric capturing devices [1, 2]. However, a biometric-based authentication system has a serious drawback on privacy. Under a traditional fingerprint-based authentication system, an unknown original fingerprint image can be reconstructed from a stored fingerprint template [3, 4]. Therefore, biometric template protection (BTP) methods have been used for the security of fingerprint templates. Fig. 1 shows the fingerprint-based authentication system with the template protection.

The biometric template protection schemes are commonly categorized as feature transformation (or Cancellable Biometrics (CB)) and biometric cryptosystems (BCS) as shown in Fig. 2. In this work, two CB techniques are evaluated under an emergency situation for personal health record systems. One of the challenges in fingerprint template protections is the performance degradation after performing a template protection. This issue is amplified when the user is unconscious because the quality of the fingerprint image might be affected by many environment conditions and human errors. During an emergency, the emergency service person is the main person to collect the fingerprint images from the victim. Thus, the fingerprint image quality might be affected by environment such as wet or dry fingers and the orientation of the finger during the fingerprint collection process.

In this work, two CB techniques are evaluated with various fingerprint quality generated according to the environment conditions during an emergency situation such as wet or dry fingers and disoriented angle of fingerprint images. The result of this work will be further used for proposing an improved fingerprint feature transformation
approach for personal health record users during an emergency situation.

The remaining sections of this paper are organized as follows. Section 2 provides information on biometric template protection. The experimental settings are described in Section 3. Results and discussions are given in Section 4 while the conclusion is shown in Section 5.

2 BIOMETRIC TEMPLATE PROTECTION

The fingerprint-based authentication system consists of two main processes, including enrolment and authentication [2]. For the enrolment process, a fingerprint image is captured and features are extracted from the fingerprint image. The biometric template protection algorithm is performed on the fingerprint templates and stored in the system database as the protected templates. Depending on whether the biometric system is applied for the identification or the verification process, the authentication is performed differently. The verification system confirms the person’s identity by performing a one-to-one comparison between the queried fingerprint and the stored fingerprint template. The identification system performs a one-to-many comparison by searching the entire system database.

According to the international standard ISO/IEC 24745: biometric information protection, the biometric template protection schemes must meet these properties: irreversibility, unlinkability, revocability and performance [5]. The irreversibility means the reconstruction from the protected biometric template to the original image or the biometric sample, should be difficult. The unlinkability refers to the link between the protected biometric template from one application to another application should not be possible. The revocability means that the new template can be revoked and re-issued like a password in an event of the compromising template information. The performance property means that the template protection method should not degrade the recognition performance across a number of applications.

The feature transformation consists of the distortion or the transformation of the biometric features based on the transformation function [3]. According to the characteristics of the transformation function, this category can be further divided into the invertible transform (salting) and the noninvertible transform. Salting is one of the template protections approaches. The user specific extra information is added to the original biometric features using an invertible function with a key or a password. The user needs to remember the key and presents it during the authentication. Therefore, the security of the salting is relied on the protection of the key. The template will be compromised when the key is stolen. The main advantage of the salting is the incorporation of the additional information into the biometric template in the form of keys. It makes difficult for an imposter to guess the template. The main drawback of the salting approach is that the security of this scheme relies upon the secrecy of the key. In the noninvertible transform, a one-way function is applied on the biometric features. Unlike the salting approach, the noninvertible function does not rely on the secrecy of the keys. The difficulty of reversing the transformation function is the major protection of the biometric data. The protected template can be revoked and issued a new one by changing the transformation parameter in the case of compromising.

Template protection of this work is a cancellable fingerprint template generation approach. The literature review of cancellable fingerprint template generation approaches is described in Tab. 1. Researchers used different types of fingerprint features. Some approaches extracted not only minutiae but also singular point and other features [5, 6, 15, 19]. The resulted template representation was also different. Some methods performed the correlation-based matching [18]. The protected fingerprint templates were generated as a complex vector [6-8, 10, 12, 21-23] or a binary bit-string [11, 13, 14, 16]. In the design of cancellable fingerprint templates, some researchers focused on the template generation from the minutia information [9, 13, 16, 17, 20] while some researchers spent more effort on the design of non-invertible transformations [6-8, 10-11]. The protected templates in related works were generated in a binary form because of its simplicity in the feature representation. The design of non-invertible transformation functions in the related methods used a permutation process.

3 EXPERIMENTAL SETTINGS

Two cancellable fingerprint templates (CB) namely minutiae-based bit-strings CB and modified minutiae-based bit-strings CB are evaluated in this work. Fingerprint Verification Competitions (FVC) databases were used for evaluating both CB approaches. However, the fingerprints are modified to mimic the conditions of emergency situations described previously.
3.1 FVC Databases

The commonly used fingerprint evaluating databases are Fingerprint Verification Competitions (FVC) databases such as FVC2000, FVC2002, FVC2004 and FVC2006 [24-27]. Each FVC database is composed of four sub-databases DB1, DB2, DB3 and DB4. DB1, DB2 and DB3 were collected using optical, capacitive and thermal sensors, respectively. DB4 was created using Synthetic Fingerprint Generator (SFinGe). Each sub-database includes two subsets A and B. For three data sets (DB1, DB2 and DB3), subset A contains 100 fingers with 8 impressions (800 images) and subset B contains 10 fingers with 8 impressions (80 images). Fingers from set B have been available to allow a parameter tuning process and the benchmark is then tested by the fingers from set A. In FVC2000, the acquisition conditions were different for each database [24]. In FVC2002, the acquisition conditions were the same for each database [25]. Interleaved acquisition of different fingers causes differences in the finger placement. FVC2004 and FVC2006 databases were collected with the aim of creating a more difficult benchmark [26, 27].

3.2 Modified FVC Databases

During the emergency situation, the victim fingerprint cannot be placed in the same direction with the enrolled (registered) image. The collected fingerprint images can have variations such as wet finger, dry finger and the image acquisition style. Therefore, the input fingerprint images are modified in our work as proposed in [28] to create these three conditions. The fingerprint image brightness is changed to reduce the brightness by 70% (denoted B (-70)) and to increase the brightness by 35% (denoted B (+35)). The fingerprint image is rotated clockwise by 5 degrees (denoted CW5) and the fingerprint image is rotated clockwise by 10 degrees (denoted CW10). The fingerprint image is rotated counter clockwise by 5 degrees (denoted CCW5) and the fingerprint image is rotated counter clockwise by 10 degrees (denoted CCW10). Tab. 2 shows the samples modified fingerprint image used in this work.

### Table 2 Samples of fingerprint images in modified sub-data sets

<table>
<thead>
<tr>
<th>B(-70)</th>
<th>B(+35)</th>
<th>CW5</th>
<th>CW10</th>
<th>CCW5</th>
<th>CCW10</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Fingerprint Image" /></td>
<td><img src="image2.png" alt="Fingerprint Image" /></td>
<td><img src="image3.png" alt="Fingerprint Image" /></td>
<td><img src="image4.png" alt="Fingerprint Image" /></td>
<td><img src="image5.png" alt="Fingerprint Image" /></td>
<td><img src="image6.png" alt="Fingerprint Image" /></td>
</tr>
</tbody>
</table>

3.3 Minutiae-based Bit-strings CB

Minutiae-based bit-strings CB is proposed in [13] which the generation of the fingerprint template was performed by mapping the minutiae in the 3D array in order to remove the pre-alignment of the fingerprint requirement. The transformed fingerprint template is generated by mapping the minutiae in the 3D array and stored as bit-strings.

After scanning the finger and receiving the fingerprint image, the minutiae were extracted from the image and used as inputs in the template protection method. A 3D array which consisted of cells was created and mapped the minutiae into the cells based on the position and the orientation of the reference minutia. One of the minutiae was chosen as the reference minutia. The position of the reference minutia was at the centre of the 3D array. 1D bit-string was generated by sequentially visiting the cells in the 3D array by setting the cells in the 3D array. If there is more than one minutia in the cell, set ‘1’ and otherwise ‘0’. Random permutation was applied on the bit-string using the user specific PIN.

Matching queried template with the enrolled template is performed by computing the similarity between them. Both local similarity and global similarity are computed. Local similarity is performed by comparing the values of the bit-strings of the query template with that of the enrolled template. Practically, two 1-D bit-strings generated from the same reference minutiae are the same. However, it cannot know which 1-D bit-strings are generated from the same reference point. Therefore, each bit-string of the query template is compared with that of the enrolled template. The similarity score between the enrolled bit-strings and the query bit-strings is computed by finding the number of common one between them with a bit-wise AND operator. In global similarity, the maximum of local similarity values is compared with the (decision) threshold. If the maximum local value is greater than or equal to the threshold, this local similarity value is picked for global similarity. Otherwise the value of the global similarity is set as ‘0’. The final similarity value is obtained. The sum of global similarity values is divided by the number of non-zero values of the global similarity. Finally, whether to accept or reject is decided by comparing the final similarity with the (decision) threshold.

3.4 Modified Minutiae-based Bit-strings CB

The process of the modified minutiae-based bit-strings CB fingerprint template generation is shown in Fig. 3. The idea is first introduced in [16]. The main idea is to use the similar process to generate the bit-string of the minutiae except the calculation of the reference point which is influent by [29]. Under the modified minutiae-based bit-strings CB, the minutiae are firstly extracted from the input fingerprint image. The template generation is performed by measuring the average distance of all the minutiae from the reference minutia and calculating the geometric information of the minutiae. One of the minutiae is selected as the reference minutia. For each of the reference minutia, the Euclidean distance is calculated with the other minutiae. Among these distances, the distance of the farthest minutia is selected. A line segment is drawn in the direction of the orientation of the reference minutia. The length of the line is the average distance. The horizontal direction is set as the reference direction. The slope of the line and its perpendicular is calculated. The transformed fingerprint templates are generated by checking the minutiae under the line or above the line. The generated template is permuted with the user pin which is the transformation key and used as the seed value to generate the cancellable fingerprint templates. The matching
process is done exactly as same as the minutiae-based bitstrings CB method.

**Figure 3 Modified minutiae-based bit-strings CB**

3.5 Experimental Settings

The experiments are performed on Window 10, Intel (R) Core (TM) i7-8700U, 3.20 GHz processor and 8.00 GB RAM machine and implemented by using Matlab 2016a. The minutiae of every fingerprint are extracted and formatted according to the ISO standard by using the VeriFinger SDK 10.0 (trial version) of Neurotechnology [30]. The performance of the proposed method is evaluated by using the public fingerprint data set FVC2002DB1_B and FVC2002DB2_B [25] and their six modified data sets as described in the modified FVC database section. Tab. 3 shows the information of each data set used in this work.

For each fingerprint data set, three experiments are conducted. The first experiment aims to measure the accuracy of the same finger by matching the fingerprint impression and its modified images. The second experiment aims to measure the accuracy of the fingerprint impression against itself, its different fingerprint impressions and the modified image of each fingerprint impression. Thus, there are 640 comparisons for each data set. The third experiment aims to measure the accuracy of the fingerprint impression against only its different fingerprint impressions. Thus, there are 560 comparisons for each data set.

### Table 3 Information of Each Data Set

<table>
<thead>
<tr>
<th>Data Set</th>
<th>Sensor Type</th>
<th>Image Size</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>DB1_B</td>
<td>Optical Sensor</td>
<td>388×374</td>
<td>500 dpi</td>
</tr>
<tr>
<td>DB2_B</td>
<td>Optical Sensor</td>
<td>296×560</td>
<td>569 dpi</td>
</tr>
</tbody>
</table>

4 EXPERIMENTAL RESULTS AND DISCUSSIONS

Tab. 4 presents the accuracy performance of both methods on matching the same fingerprint image with its modified fingerprint image. Minutiae-based bit-strings CB is denoted CB1 while the modified minutiae-based bit-strings CB is denoted CB2. According to the results, the modified minutiae-based bit-strings CB (CB2) performs well on the FVC2002DB2_B data set. For the FVC2002DB1_B, minutiae-based bit-strings CB (CB1) performs poorly on the rotated images of 10 degrees both clockwise and anticlockwise direction.

### Table 4 Accuracy of each method when comparing the same fingerprint image with its modified images

<table>
<thead>
<tr>
<th>Image</th>
<th>FVC2002DB1_B</th>
<th>FVC2002DB2_B</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB1</td>
<td>CB2</td>
<td>CB1</td>
</tr>
<tr>
<td>B (-70)</td>
<td>100%</td>
<td>98.75%</td>
</tr>
<tr>
<td>B (+35)</td>
<td>98.75%</td>
<td>98.75%</td>
</tr>
<tr>
<td>CW5</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>CW10</td>
<td>86.25%</td>
<td>96.25%</td>
</tr>
<tr>
<td>CCW5</td>
<td>93.75%</td>
<td>98.75%</td>
</tr>
<tr>
<td>CCW10</td>
<td>87.50%</td>
<td>96.25%</td>
</tr>
</tbody>
</table>

Tab. 5 presents the accuracy performance of both methods on matching the fingerprint impression against itself, its different fingerprint impressions and the modified image of each fingerprint impression. According to the results presented in Tab. 5, the modified minutiae-based bit-strings CB (CB2) outperforms the minutiae-based bit-strings CB (CB1) in all cases for both data sets. The modified minutiae-based bit-strings CB (CB2) also provides a higher accuracy on FVC2002DB2_B than that of FVC2002DB1_B. Interesting finding is that the modified minutiae-based bit-strings CB (CB2) seems to have an issue with a fingerprint impression of a dry finger B (+35) for both data sets.

### Table 5 Accuracy of each method when comparing the fingerprint image with modified images of all impressions

<table>
<thead>
<tr>
<th>Image</th>
<th>FVC2002DB1_B</th>
<th>FVC2002DB2_B</th>
</tr>
</thead>
<tbody>
<tr>
<td>CB1</td>
<td>CB2</td>
<td>CB1</td>
</tr>
<tr>
<td>Origin</td>
<td>41.41%</td>
<td>96.56%</td>
</tr>
<tr>
<td>B (-70)</td>
<td>38.13%</td>
<td>96.41%</td>
</tr>
<tr>
<td>B (+35)</td>
<td>37.97%</td>
<td>95.63%</td>
</tr>
<tr>
<td>CW5</td>
<td>41.41%</td>
<td>96.56%</td>
</tr>
<tr>
<td>CW10</td>
<td>35.16%</td>
<td>96.41%</td>
</tr>
<tr>
<td>CCW5</td>
<td>33.44%</td>
<td>95.31%</td>
</tr>
<tr>
<td>CCW10</td>
<td>33.44%</td>
<td>95.31%</td>
</tr>
</tbody>
</table>

Tab. 6 presents the accuracy performance of both methods on matching the fingerprint image with different impressions of the same finger and the modified different
impressions of the same finger. As expected, the modified minutiae-based bit-strings CB (CB2) outperforms the minutiae-based bit-strings CB (CB1) in all cases for both data sets. The modified minutiae-based bit-strings CB (CB2) also provides a higher accuracy on FVC2002DB2_B than that of FVC2002DB1_B.

<table>
<thead>
<tr>
<th>Image</th>
<th>FVC2002DB1_B CB1</th>
<th>FVC2002DB2_B CB1</th>
<th>FVC2002DB1_B CB2</th>
<th>FVC2002DB2_B CB2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Origin</td>
<td>28.91%</td>
<td>25.71%</td>
<td>84.06%</td>
<td>100%</td>
</tr>
<tr>
<td>B (−70)</td>
<td>25.63%</td>
<td>26.79%</td>
<td>84.06%</td>
<td>100%</td>
</tr>
<tr>
<td>B (+35)</td>
<td>28.91%</td>
<td>25.36%</td>
<td>84.06%</td>
<td>99.82%</td>
</tr>
<tr>
<td>CW5</td>
<td>24.38%</td>
<td>16.79%</td>
<td>84.06%</td>
<td>100%</td>
</tr>
<tr>
<td>CW10</td>
<td>24.38%</td>
<td>15.89%</td>
<td>83.91%</td>
<td>100%</td>
</tr>
<tr>
<td>CCW5</td>
<td>23.28%</td>
<td>16.61%</td>
<td>84.06%</td>
<td>100%</td>
</tr>
<tr>
<td>CCW10</td>
<td>22.50%</td>
<td>15.54%</td>
<td>83.28%</td>
<td>100%</td>
</tr>
</tbody>
</table>

From all experimental results, minutiae-based bit-strings CB (CB1) performs poorly on both data sets in comparison with that of the modified minutiae-based bit-strings CB (CB2). The fingerprint template generation in CB1 was dependent not only on the size of the image but also on the number of minutiae. The minutiae information in the modified images are different from that of the original images.

The modified minutiae-based bit-strings CB (CB2) is more robust when the image quality and the rotation is changed. This causes by the information collected by the CB2 in the minutiae because CB2 collects the distance and the geometric information of the minutia. Even the direction of the minutiae is changed, the Euclidean distance between the two minutiae remains the same. Moreover, the fingerprint images in FVC2002DB2_B are high resolution images. Therefore, the modified minutiae-based bit-strings CB (CB2) obtains a better matching accuracy on FVC2002DB2_B than that of FVC2002DB1_B.

Another interesting finding is that the minutiae-based bit-strings CB (CB1) results in a better performance on the modified images when the fingerprint image brightness is decreasing (i.e., B (−70)). This event is caused by the fact that most of the non-matched images of the origin images are collected in lighted or partial images. Fig. 4 shows the sample modified images in FVC2002DB2_B.

![Figure 4 Sample B (−70) modified images in FVC2002DB2_B](image)

According to the sample modified images, when the fingerprint image brightness is decreasing some minutiae points appear. Thus, more minutiae points can be extracted than that of the original images. The increasing number of minutiae points results in the increasing similarity values.

5 CONCLUSIONS

In the traditional fingerprint-based authentication system without any template protection, an unknown original fingerprint image can be reconstructed from the stored minutiae template. Obtaining minutia templates is the loss of biometrics forever. If a few templates in the database are compromised, a re-enrolment of all the users may be necessary and will cost lot of time and money. Therefore, a protected fingerprint template has been used instead.

In the real situation, the quality of the fingerprint images may not be as expected for example during an emergency situation. Different qualities of fingerprints are created according to environmental conditions during an emergency, such as wet or dry fingers and a disoriented angle of fingerprint images. These fingerprint images are used for evaluating two cancellable fingerprint template approaches. The two cancellable fingerprint template approaches have been selected because their techniques include the geometric information of the fingerprint into the minutiae. As a result, the two approaches have a high potential to be robust to the disoriented angle of the fingerprint images.

The experimental results have shown that the modified minutiae-based bit-strings CB performs well on all conditions during an emergency situation by achieving the matching accuracy between 83% and 100% on FVC2002DB1_B data set and between 99% and 100% on FVC2002DB2_B data set. The result of this work will be further used for proposing an improved fingerprint feature transformation approach for personal health record users during emergency situation as introduced in [31] under the framework proposed in [32].
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MULTIPLICATION OF MEDIUM-DENSITY MATRICES USING TENSORFLOW ON MULTICORE CPUs

Siraphob THEERACHEEP, Jaruloj CHONGSTITVATANA

Abstract: Matrix multiplication is an essential part of many applications, such as linear algebra, image processing and machine learning. One platform used in such applications is TensorFlow, which is a machine learning library whose structure is based on dataflow programming paradigm. In this work, a method for multiplication of medium-density matrices on multicore CPUs using TensorFlow platform is proposed. This method, called tbt_matmul, utilizes TensorFlow built-in methods tf.matmul and tf.sparse_matmul. By partitioning each input matrix into four smaller sub-matrices, called tiles, and applying an appropriate multiplication method to each pair depending on their density, the proposed method outperforms the built-in methods for matrices of medium density and matrices of significantly uneven distribution of non-zeros.

Keywords: Sparse matrix; Matrix multiplication; TensorFlow

1 INTRODUCTION

Matrix multiplication is a basis for computation in many areas, such as linear algebra, machine learning and image processing. Various implementations of matrix multiplication are studied in different environments. For dense matrices, many efficient matrix multiplication algorithms such as Strassen algorithm [1] and Coppersmith-Winograd algorithm [2] are proposed. In these algorithms all matrices are treated as dense matrices. Another approach to improve the efficiency of matrix multiplication is based on the sparsity of matrices. In [3], a hardware accelerator for neural networks, utilizing irregularity in sparse neural networks and the sparsity of weight matrices, is developed. In [4], a sparse tensor representation, F-COO, is proposed, and, based on F-COO, sparse tensors operations and sparse matrix multiplication on GPU are optimized.

TensorFlow [5] also provides the matrix multiplications for both dense matrices and sparse matrices. Like many other lower-level functions, these matrix multiplication methods are built on various kernel-implementations, depending on the platform. For example, methods in Eigen [6] are built for dense and sparse matrix multiplication on CPUs and methods in cuBLAS [7] are built for dense matrix multiplication on GPUs.

Medium-density matrices cannot benefit from matrix multiplication designed for sparse matrices. However, a medium-density matrix can be divided into sub-matrices, some of which are dense, and some are sparse. In this paper, we propose an approach to reduce the computation time for medium-density matrix multiplication. This approach divides a medium-density matrix into four equal-size sub-matrices and chooses an appropriate matrix multiplication method for each pair of sub-matrices, based on the density of the sub-matrices.

Using this approach, we implement a matrix multiplication function for medium-density matrices on TensorFlow. An experiment is performed to compare the proposed method to TensorFlows’s matrix multiplication for dense matrices and that for sparse matrices. It is found that the proposed method is faster than both matrix multiplication methods in TensorFlow for medium-density matrices.

The proposed approach can be applied for matrix multiplication on any platform, and any efficient implementation of matrix multiplication can be used for sub-matrices. This is an advantage of this approach because it can benefit from any performance improvement in the low-level libraries.

The remaining sections of this paper are organized as follows. Section 2 presents related works on matrix multiplication for tensors, dense matrices and sparse matrices on various environments to motivate the need for efficient multiplication for medium density matrices. Section 3 describes the proposed matrix multiplication algorithm for medium-density matrices. The performance evaluation of the proposed method is discussed in Section 4. Section 5 presents conclusion and future works.

2 BACKGROUND AND MOTIVATION

Since matrix multiplication is often used in many applications, various implementations of matrix multiplication are studied in different environments. A hardware accelerator for neural network [3] which also includes matrix multiplication, was proposed. The accelerator utilized the sparsity and irregularity of weight matrices of neural network models to improve the computation efficiency. Many efficient matrix multiplication algorithms are proposed for different architectures. For example, in [8], a table and heap-based algorithm for sparse matrix multiplication is optimized for multicore and Intel KNL processors. This implementation outperforms Intel MKL sparse matrix multiplication for large matrices. In [9], software libraries for linear algebra computation, including matrix multiplication, are developed for GPUs and CPUs. Nvidia cuBLAS library [7] is a linear algebra library for Nvidia’s GPU. Intel MKL [10] is a mathematical library optimized for Intel’s processor. OpenBLAS [11] is an open-source library for linear algebra that is highly optimized.
source linear algebra library. Higher-level libraries, such as Numpy, scikit-learn, Theano, PyTorch and TensorFlow, are built on these linear algebra and mathematical libraries in order to utilize performance optimization of low-level libraries.

Many of these implementations are designed for dense matrices. On multicore CPUs, dense matrix multiplication can be made faster by maximizing the parallelism while optimizing the overhead. When the operations are performed on sparse matrices, many operations are wasted on multiplying zeroes and no performance improvement can be gained from the sparsity of matrices. The performance gain for sparse matrix multiplication depends on the representation of sparse matrices. F-COO [4] is proposed as a representation of sparse tensors which is used for tensor operations on GPU. A sparse tensor-times- dense matrix multiplication (SpTTM) [12] is implemented for both CPU and GPU platforms.

TensorFlow, developed by Google, is an open-source machine learning library that contains various methods that help in the development and training of machine learning models. It also includes low level functions such as matrix multiplication. On GPUs, TensorFlow provides the matrix multiplication only for dense matrices. But, on CPUs, it provides the matrix multiplication for both dense matrices and sparse matrices. Since TensorFlow provides kernel implementations for many platforms, these multiplication functions are optimized for different platforms. It is suggested that, using TensorFlow on multicore CPUs, the multiplication method for sparse matrices could be used, instead of the dense matrix multiplication method, when the density of the input matrices is lower than 70% [13].

However, a matrix can be divided into some dense sub-matrices and some sparse sub-matrices, and the multiplication of a pair of matrices can be decomposed into the multiplication of pairs of sub-matrices. The idea of multiplying sub-matrices is called tiled matrix multiplication, which is used to perform parallel matrix multiplication by partitioning a pair of matrices into multiple ‘tiles’ and distribute them to different computing units to perform concurrently. This method allows multiple parts of the result matrix to be computed simultaneously [14], [15], [16]. Based on tiled matrix multiplication, an efficient multiplication method can be chosen for each pair of tiles, instead of using one multiplication method for the whole matrix.

3 PROPOSED MULTIPLICATION FOR MEDIUM-DENSITY MATRICES

We propose an approach for matrix multiplication which is optimized for matrices with medium density. Each of the two input matrices is divided into four sub-matrices. An \( m \times n \) matrix is divided into four \( m/2 \times n/2 \) sub-matrices. Pairs of sub-matrices are multiplied, using an appropriate matrix multiplication method. In order to optimize the computation time, an appropriate multiplication method is chosen for each pair of sub-matrices based on their density. The proposed method, referred to as two-by-two matrix multiplication function \( \text{tbt\_matmul} \), is described below.

Function: \( \text{tbt\_matmul}(A, B, C) \)

Let \( A, B \) and \( C \) be matrices of size \((m \times n), (n \times p)\) and \((m \times p)\), respectively.

Algorithm:
1. Divide \( A \) into \( A_{11}, A_{12}, A_{21}, \) and \( A_{22} \) of size \( m/2 \times n/2 \).
2. Divide \( B \) into \( B_{11}, B_{12}, B_{21}, \) and \( B_{22} \) of size \( n/2 \times p/2 \).
3. Find the density of \( A_{11}, A_{12}, A_{21}, \) and \( A_{22} \) as \( D_{111}, D_{121}, D_{211}, \) and \( D_{221} \), respectively.
4. Find the density of \( B_{11}, B_{12}, B_{21}, \) and \( B_{22} \) as \( D_{112}, D_{122}, D_{212}, \) and \( D_{222} \), respectively.
5. Choose the matrix multiplication method for each pair of sub-matrices.
   \[ A_{11}B_{11} = \text{getMatmulFn}(D_{111}, D_{112}), \quad A_{12}B_{21} = \text{getMatmulFn}(D_{121}, D_{122}), \quad \ldots \]
6. Use the chosen multiplication method to multiply each pair of sub-matrices.
   \[ A_{11}B_{11} = \text{getMatmulFn}(D_{111}, D_{112}), \quad A_{12}B_{21} = \text{getMatmulFn}(D_{121}, D_{122}), \quad \ldots \]
7. Find sub-matrices of the result matrix \( C \) from matrices obtained in Step 6.
   \[ C_{11} = C_{111} + C_{112}, \quad C_{12} = C_{112} + C_{122}, \quad C_{21} = C_{211} + C_{212}, \quad C_{22} = C_{212} + C_{222} \]
8. Combine sub-matrices \( C_{11}, C_{12}, C_{21} \) and \( C_{22} \) into \( C \).

This algorithm is implemented on Python 3.6.5, TensorFlow API r1.11 using TensorFlow’s matrix multiplications, \( \text{tf.matmul} \) and \( \text{tf.sparse\_matmul} \). The method \( \text{tf.matmul} \) is used when both operands are dense matrices, while the method \( \text{tf.sparse\_matmul} \) is used when at least one of the operands is a sparse matrix. For the method \( \text{tf.sparse\_matmul}(A, B, A\_\text{is\_sparse, } B\_\text{is\_sparse}) \), the parameters \( A \) and \( B \) are the input matrices, and the parameters \( A\_\text{is\_sparse} \) and \( B\_\text{is\_sparse} \) are boolean values specifying if the input matrices are sparse.

<table>
<thead>
<tr>
<th>Density of B</th>
<th>Density of A</th>
</tr>
</thead>
<tbody>
<tr>
<td>0-10</td>
<td>0-20</td>
</tr>
<tr>
<td>10-20</td>
<td>( \text{tf.sparse_matmul}(A, B, A_\text{is_sparse=False, } B_\text{is_sparse=True}) )</td>
</tr>
<tr>
<td>20-30</td>
<td>( \text{tf.sparse_matmul}(A, B, A_\text{is_sparse=True, } B_\text{is_sparse=False}) )</td>
</tr>
<tr>
<td>30-40</td>
<td>( \text{tf.sparse_matmul}(A, B, A_\text{is_sparse=True, } B_\text{is_sparse=False}) )</td>
</tr>
<tr>
<td>40-100</td>
<td>( \text{tf.sparse_matmul}(A, B, A_\text{is_sparse=True, } B_\text{is_sparse=False}) )</td>
</tr>
</tbody>
</table>

The criteria for choosing between \( \text{tf.matmul} \) and \( \text{tf.sparse\_matmul} \) is based on the multiplication time for varying density of input matrices on the platform used to evaluate the performance. For the multiplication of sub-matrices, if a matrix is sparse enough that \( \text{tf.sparse\_matmul} \) is faster than \( \text{tf.matmul} \), \( \text{tf.sparse\_matmul} \) is chosen.
Otherwise, `tf.matmul` is used. Using different multiplication methods for each multiplication of sub-matrices can reduce the computation time if the performance difference of the `tf.matmul` and `tf.sparse_matmul` outweighs the overhead cost of partitioning and merging matrices. The criteria for choosing the multiplication method for sub-matrices shown in Tab. 1 is used in the function `getMatmulFn` in this paper.

4 PERFORMANCE EVALUATION

`tbt_matmul` is our implementation of the proposed matrix multiplication method on Python 3.6.5 with TensorFlow API r1.11. In this implementation, `tf.matmul` is used for dense matrices and `tf.sparse_matmul` is used for sparse matrices. `tbt_matmul` is compared with the multiplication using `tf.matmul` and `tf.sparse_matmul` for the whole matrices. The experiments were performed on a Laptop with Intel Core i7-4720HQ quad-core CPU, 16GB DDR3 RAM. The operating system used in this experiment was Linux Ubuntu 18.04.2 with Python 3.6.5 and TensorFlow API r1.11. In the experiments, the default configuration for thread pool was used, and the number of threads is set to maximum [17]. Thus, TensorFlow used eight threads in this experiment.

We performed the experiment on matrices with various overall density, ranging from 0.3 to 0.8. Furthermore, the performance of the proposed method is evaluated on matrices with different combination of higher-density and lower-density sub-matrices. These matrices are randomly generated so that two of their sub-matrices have higher density of non-zeros and two have lower density of non-zeros as shown in Fig 1. The non-zero distribution of sub-matrices is varied, as shown in Tab. 2. Twenty pairs of matrices are generated for each non-zero matrices, and the average computation time is used for the comparison.

![Figure 1: The density distribution pattern of input matrices](image)

**Table 2: Non-zero Distribution of Sub-matrices**

<table>
<thead>
<tr>
<th>Overall Density</th>
<th>(Higher Density, Lower Density)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>(0.5, 0.1) (0.4, 0.2)</td>
</tr>
<tr>
<td>0.4</td>
<td>(0.7, 0.1) (0.6, 0.2)</td>
</tr>
<tr>
<td>0.5</td>
<td>(0.9, 0.1) (0.8, 0.2)</td>
</tr>
<tr>
<td>0.6</td>
<td>(1.0, 0.2) (0.9, 0.3)</td>
</tr>
<tr>
<td>0.7</td>
<td>(1.0, 0.4) (0.9, 0.5)</td>
</tr>
<tr>
<td>0.8</td>
<td>(1.0, 0.6) (0.9, 0.7)</td>
</tr>
</tbody>
</table>

In order to evaluate the proposed method for different sizes of input, the experiments were performed on large matrices, i.e. 12,000×12,000 matrices, and small matrices, i.e. 3,000×3,000 matrices.

The graphs in Figs. 2-5 show the execution time for all three methods for matrices with different densities and sizes. The execution time for all three methods is grouped together for the comparison. The x-axis shows the density and non-zero distribution of the input matrices. The non-zero distribution of matrices is labelled in the graphs as (d, s), where d is the density of the higher-density sub-matrices and s is the density of the lower-density sub-matrices. The overall density is the average of d and s. For example, (0.5, 0.1) indicates that the density of the higher-density sub-matrices is 0.5, the density of lower-density sub-matrices is 0.1, and overall density is 0.3.

In section 4.1-4.3, the performance of the three methods are compared on large matrices of the size 12,000×12,000. Section 4.1 shows the performance on medium-dense matrices, section 4.2 shows the performance on low-density matrices, and section 4.3 shows the performance on high-density matrices. Furthermore, section 4.4 compares the performance of the three methods on small, medium-density matrices of the size 3,000×3,000.

4.1 On Medium-density Matrices

Fig. 2 shows the execution time of the three multiplication methods on medium-density matrices of 50% and 60% density. The proposed method performs better than `tf_sparse_matmul` and `tf_matmul` for almost all non-zero distribution. When the density difference between the higher-density sub-matrices and the lower-density sub-matrices is small, i.e. for the non-zero distribution of (0.6, 0.4) and (0.7, 0.5), the proposed method is not the fastest. However, it is faster than `tf.sparse_matmul`, but slower than `tf_matmul` for the non-zero distribution of (0.6, 0.4).

![Figure 2: Execution time of tf.matmul, tf.sparse_matmul and tbt_matmul for 12000×12000 matrices with 50-60% density.](image)

Furthermore, all three methods took almost the same amount of time for the non-zero distribution of (0.7, 0.3).

4.2 On Low-density Matrices

The execution time of the three multiplication methods on low-density matrices of 30% and 40% density is shown in Fig. 3. As suggested in [13], the method `tf.matmul` is not
suitable for sparse matrices, and takes longest time of the three. The proposed method performs better than \textit{tf.sparse_matmul} when the density of the higher-density and lower-density sub-matrices are significantly different, i.e. the non-zero distribution of \((0.5, 0.1), (0.7, 0.1)\) and \((0.6, 0.2)\). But when the density difference between the higher-density and the lower-density sub-matrices are small, our method is minutely slower than \textit{tf.sparse_matmul}.

Figure 3 Execution time of \textit{tf.matmul}, \textit{tf.sparse_matmul} and \textit{tbt_matmul} for 12000×12000 matrices with 30-40% density.

4.3 On High-density Matrices

Fig. 4 shows the execution time of the three multiplication methods on high-density matrices of 70% and 80% density. As expected, the method \textit{tf.sparse_matmul} is not good for dense matrices and takes longest time of the three. For matrices with 70% density, the proposed method performs better than, or equally well as \textit{tf.matmul} when the density of the higher-density and lower-density sub-matrices are significantly different, i.e. \((1.0, 0.4)\) and \((0.9, 0.5)\).

For matrices with 80% density, our proposed method is slower than \textit{tf.matmul}, regardless of the non-zero distribution.

Figure 4 Execution time of \textit{tf.matmul}, \textit{tf.sparse_matmul} and \textit{tbt_matmul} for 12000×12000 matrices with 70-80% density.

4.4 On Small Matrices with Medium-density

For input matrices of size 3,000×3,000, \textit{tf.matmul} performs best on matrices with density at least 70% but was outperformed by \textit{tf.sparse_matmul} on matrices with density under 70%. On the other hand, the method \textit{tbt_matmul} is the slowest in all datasets most likely due to overhead of matrix partitioning and merging outweighing the performance gained. The execution time on small medium-density matrices is shown in Fig. 5.

Figure 5 Execution time of \textit{tf.matmul}, \textit{tf.sparse_matmul} and \textit{tbt_matmul} for 3000×3000 matrices with 50-60% density.

Based on the experiment, the density difference between the higher-density and lower-density sub-matrices is the important factor for the performance of our proposed method. When density difference between the higher-density and lower-density sub-matrices is large, the method \textit{tbt_matmul} outperforms the other two methods for the input matrices with density of 70% or lower. However, for medium-density matrices, the proposed method is faster or comparable to the other two for all non-zero distribution. For sparse matrices, the proposed method is comparable to \textit{tf.sparse_matmul}. For dense matrices, the proposed method is not suitable for small matrices.

5 DISCUSSION

The computation time of \textit{tf.matmul} does not depend on the density of input matrices because it treats all matrices regardless of their density. It only performs better than the other two methods when the density of input matrices are very high.

The method \textit{tf.sparse_matmul} takes into account the density of the input matrices and therefore performs better than \textit{tf.matmul} at density lower than 70%. However, its performance is the same for different distribution of non-zeros in the matrices.

On the other hand, the performance of the proposed method \textit{tbt_matmul} depends on both the matrix density and the density difference between the higher-density and lower-density sub-matrices of the input matrices. For medium density matrices, \textit{tbt_matmul} is the fastest, especially when the density difference between the higher-density and lower-density sub-matrices is large. The performance gain can be attributed to the selection of the appropriate multiplication methods in step 5 of the algorithm. For example, for the input dataset \((0.9, 0.1)\), 6 out of 8 multiplications of sub-matrices use \textit{tf.sparse_matmul} and two multiplication of sub-matrices use \textit{tf.matmul}. Using dense matrix multiplication for these two pairs of sub-matrices can reduce the computation time,
compared to using sparse matrix multiplication for the whole matrix. On the other hand, when the difference between the higher-density and lower-density sub-matrices is small, such as \((1.0, 0.6)\) or \((0.7, 0.5)\), the multiplication method chosen for all pairs of sub-matrices pair is \(fmatmul\) in many cases, because the density of each submatrix is relatively high. As a result, we do not get the performance gain because it is the same as using that multiplication method for the whole matrix, with additional cost of splitting and merging.

In this work, a matrix is divided into 4 sub-matrices. Further dividing a matrix into smaller sub-matrices, such as 16, does not lead to better performance, most likely due to the size of the dataflow graphs required for the computation.

6 CONCLUSION

In this work, we have proposed a multiplication method, \(tbt\_matmul\), for medium-density matrices on TensorFlow. The proposed method divides each input matrix into four sub-matrices and multiplies them using one of the TensorFlow built-in matrix multiplication methods, \(tf\_matmul\) or \(tf\_sparse\_matmul\), depending on the density of each sub-matrices. The method outperforms \(tf\_matmul\) when the input matrices have overall density of 70% or lower and outperforms \(tf\_sparse\_matmul\) when the input matrices have overall density of 40% or higher. This method performs especially well when the densities of sub-matrices are significantly different.

The concept of the proposed method, multiplying different sub-matrices with the appropriate multiplication methods, can be used in any platform with efficient multiplication methods for dense matrices and for sparse matrices. It can benefit from the matrix multiplication methods, which are optimized on a specific platform.

For the future work, this concept can also be applied for matrix multiplication on GPUs. However, no sparse matrix multiplication is provided for GPUs on TensorFlow and it should be implemented in order to further improve matrix multiplication on GPU.
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CONTRAST AND COLOR BALANCE ENHANCEMENT FOR NON-UNIFORM ILLUMINATION RETINAL IMAGES

Preecha VONGHIRANDECHA, Montri KARNJANADECHA, Sathit INTAJAG

Abstract: Color retinal images play an important role in supporting a medical diagnosis. However, some retinal images are unsuitable for diagnosis due to the non-uniform illumination. In order to solve this problem, we propose a method for improving non-uniform illumination that can enhance the image quality of a color fundus photograph suitable for reliable visual diagnosis. Firstly, a hidden anatomical structure in dark regions of the retinal images is revealed by improving the image luminosity with gamma correction. Secondly, multi-scale tone manipulation is then used to adjust the image contrast in the lightness channel of L*\(a^*b^\) color space. Finally, color balance is adjusted by specifying the image brightness based on Hubbard’s specification. The performance of the applied method has been evaluated against the data from the DIARETDB1 dataset. The results obtained show that the proposed algorithm performs well for correcting the non-uniform illumination of color retinal images.

Keywords: human visual perception; image contrast and color balance enhancement; non-uniform illumination; retinal image

1 INTRODUCTION

According to the World Health Organization, eye diseases such as age-related macular degeneration (AMD), cataract, and glaucoma are the main cause of blindness in the elderly worldwide [1, 2]. Most current diagnostic systems are based on color retinal photography. However, the image may be unsatisfactory for diagnosis due to their low quality caused by camera properties, non-uniform illumination, and the experience of photographers [3]. Consequently, image enhancement algorithms are widely used to improve the image quality to provide better visibility of retinal anatomical structures.

Histogram equalization (HE) is a common contrast enhancement technique which utilizes the cumulative distribution function (CDF) of the input image for stretching the dynamic range of intensity levels. The main drawback of HE is that it tends to shift the mean intensity value to the middle of the dynamic range. In some cases, HE provides the results over enhancement or unnatural appearance. To overcome the mentioned drawback, various methods including BPHEME [4], BPDHE [5], and BPDFHE [6] are proposed to preserve image brightness. However, those algorithms are not appropriate when the input image is underexposed or overexposed because they provide output images with a mean brightness close to the input and some results in a manner unsuitable for human perception.

Recently, image enhancement based on luminosity and contrast adjustment (LCA) [7], which augments HE, has been designed for a color retinal image. The first part of LCA creates a luminance gain matrix by correcting the gamma value of the value channel, \(V\), in the hue-saturation-value (HSV) color space, and it uses the gain value to enhance the intensity of \(R\), \(G\), and \(B\) channels. In the second part, the contrast is improved by converting the enhanced image to the \(L^*a^*b^*\) color space and applying CLAHE [8] to adjust the local contrast of the luminance \(L\) with the number of tiles and clip limit equal to 8×8 and 0.01, respectively. LCA could handle the contrast enhancement, but neglects the color balance.

In 2016, Dai et al. [9] proposed retinal fundus image enhancement by using normalized convolution and noise removal (NCNR). The original image is used to extract the information in the background image by employing a normalized convolution filter [10]. The difference between the original image and the background image is then multiplied by a contrast factor and recombined with the original image in order to increase the image contrast. Finally, the fourth order PDEs [11] and a relaxed median filter [12] are applied to reduce noise in the image. Although this technique enhances detailed information by increasing the image contrast, especially in the vessel areas, the color balance of the output image is not proper for human perception and the NCNR method is time consuming.

The contrast enhancement methods, as described above, usually provide results in unnatural looks and unpleasing color balance. Motivated and inspired by the findings published in [13], Hubbard et al. analyzed brightness, contrast, and color balance of digital images compared to film retinal images in the AREDS reading center for the AMD screening. They divided 256 intensity levels into 16 scales, and defined the brightness at the peaks of each color channel to 12/16, 6/16, and 2/16 for red (\(R\)), green (\(G\)), and blue (\(B\)), respectively. Results in the color balance yielded at the band ratios of \(G/R = 0.5\) and \(B/R = 0.17\).

In this paper, we propose an improvement of the previously discussed methods to increase the visibility of a hidden anatomical structure in dark regions for non-uniform illumination retinal images. Gamma correction is firstly used to improve image luminosity. The image contrast is then enhanced by applying multi-scale tone manipulation, and finally, color balance is adjusted by specifying the image brightness based on Hubbard’s model.

The performance of the proposed method was evaluated by using the publicly available datasets, the Diabetic Retinopathy Database (DIARETDB1) [14]. The
DIARETDB1 dataset, acquired by Kauppi et al. [14], consists of 89 color retinal images. The images were taken with a 50° field of view with the size of 1500×1152 pixels and stored in a 24-bit PNG format.

The results demonstrate that the proposed algorithm performs well in non-uniform illumination image enhancement. Images processed by our method have better visual quality and are better suited to human visual perception than those processed by NCNR and LCA. This will allow ophthalmologists to more visually and accurately diagnose the disease.

The paper proceeds as follows: the proposed method is described in Section 2, our experimental results appear in Section 3, and conclusions in Section 4.

2 CONTRAST AND COLOR BALANCE ENHANCEMENT

The proposed method consists of three modules (see Fig. 1): the Luminosity enhancement module, the Contrast and tone enhancement module, and the Color balance adjustment module. The luminosity enhancement module employs gamma correction for boosting up the visibility of anatomical details that were obscure in dark regions. In the second module, the Multi-scale tone manipulation is employed to improve the image contrast and tone. The color balance adjustment in the last module is performed to specify the brightness of red, green, and blue channel based on the Hubbard specification. A detailed description of each module is presented in the following subsections.

2.1 Luminosity Enhancement Module

From our observation in the DIARETDB1 datasets, most images have some dark regions caused by uneven luminance. Those regions obscure the anatomical structures in the ocular fundus, and make the details necessary to make a diagnosis undetectable. To improve those dark regions of the image, the luminosity of the image needs to be enhanced. Mei et al. introduced a luminance gain matrix [7], which was derived from the gamma correction of the value channel in the HSV color space. The gain matrix showed good improvement in luminosity. The gain $G(x,y)$ could be rewritten in the simple form as:

$$G(x,y) = \frac{1}{m} \left( \frac{v(x,y)}{m} \right)^{\frac{1}{2.2}},$$

where $v$ refers to the luminance values from HSV, that is, $v(x,y) = \max(r(x,y), g(x,y), b(x,y))$ and $r(x,y)$, $g(x,y)$, and $b(x,y)$ are intensity values at the coordinate $(x,y)$ from the R, G, and B channels, respectively. The parameter $m$ is the maximum value of $v$.

In particular, from our investigation in the DIARETDB1 dataset, the average dynamic range of red, green, and blue channels are $[0 – 222]$, $[0 – 157]$, and $[0 – 78]$, respectively. Due to the dynamic range of the blue channel being narrow and its maximum intensity value being low, hence, the formula of $v(x,y) = \max(r(x,y), g(x,y), b(x,y))$ could be changed to $v(x,y) = \max(r(x,y), g(x,y))$ to reduce the computational time. Additionally, the parameter $m$ might be estimated from the maximum intensity of the red channel as $m = \max(r(x,y))$; in this case, the parameters $v$ and $m$ can be a parallel approximation.

The enhanced luminosity $RGB'$, from the input image, $RGB$, can be obtained by multiplying pixel by pixel as in the following:

$$RGB'(x,y) = RGB(x,y) \cdot G(x,y).$$

Figure 2 Results from each enhancement module: (a) Input images from the file Image007.png (left column) and Image027.png (right column); (b) Luminosity Enhancement; (c) Contrast and tone Enhancement; (d) Color balance adjustment.

The second row of Fig. 2 shows the enhanced luminosity as seen in the images; visibility is improved in the dark areas. The next step is to enhance the image contrast and tone to provide a better visibility of the retinal anatomical structures.
2.2 Contrast and Tone Enhancement Module

Multi-scale tone manipulation is effectively used for improving the contrast and tone of images. In this module, the image is converted to the $L^*a^*b^*$ color space, while lightness, the $L$ component, is decomposed with different scales [15]. In our scheme, the decomposed image consists of a smooth base layer ($l_i$) and two detail layers ($d_0$ and $d_1$). Each layer is processed separately and recombined to generate the final result [15].

Farbman et al. [15] introduced a smooth layer, $l_i$, which can be obtained by using the WLS filter. When varying the parameter values of the WLS filter, the image tone is not smooth enough, especially, around the optic disk areas, and the contrast and tone of the enhanced image, $RGB''$, are obtained by replacing the $L$ component by $l'$ and converting $L^*a^*b^*$ back to the RGB color space.

Fig. 4 shows the base layer and two detail layers corresponding to the image in Fig. 2. $DOTF$ takes less processing time than WLS and gives a more natural look as shown in Fig. 3(b). Hence, the WLS is replaced with the optic transfer function of Deeley et al. [16], and named as DOTF. The smoother lightness versions $l_0$ and $l_1$ can be defined as:

\[ l_0 = F^{-1} \{ F[l] \cdot DOTF \}, \]
\[ l_1 = F^{-1} \{ F[l_b] \cdot DOTF \}, \]

where $F$ and $F^i$ denote the Fourier transform and its inverse, and the formula of $DOTF$ described in [16] is given as:

\[ DOTF = \exp \left[ - \left( \frac{u}{(20.9 - 2.1\Phi)(1.3 - 0.07\Phi)} \right) \right], \]

where $u$ denotes the spatial frequency and $\Phi$ is the pupil diameter approximated to 4 mm.

The lightness channel $l$ and two smoother lightness versions $l_0$ and $l_1$ are then used to generate two detail layers, $d_0$ and $d_1$, expressed in the form:

\[ d_0 = S(\delta_0, l - l_0), \]
\[ d_1 = S(\delta_1, l_0 - l_1), \]

where $S$ is a sigmoid curve which is defined as $S(a, x) = 1/(1+\exp(-ax))$, $\delta_0$ and $\delta_1$ are boosting factors for the $d_0$ and $d_1$ layers.

The base layer $l_i$ and two detail layers, $d_0$ and $d_1$ were then recomposed to form the enhanced lightness, $l'$, which can be formulated as:

\[ l' = \mu + S(\delta_2, l_1 - \mu) + d_0 + d_1, \]

where $\eta$ denotes the exposure of the base layer, $\delta_2$ refers to the boosting factors for the base layer, and $\mu$ is the mean of the lightness range. We utilized parameters in agreement with those reported by Farbman et al. [15]. The parameters were $\delta_0 = 1$, $\delta_1 = 40$, and $\delta_2 = 1$, $\eta = 1.0$ and $\mu = 56$.

In the last step of this module, the contrast and tone of the enhanced image, $RGB''$, are obtained by replacing the $L$ component by $l'$ and converting $L^*a^*b^*$ back to the RGB color space.

2.3 Color Balance Adjustment Module

The findings by Hubbard et al. [13] lead to the main motivation for adjusting the color balance of color retinal images. The experimental results in the AREDS2 reading center confirm that a colored image with Hubbard’s model parameters shows a greater contrast of drusen and pigment abnormalities compared to the normal retinal pigment epithelium. They specified the color balance with the color brightness of $R$, $G$, and $B$ to 192, 96, and 32, respectively, which resulted in color ratios of $G/R = 0.5$ and $B/R = 0.17$.

In this module, we use the specified brightness vector, $sb_b = [192, 96, 32]$ from Hubbard’s model to adjust the color balance of the enhanced result, $RGB''$, as processed in the above mentioned module. The color offset of the image $RGB''$ is adjusted by the difference between the brightness vector and the mean vector, $\mu$, of the $RGB''$ image, that is $\mu = \text{mean}(RGB'')$.

The color balance for the final output image of $RGB'''$ is formulated as:

\[ RGB'''(x, y) = RGB''(x, y) + (sb_b - \mu), \]

The fourth row of Fig. 2 shows the results of the color balance adjusting module which give a greater contrast of the foreground compared to the background.
3 EXPERIMENTAL RESULTS

In this section, the output results from our method are compared with NCNR [9] and LCA [7] by using the images from the DIARETDB1 dataset.

To evaluate the performance of our method, various quantitative metrics including measuring colorfulness ($M^3(3)$) [17], visual saliency-based index ($VSI$) [18], and lightness order error ($LOE$) [19] are used to measure image quality. $M^3(3)$ [17] is a colorfulness metric which is fitted to the perceptual data collected from a psychophysical experiment and it has a simple expression based on the opponent color. $VSI$ [18] measures the image quality in consistent with the human visual system or subjective evaluations. The method uses the visual saliency map as a feature to measure the image’s local quality. $LOE$ [19] measures the lightness order error between the original and output image to assess naturalness preservation. The smaller the $LOE$ values, the better that naturalness is preserved. However, color image assessment is difficult to evaluate by using only quantitative measurements. To determine if an image has good quality requires both quantitative and visual assessment. For the visual assessment, we visually inspected the output image to see if it retains a pleasing natural look and if lesions of the ocular diseases can be easily discriminated.

3.1 Visual Assessment

Visual assessments are shown in Fig. 5 with the images taking from DIARETDB1 where the first column represents the original images, and the output images consist of the proposed method in the second column, NCNR in the third column, and LCA in the fourth column. The output images, by employing the NCNR and LCA methods, generated dark color areas, especially for the blood vessel, macular, and the abnormal tissue such as hemorrhages, and small red blood dots.

![Figure 5](image008.png) ![image019.png] ![image029.png] ![image047.png] ![image054.png]

Figure 5 Results of different methods for the images: image008.png, image019.png, image029.png, image047.png, and image054.png from DIARETDB1: (a) Input images and output images, (b) the proposed method, (c) NCNR and (d) LCA.

Although the proposed method cannot perform image contrast as well as VCEA and LCA, our proposed method produces a pleasing visual appearance and maintains the color balance better than the other methods. The output results from the proposed method could reveal the hidden
3.2 Quantitative Assessment

Tab. 1 shows all quantitative metric values, where each row corresponds to the enhancement methods and each column corresponds to the quantitative metrics in the form of an average and standard deviation value (Mean ± SD), calculated from 89 images from DIARETDB1. Illustrated are the mean and standard deviation of the color ratios, \( M^{31} \), \( VSI \), and \( LOE \). From the experimental results in the column two and three of Tab. 1, the average green-to-red, and blue-to-red ratio of the output image from the proposed method were 0.50±0.00, 0.17±0.00, which meets the color balance specification from the Hubbard model. The proposed method gave the highest quantitative scores for \( M^{31} \) (97.11±1.73) and \( VSI \) (0.9574±0.0149). These highest scores imply that the proposed method yields better colorfulness and visual perception. The experimental results in the last column of Tab. 1 show that the proposed method scored the lowest for \( LOE \) (97.39±35.15), and therefore can well preserve the naturalness.

<table>
<thead>
<tr>
<th>Method</th>
<th>( G/R )</th>
<th>( B/R )</th>
<th>( M^{31} )</th>
<th>( VSI )</th>
<th>( LOE )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>0.50 ± 0.00</td>
<td>0.17 ± 0.00</td>
<td>97.11 ± 1.73</td>
<td>0.9574 ± 0.0149</td>
<td>97.39 ± 35.15</td>
</tr>
<tr>
<td>NCNR</td>
<td>0.39 ± 0.06</td>
<td>0.09 ± 0.05</td>
<td>72.23 ± 19.27</td>
<td>0.9539 ± 0.0100</td>
<td>134.77 ± 29.17</td>
</tr>
<tr>
<td>LCA</td>
<td>0.39 ± 0.06</td>
<td>0.08 ± 0.05</td>
<td>86.47 ± 18.57</td>
<td>0.9556 ± 0.0121</td>
<td>474.66 ± 116.02</td>
</tr>
</tbody>
</table>

4 CONCLUSION

In this paper, a new automatic image enhancement method is proposed to improve contrast and color balance for the non-uniform illumination retinal image. Our proposed method was tested on the DIARETDB1 dataset. The quantitative and visual assessment results demonstrate that the output images obtained by the proposed method give a natural look and therefore are better suited for human visual perception in comparison to other methods. In terms of diagnoses made by ophthalmologists, the enhanced images obtained by our method could be used to assist ophthalmologists in the early detection of a disease and its diagnosis.

5 FUTURE WORK

Due to the output images derived from our proposed method they are standardized in color as shown in Fig. 5, hence, color features such as the color ratios: \( G/R \) and \( B/R \) could be used to automatically detect the presence of abnormal lesions such as hard exudate, hemorrhage, and small red blood dot. Fig. 6 shows an example of hard exudate detection by thresholding only the \( G/R \) color ratio feature. Fig. 6(b) depicts the hard exudate segment as a result from the enhanced input image in Fig. 6(a). To increase the accuracy of the detection, the optic disk area should be removed from the retinal color image before detection and an effective SVM classification should be applied to classify the hard exudate instead of using the threshold; the classification results are shown in Fig. 6(c).
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HETEROGENEOUS FENTON-LIKE DECOLORIZATION OF PROCIION RED MX-5B WITH IRON-ALGINATE GEL BEADS AS AN EFFECTIVE CATALYST

Memduha ERGÜT, Ayla ÖZER

Abstract: In the present study, iron-alginate gel beads (Fe-Alg gel beads) were synthesized by the entrapment method and subsequently, the prepared gel beads were characterized by FTIR, SEM, and EDX analysis methods. The characterization studies showed that Fe-Alg gel beads were of spherical morphology and iron was successfully entrapped in alginate. Subsequently, the synthesized Fe-Alg gel beads were used as a heterogeneous catalyst for the decolorization of a hazardous azo-dyestuff, Procion Red MX-5B (PR MX-5B), with Fenton-like decolorization. The effects of process parameters such as initial pH, H₂O₂ concentration, initial dye concentration and catalyst concentration on Fenton-like decolorization were investigated. For Fenton-like decolorization of PR MX-5B, the optimum process parameters were determined to be pH: 3.0, 20 mµ of H₂O₂ concentration, 50 mg/L of initial dye concentration, and 5.0 g/L of catalyst concentration, respectively. The reaction kinetics was well fitted to second order reaction kinetics. As a result, the synthesized gel beads have a high color removal efficiency for PR MX-5B dye from an aqueous solution.

Keywords: decolorization; gel beads; heterogeneous Fenton-like catalyst; iron-alginate; Procion Red MX-5B

1 INTRODUCTION

Nowadays, dyes are utilized in approximately all industrial sectors; therefore, dye-laden wastewaters contaminate natural waters and reduce water’s appreciate in use [1]. For this reason; several physical, chemical and biological treatment methods such as adsorption, ion-exchange, photocatalysis, membrane separation, coagulation, electrocoagulation, and wet air oxidation have been tested to remove dye effluents and many of these techniques have their advantages and disadvantages. These advanced processes are not always efficient enough since the removal of dyes are difficult due to their water solubility and high molecular strength. Moreover, they have suffered from the generation of toxic chemical sludges as a result of the transfer of pollution from the wastewater to the solid phase, high operational costs of some and their limited applicability [2, 3].

Recently, advanced oxidation processes (AOPs) such as Fenton, photo-Fenton processes, electro-Fenton, ozonation, electrochemical oxidation, photolysis with H₂O₂ and O₃, and UV/H₂O₂ processes have attracted considerable attention as they are alternative methods without sludge formation for the treatment of a wide variety of organic contaminants in wastewaters. Their degradation mechanism mainly depends on the generation and the oxidative behavior of hydroxyl radicals [4]. The complicated organic molecules could be either oxidized to smaller organics or entirely mineralized to carbon dioxide (CO₂) and water (H₂O) by OH• radicals under treatment by AOPs [5].

The Fenton-like process which is the most hopeful method among the AOPs is a strong source of hydroxyl radicals from H₂O₂ in the presence of iron cations at an acidic medium. Conventional homogeneous Fenton’s oxidation includes the implementation of ferrous or ferric salts and hydrogen peroxide to generate hydroxyl radicals. The main principle of oxidation was presented in Eqs. (1)-(2):

\[ \text{Fe}^{2+} + \text{H}_2\text{O}_2 \rightarrow \text{OH}^- + \text{OH}^+ + \text{Fe}^{3+} \]  
(1)

\[ \text{Fe}^{3+} + \text{H}_2\text{O}_2 \rightarrow \text{Fe}^{2+} + \text{H}^+ + \text{HO}_2^- \]  
(2)

The traditional homogeneous Fenton process is a simple process owing to operating at room temperature and atmospheric pressure. Additionally, it is quite effective when the wastewater contains suspended solids at high levels due to limited photon penetration. However, the important drawbacks of this process are narrow working pH range that is reported and that generally results in higher degradation yield at around pH 3.0, the trouble of separation and recovery of the homogeneous catalyst and the formation of the large volume of iron sludge.

Therefore, to get rid of this problem, the usage of heterogeneous Fenton catalysts has been improved, such as iron-containing metal oxides, iron-containing bimetallic nanoparticles, iron-bearing porous materials such as clays, resins, zeolites, mesoporous substances, and iron species supported by neutral organic polymers (i.e., sodium alginate, sodium carboxymethyl cellulose) and inorganic materials [6–8].

Sodium alginate (SA) is one of the extensively studied natural polysaccharides to produce stable gels owing to its reaction ability with many cations such as Fe³⁺, Ca²⁺, and Ba²⁺ [9]. In the present study, iron was entrapped in sodium alginate, which is a biopolymer matrix, to prevent producing sludge at the end of the reaction. The entrapment method within alginate beads is one of the most extensive, effective, simple and inexpensive techniques for the entrapment of surfactants, activated carbon, and especially metal hydroxides (i.e., Fe³⁺ and Ni²⁺) for wastewater treatment. The benefits of entrapment within alginate beads are non-toxicity and biodegradability as well as their porosity facilitates interaction with the entrapped material diffusion of solutes into beads. Moreover, these gels can be separated from the
reaction medium by a simple filtration owing to their water-insoluble properties [10].

The objective of the presented study was synthesis and characterization of Fe-alginate gel beads and investigation of the applicability of them as a heterogeneous catalyst for the Fenton-like decolorization of a textile azo-dye, Procion Red MX-5B, in a batch system. For this purpose, the main process parameters such as the concentration of H2O2, initial pH of the solution, initial dye concentration and catalyst (Fe-Alg gel beads) concentration on Fenton-like decolorization were investigated.

2 MATERIAL AND METHODS
2.1 Materials and Preparing of the Solutions

The monoazo dye Procion Red MX-5B (PR MX-5B), also called the Reactive Red 2, was supplied by Sigma-Aldrich. PR MX-5B was of commercial purity (Type: Anionic, \( M_w = 615.33 \) g/mol, \( \lambda_{max} = 538 \) nm). PR MX-5B has an azo double bond as a member of the chromophoric group. The chromophoric groups absorb light and affect visibility in water bodies [11]. PR MX-5B has an elemental composition of \( \text{C}_{19}\text{H}_{10}\text{Cl}_2\text{N}_6\text{Na}_2\text{O}_7\text{S}_2 \), and its chemical structure is presented in Fig. 1.

![Figure 1 Chemical structure of PR MX-5](image)

FeCl₃, BaCl₂·2H₂O, and H₂O₂ (30%) were provided from Merck. Sodium alginate (\( C_6H_{9}NaO_7 \)) was purchased from Sigma Aldrich.

The stock PR MX-5B solution of 1000 mg/L was prepared by dissolving 1 g of dye in 1 L of deionized water; then the desired PR MX-5B concentrations were prepared by proper dilutions from stock dye solution. 10 mM, 20 mM and 30 mM of H₂O₂ solutions were prepared by dilution from the 50 mM of stock H₂O₂ solution which was prepared from the 30.0% H₂O₂ solution (9.73 M). The solution of sodium alginate 2.0% (w/v) was prepared by dissolving the required weight of sodium alginate in 100 mL of distilled water. 0.15 M Ba²⁺ and 0.05 M Fe³⁺ solutions were prepared by dissolving an accurate weight of BaCl₂·2H₂O and FeCl₃ in 100 mL of distilled water, respectively.

2.2 The Synthesis of Iron-Alginate Gel Beads

Iron-alginate gel beads were synthesized by the method previously reported by Rosales et al., 2012 [10]. According to that, 100 mL of sodium alginate solution 2.0% (w/v) was prepared by dissolving sodium alginate in 100 mL deionized water. 0.15 M Ba²⁺ and 0.05 M Fe³⁺ solutions were prepared by dissolving an accurate weight of BaCl₂·2H₂O and FeCl₃ in 100 mL of distilled water, respectively.

The spherical iron-alginate gel beads (Fe-Alg gel beads) formed by the contact of the alginate including Fe³⁺ and Ba²⁺; after that, the solution containing beads was stirred magnetically at a low velocity and 25 °C temperature for 2 h for the stabilization of beads. The formed brown particles (Fig. 2) were treated at +4 °C for 2 h in the gelling solution. Thereafter, they were simply decanted and washed with distilled water. Finally, the beads were dried in an oven at 70 °C for 4 h.

![Figure 2 The prepared iron-alginate gel beads](image)

2.3 Characterization Studies

The morphology and elemental identification of beads were analyzed by the Scanning Electron Microscope (SEM) analysis, and Energy Dispersive X-ray Analysis (EDX), respectively before and after decolorization experiments. The functional groups of synthesized Fe-Alg gel beads were determined by the Fourier Transform Infrared Spectrometer (FT-IR) in the range of 4000 – 400 cm⁻¹, pre- and post-decolorization.

2.4 Heterogeneous Fenton-Like Decolorization Experiments

Heterogeneous Fenton-like decolorization experiments of PR MX-5B were carried out on 100 mL of dye solutions in a water bath at a constant shaking rate and constant temperature (25°C). In decolorization experiments, the required amount of Fe-Alg gel beads was added to the dye solution which was adjusted to the desired initial concentration and initial pH value. Then, 5.0 mL of H₂O₂ solution at different concentrations were added rapidly to the PR MX-5B dye solution and the Fenton-like decolorization began. The Erlenmeyer flasks (250 mL) were agitated water baths for the required reaction times. Then, samples were taken at pre-determined time intervals. Afterward, the UV–vis absorbance readings were carried out on samples by a spectrophotometer (Specord 210 Plus, Analytic Jena, Germany).

The decolorization percentage for PR MX-5B was reduced in UV-vis absorbance and determined by Eq. (3) as follows:

\[
D = \frac{A_o |538 \text{ nm}}{-A_t |538 \text{ nm}} \times 100 \% \tag{3}
\]

Where \( D \) (%) represents decolorization efficiency, \( A_o \) and \( A_t \) are the absorbance values at an initial time and at any time of
PR MX-5B. Moreover, the control tests without an added catalyst were done to detect the decolorization capacity of H$_2$O$_2$ for PR MX-5B.

Experiments were carried out to examine the effects of other Fenton-like reaction parameters on dye decolorization as pH (3 – 6), initial dye concentration (100 – 500 mg/L), Fe-Alg gel beads (catalyst) concentration (0.5 – 5 g/L) and H$_2$O$_2$ concentration.

3 RESULTS AND DISCUSSION

3.1 The Characterization of Iron-Alginate Gel Beads

The morphology and elemental analysis of the synthesized gel beads were investigated by SEM and EDX analysis, respectively, before and after decolorization. The SEM images are shown in Fig. 3 (a, b, c, d). As seen in Fig. 3a, the beads have a spherical shape and the SEM image (Fig. 3d), after the Fenton-like reaction showed that the surface change may be due to breakage of alginate chains and iron ions came out from the inner surface of beads. Furthermore, the average particle size of dried iron-alginate gel beads was calculated to be 231 µm by using the Image J program with SEM images.

The FT-IR spectra of Fe-Alg gel beads before and after decolorization were presented in Fig. 5 (a, b). In Fig. 5.a, the broad peak at around 3300 cm$^{-1}$ is ascribed to the hydrogen-bonded O–H stretching, and 2362 cm$^{-1}$ is due to the C≡C stretching vibration [10, 12]. The band at 1028 cm$^{-1}$ is attributed to the C–O–C stretching due to the saccharide structure of sodium alginate [13]. The band at 1406 cm$^{-1}$ is contributed to the C–OH deformation vibration with the contribution of the O–C–O symmetric stretching vibration of the carboxylate group. 1596.6 cm$^{-1}$ is assigned to the asymmetric stretching vibrations of the carboxyl group of the alginate molecule. The peak at 1726 cm$^{-1}$ in the spectrum of the Fe-Alg gel bead also belongs to the absorption vibrations of the carboxyl group of the alginate molecule [10, 13]. Moreover, as seen from Fig. 5, a decrease was observed in the FT-IR peaks' intensity in the part before and after degradation. This situation may result from the change in the distance of the C–O bond of the carboxylate group due to the bonding strength between the iron ion and the oxygen of the carboxyl group.

The FT-IR spectra of Fe-Alg gel beads before and after decolorization were presented in Fig. 5 (a, b). In Fig. 5.a, the broad peak at around 3300 cm$^{-1}$ is ascribed to the hydrogen-bonded O–H stretching, and 2362 cm$^{-1}$ is due to the C≡C stretching vibration [10, 12]. The band at 1028 cm$^{-1}$ is attributed to the C–O–C stretching due to the saccharide structure of sodium alginate [13]. The band at 1406 cm$^{-1}$ is contributed to the C–OH deformation vibration with the contribution of the O–C–O symmetric stretching vibration of the carboxylate group. 1596.6 cm$^{-1}$ is assigned to the asymmetric stretching vibrations of the carboxyl group of the alginate molecule. The peak at 1726 cm$^{-1}$ in the spectrum of the Fe-Alg gel bead also belongs to the absorption vibrations of the carboxyl group of the alginate molecule [10, 13]. Moreover, as seen from Fig. 5, a decrease was observed in the FT-IR peaks' intensity in the part before and after degradation. This situation may result from the change in the distance of the C–O bond of the carboxylate group due to the bonding strength between the iron ion and the oxygen of the carboxyl group.
carboxyl group changes [10]. As seen from Fig. 5, b, the peak at 1726 cm\(^{-1}\) disappeared after decolorization. This result could be due to a decrease in the absorption vibrations of the carboxyl group of the alginate molecule.

As seen in Fig. 6, adsorption peaks progressively declined and almost disappeared with the increase of reaction time. Furthermore, no new peaks that formed during the reaction were determined.

3.2 The Analysis of Dye Decolorization

The catalytic efficiency of the synthesized Fe-Alg gel beads was assessed in the heterogeneous Fenton-like decolorization of PR MX-5B.

The Fenton degradation mechanism depends on the production of reactive hydroxyl radicals (OH\(^•\)) by the decomposition of H\(_2\)O\(_2\) in the presence of Fe\(^{2+}\) ions. In the classical Fenton system, the formation cycles of hydroxyl radicals were given in Eqs. (4) – (10); [14].

\[
\begin{align*}
\text{Fe}^{2+} + \text{H}_2\text{O}_2 & \rightarrow \text{OH}^• + \text{OH}^- + \text{Fe}^{3+} \\
\text{Fe}^{3+} + \text{H}_2\text{O}_2 & \rightarrow \text{Fe}^{2+} + \text{H}^+ + \text{HO}_2^• \\
\text{Fe}^{3+} + \text{HO}_2^• & \rightarrow \text{Fe}^{2+} + \text{H}^+ + \text{O}_2 \\
\text{Fe}^{2+} + \text{OH}^• & \rightarrow \text{Fe}^{3+} + \text{OH}^- \\
\text{OH}^• + \text{OH}^• & \rightarrow \text{H}_2\text{O}_2 \\
\text{OH}^• + \text{H}_2\text{O}_2 & \rightarrow \text{H}_2\text{O} + \text{HO}_2^• \\
\text{OH}^• + \text{organic molecules} & \rightarrow \text{CO}_2 + \text{H}_2\text{O}
\end{align*}
\]

According to Eqs. (4) – (10), firstly, ferrous ions begin the Fenton-like oxidation and cause the formation of hydroxyl radicals, and afterward, these form hydroxyl radicals and assault the organic contaminants and lead to their disruption to smaller organic compounds [14].

The progress of the Fenton-like decolorization of the PR MX-5B dye was observed by the UV-vis spectral analysis. The variations in the spectrum over time were presented in Fig. 6. As seen from Fig. 7, quite close (≈\(98\%\)) decolorization percentages were acquired when the H\(_2\)O\(_2\) concentrations were 20 mM, 30 mM, and 50 mM. Hence, the optimum H\(_2\)O\(_2\) concentration was selected as 20 mM in order to prevent unprofitable consumption of H\(_2\)O\(_2\). Consequently, the 5 mL of 20 mM H\(_2\)O\(_2\) was used in investigating the effect of other parameters.

3.3 Effects of Parameters on the Decolorization of Procion Red MX-5B

3.3.1 Effect of the hydrogen peroxide concentration

H\(_2\)O\(_2\) concentration is a fundamental parameter to be determined in the heterogeneous Fenton-like reactions because of number of OH\(^•\) radicals which will initiate the reaction, depends directly on H\(_2\)O\(_2\) concentration. At low concentrations of H\(_2\)O\(_2\), not enough hydroxyl radicals can be obtained for efficient degradation, which is why the degradation rate could be long-term. Moreover, the best part of free radicals is immediately used up by the dye. Conversely, more OH\(^•\) radicals could be produced in the presence of a high concentration of H\(_2\)O\(_2\), but these formed OH\(^•\) radicals preferably react with the excess of H\(_2\)O\(_2\)[1].

The effect of the H\(_2\)O\(_2\) concentration was presented in Fig. 7, at the experimental conditions of initial dye concentration: 100 mg/L; natural pH of the solution (nearly 5.2), catalyst concentration 1 g/L, and temperature 298 K.

As seen from Fig. 7, quite close (≈\(98\%\)) decolorization percentages were acquired when the H\(_2\)O\(_2\) concentrations were 20 mM, 30 mM, and 50 mM. Hence, the optimum H\(_2\)O\(_2\) concentration was selected as 20 mM in order to prevent unprofitable consumption of H\(_2\)O\(_2\). Consequently, the 5 mL of 20 mM H\(_2\)O\(_2\) was used in investigating the effect of other parameters.
Figure 7 Effect of the H$_2$O$_2$ concentration on decolorization ($C_0 = 100$ mg/L, $X_0 = 1$ g/L, pH = natural pH ($\approx 5.2$) of dye solution, $T = 298$ K)

3.3.2 Effect of the Initial pH

One of the desired aims of heterogeneous Fenton-like reactions is developing new heterogeneous catalysts to extend the pH range. The pH is a decisive parameter which influences the efficiency of the Fenton-like process since pH has an important impact on the stability of H$_2$O$_2$, in controlling the catalytic activity, and the dominant iron species [16].

The effect of the initial pH of the solution on the catalytic Fenton like decolorization of PR MX-5B was researched at the pH values of 3.0, 4.0, natural pH ($\approx 5.2$), and 6.0. As seen from Fig. 8, the highest decolorization percentage (98.63%) was obtained at pH 3.0. Moreover, remarkably higher and close decolorization yields (nearly 86%, 84%, and 82%) were achieved at the pH values of 4.0, 5.2, and 6.0, respectively. It was reported in the literature that the reaction between iron-containing minerals and H$_2$O$_2$ could sufficiently degrade the organic molecules at higher pH values than at acidic pHs [17]. Furthermore, the formation of Fe(OH)$_3$ can be prevented due to the ionic cross-links between the Fe ions and the carboxyl group on alginate chains. Therefore, working at natural pH values of dyestuff could avoid the formation of iron sludge at higher pH values.

These outcomes showed that the Fe-Alg gel beads/H$_2$O$_2$ catalytic system could effectively continue in the catalytic degradation of RR MX-5B at the pH range of 3 and 6, indicating the apparent improvement in pH-tolerance.

3.3.3 Effect of Catalyst Concentration

The effect of catalyst concentration on the PR MX-5B decolorization was presented in Fig. 9.

Five different catalyst concentrations, from 0.25 g/L to 5.0 g/L, were selected to determine dye decolorization efficiencies. Besides that, a control experiment was carried out without an added catalyst by using the dye solution containing only the H$_2$O$_2$. As seen in Fig. 9, the control (free catalyst concentration) showed nearly 8.25% PR MX-5B dye decolorization efficiency, and decolorization percentages were increased with an increment in catalyst concentration from 0.25 g/L to 5 g/L. This result arises from the increment in the number of active sites of Fe-Alg gel beads. Therefore, H$_2$O$_2$ decomposition improves and leads to the formation of more OH$^-$ radicals.

Moreover, when the Fe-Alg gel beads’ concentrations were 0.5, 1.0, 3.0, and 5.0 g/L, $\approx$100% dye decolorization percentages were obtained for 100 mg/L PR MX-5B concentrations at the end of the 90 min reaction time. Moreover, when catalyst concentration increased, the reaction time needed to obtain the 100% decolorization yield decreased. Hence, the 5 g/L of catalyst concentration was chosen as the optimum one to achieve the decolorization removal of high concentrations of dye solutions in a short time.

3.3.4 Effect of Initial Dye Concentration

The effect of initial contaminant concentration on decolorization was shown in Fig. 10. In this study, nearly 100%, 100%, and 96%, 77%, 76%, and 71% decolorization yields were achieved for the initial dye concentrations from 50 mg/L to 500 mg/L, at the end of the 180 min reaction time. Namely, all of the dyestuffs were decolorized in low
concentrations of PR MX-5B, but lower decolorization yields were obtained in high initial dye concentrations.

This phenomenon may be due to the concentration of PR MX-5B affecting the generation of OH• radicals and their scavengers. Less scavenging of hydroxyl radicals is formed when the initial organic pollutant concentration was increased without an overlap in its optimum value [7]. Therefore, initial dye concentrations of 50 mg/L, 100 mg/L, and 200 mg/L were selected as suitable for the optimal period needed for the reaction which will prevent the acceleration of the formation of radical OH• scavengers.

Moreover, many studies were carried out in literature for the removal of PR MX-5B by Fenton processes. Some examples of these studies were presented in Tab. 2. In this study, comparing the studies given in Tab. 2, high PR MX-5B decolorization efficiencies were obtained in the studied range of initial dye concentrations. Therefore, the obtained results showed that effective removal efficiencies can be achieved for wastewaters including high concentrations of PR MX-5B in a single step by using Fe-Alg gel beads as a heterogeneous Fenton-like catalyst.

### Table 2

<table>
<thead>
<tr>
<th>Catalyst</th>
<th>Method</th>
<th>( C_{PR,MX-5B} )</th>
<th>( D(%) )</th>
<th>( t ) (min)</th>
<th>Ref</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ferric sulfate</td>
<td>Fenton-like decolorization</td>
<td>40 ppm</td>
<td>100</td>
<td>60</td>
<td>[18]</td>
</tr>
<tr>
<td>TiO(_2)</td>
<td>Photocatalytic oxidation</td>
<td>40 ppm</td>
<td>100</td>
<td>20</td>
<td>[19]</td>
</tr>
<tr>
<td>Iron(III) Nitrate Nonahydrate and Iron(II) Sulfate Heptahydrate</td>
<td>Fenton (H(_2)O(_2)/Fe(^{3+})) and Fenton-like degradation (H(_2)O(_2)/Fe(^{3+}))</td>
<td>0.1 mM</td>
<td>&gt; 99</td>
<td>480</td>
<td>[20]</td>
</tr>
<tr>
<td>Fe/Walnut shell based Activated carbon</td>
<td>Photo Fenton-like process</td>
<td>100 ppm</td>
<td>88.3</td>
<td>120</td>
<td>[21]</td>
</tr>
<tr>
<td>Fe/K-Activated carbon</td>
<td>Fenton-like process</td>
<td>100 ppm</td>
<td>91.6</td>
<td>120</td>
<td>[22]</td>
</tr>
<tr>
<td>Fe-Alg gel beads</td>
<td>Fenton-like decolorization</td>
<td>50 – 500 ppm</td>
<td>100 – 71</td>
<td>180</td>
<td>This Study</td>
</tr>
</tbody>
</table>

### 3.4 Kinetic Study

Zero, first and second order reaction kinetics were used in order to determine the kinetics of the Fenton-like decolorization of PR MX-5B. The zero, first, and second order rate equations are written as below (Eqs. (11) – (13)) [23]:

\[
\begin{align*}
\text{0th order reaction kinetics:} & \quad \frac{dC}{dt} = -k_0 , \quad (11) \\
\text{1st order reaction kinetics:} & \quad \frac{dC}{dt} = -k_1 C , \quad (12) \\
\text{2nd order reaction kinetics:} & \quad \frac{dC}{dt} = -k_2 C^2 , \quad (13)
\end{align*}
\]

Where: \( C \) is the concentration of the dye solution; \( k_0, k_1, k_2 \) - apparent kinetic rate constants of zero, first, and second order reaction kinetics, respectively; \( t \) is the reaction time.

When integrating the Eqs. (10) – (13), the following equations are obtained (Eqs. (14) – (16)):  

\[
\begin{align*}
C_t &= C_0 - k_0 t \quad (14) \\
C_t &= C_0 e^{-k_1 t} \quad (15) \\
\frac{1}{C_t} &= \frac{1}{C_0} + k_2 t \quad (16)
\end{align*}
\]

Where \( C_t \) is the concentration of PR MX-5B at any reaction in the time \( t \).

The reaction kinetics for the decolorization with the regression coefficients was calculated. According to the results, the decolorization kinetics of PR MX-5B fitted the 2\(^{nd}\) order kinetics well when comparing the regression coefficients \((R^2)\) which were determined from the reaction kinetics. The regression value of the 2\(^{nd}\) order reaction kinetics was 0.995, which was much higher than the 0\(^{th}\) order \((R^2 = 0.4611)\) and the 1\(^{st}\) order reaction kinetics \((R^2 = 0.5631)\),
(data not shown). The second order reaction kinetics for the decolorization of PR MX-5B was presented in Fig. 11 for this study. Therefore, the decolorization of PR MX-5B best fitted the second order reaction kinetics of the type:

\[-r_{[PR\text{-MX-5B}]} \approx k_2C^2_{PR\text{-MX-5B}}\]

![Figure 11 The 2nd order reaction kinetics for the decolorization of PR MX-5B.](image)

As seen from Fig. 11, the apparent kinetic rate constant, \(k_2\), was determined to be 0.0006 L/mg.min at the reaction conditions of PR MX-5B concentration: 200 mg/L; \(k_2\) concentration: 20 mM; initial pH of solution: 3.0; \(X_0\) concentration: 5 g/L; \(T = 298\) K; \(t = 180\) min reaction time.

4 CONCLUSION

In the presented study, iron-alginate gel beads were synthesized and their utilization was investigated as a heterogeneous Fenton-like catalyst for the decolorization of an azo dye, PR MX-5B. The breakdown of the azo band in the chromophore of the dye with \(\text{OH}^•\) radicals was demonstrated by the UV-vis by spectral analysis, and the reaction time due to the absorption peaks declined as time passed and finally disappeared.

The Fenton-like degradation was fairly efficient, and high dye decolorization percentages from 100% to 71% were obtained in the range of 50 – 500 mg/L dye concentrations, at the end of the 180 min reaction time. Furthermore, the kinetic study demonstrated that the reaction kinetics of PR MX-5B fitted the second order kinetics well.

Moreover, high decolorization percentages were obtained in the range of the initial pH of 3.0– 6.0, showing the pH tolerance of the system. The results indicated that Fe-alginate gel beads could be used as a catalyst effectively in the heterogeneous Fenton-like reactions for the removal of azo dyestuffs. The using of Fe-Alg gel beads offers several advantages owing to their ease of production, high capability of decomposing the hydrogen peroxide and formation of \(\text{OH}^•\) radicals to provide effective decolorization. In addition, they can be easily separated from the reaction medium after the procedure and overcome the formation of iron sludge by classical Fenton decomposition Fenton’s degradation, especially at higher pH values than at acidic values.

5 REFERENCES


Authors’ contacts:

**Memduha ERGÜT**, PhD, Research Assistant
Corresponding author
Mersin University, Faculty of Engineering, Department of Chemical Engineering
Mersin University Çiftlikköy Campus F Block, 33343, Yenişehir/Mersin, Turkey
Tel./Fax, +90 (0324) 361 00 01-17371 / +90 (0324) 361 00 32
E-mail: memduha.ergut@gmail.com

**Ayla ÖZER**, PhD, Professor
Mersin University, Faculty of Engineering, Department of Chemical Engineering
Mersin University Çiftlikköy Campus F Block, 33343, Yenişehir/Mersin, Turkey
Tel./Fax, +90 (0324) 361 00 01-17370 / +90 (0324) 361 00 32
E-mail: ayozer4@gmail.com
THE INFLUENCE OF PRE-TREATMENT BY PRIMING ON THE CMY REPRODUCTION QUALITY PRINTED WITH ELECTROINK

Marko MORIĆ, Igor MAJNARIĆ, Klaudio PAP, Slaven MILOŠ

Abstract: In order to achieve high-quality colour prints by using an electrophotography printing machine, it is necessary to prepare the printing substrate. Additional treatment may be needed to achieve the better substrate surface tension for optimally attaching the liquid electrophotography ink to the fine art paper. To ensure good adhesion of the ink to the printing substrate, a pre-treatment by application of surface tension regulating fluids (priming) may be used. In this paper, we will determine the possibility of realization of the CMY prints and the possibility of achieving an increased range of tone value in electrophotography digital printing. Based on the results, the new possible values of reproduced CMY tones will be determined so that a higher print quality can be achieved. The application of primers changes the optical properties of the paper printing substrate, which directly affects the colour reproduction. An additional 100 % increase of primer application will result in total colour changes of ΔEC (0,5 g/m² & 1 g/m²) = 0,06, ΔEM (0,5 g/m² & 1 g/m²) = 0,42, ΔEY (0,5 g/m² & 1 g/m²) = 0,08. In this scenario, 1 g/m² application of primer will produce the most intense full tones and therefore the highest quality prints for all three ElectroInk process colours.

Keywords: CIELab; colour difference; digital colour offset; ElectroInk; in-line primer; pre-treatment

1 INTRODUCTION

In order to achieve uniform and well-defined surface properties, it is necessary to treat the surface with certain substances. Most commonly these are acrylic polymers, vinyl ether polymers, polystyrene butadiene, polyesters, alkyd resins, phenolic resins, vulcanized thermoplastic elastomers, olefin thermoplastic elastomers, EVOH (ethyl vinyl alcohol copolymer) resins, polyvinyl chloride, resin oils, waxes [1]. Their application gives the possibility of achieving better mechanical properties of the materials, as well as their long-term use.

Depending on the aggregate condition of the printing media, the production speed and the thickness of the coating, different coating methods are applied - coating performed by pouring, direct immersion of the material in the coating, application through a narrow crack (extrusion), application with chamber squeegees, application by Mayer rod. All of these procedures are based on the principle of uniform application with 100 % coverage of the surface. Differences between these techniques are evident in production productivity, which can range from 50 to 1,500 m/min [2]. In order to achieve such production speeds, the viscosity of the coating fluid, whose value can vary from 10 to 20,000 mPa·s, is crucial. Thus, only ideal fluids (subject to Newton’s laws) will achieve maximum coating productivity. The realized coating thicknesses can be different, depending on the coating techniques, ranging from 3 to 300 g/m² [3].

Coating techniques can also be applied to standard printing techniques such as flexographic printing, offset printing and contactless inkjet printing. The advantage of such coating technologies is the high productivity with the possibility of partial coating (due to the use of classic printing forms).

2 THEORETICAL PART

The in-line unit used with the HP Indigo WS 6800 series machines has two basic components. The coating is first charged with the substrate, followed by the application of a surface tension regulating fluid (primer). The printing substrate refining unit is used to apply a specific fluid that will affect the surface tension of the printing substrate and thus to the acceptance of ElectroInk [4]. Fig. 1 shows the design of the pre-treatment unit on HP Indigo printing machines.

The printing substrate refining unit works by unwinding the roll with the printing pad and passing it through the corona unit. Therefore, the surface of the printing substrate is charged with ionized air in order to create a microstructure (roughness) that will improve the ink application on the printing substrate.

After that, the roll with the printing substrate enters a central coating unit containing five rollers. This results in a uniform application of the primer to the surface of the printing substrate. The amount of coating applied depends on the diameter of the primer coating roller, for example a coating thickness of 74 mm achieves a coating of 0,5 g/m², while a coating diameter of 84 mm achieves a coating of 1 g/m². In order for the primer to dry, the roll with the printing substrate must pass through a warm air drying tunnel and then reach the cooling rollers. Such printing substrate at the
end of the refining unit enters the printing unit in HP Indigo where it is imprinted on a previously applied primer.

The priming unit, with the exception of the primer form roller, contains a pressure roller, a primer transfers roller, a distributor roller and a primer fountain roller (Fig. 2). The primer fountain roller is used to apply the ink from the ink tank, the distribution roller spreads the primer over the entire surface of the print, and the prime transfer roller connects them. The highest pressure roller presses the roller with the printing substrate in a controlled manner to form the high-quality primer coating on the printing substrate. It is this construction that ensures uniform treatment and prints without any visible defects.

![Figure 2 Roller chart on the HP Indigo priming unit.](image)

2.1 Digital Colour Offset

Digital colour offset is a specially developed electrophotography technique that utilizes the liquid ElectroInk. To generate a single imprint, the machine should contain a three cylinders’ satellite unit (PIP cylinder, Intermediate cylinder and Impression cylinder), which serves for indirect transfer of ElectroInk to the printing substrate (Fig. 3).

ElectroInk is a special liquid electrophotography ink that, depending on the colour tone, contains the following components: volatile ISOPAR oil (90 % to 95 %), pigment particles (5 % to 8 %) and charge regulator - Image agent (1 % to 3 %). The liquid ink is prepared immediately prior to printing, using densitometers (the proportion of dry matter content in liquid) whose value is 1.70 g/cm³ [5], [6]. The selective behaviour of ElectroInk depends on the established electrostatic field between the developer roller and the PIP cylinder or the PIP cylinder and the Intermediate Transfer Drum [7], [8].

The Liquid ElectroInk is transferred to the heated surface of the Intermediate Transfer Drum which has a soft offset rubber on its surface. During that process, ElectroInk changes its aggregate state and turns into a sticky paste [9]. In order to achieve a complete transfer, the offset rubber cover must meet two basic properties: a) it must be conducive; b) it must be heated to a temperature above 100° [10].

In order to ensure the ability to print in photo quality, BIDs should be added consist CMY colours. A parameter that significantly influences the quality is the adequate print of raster elements that can be directly controlled by activating laser power and by adjusting the colour transfer by changing the voltage on BID units and by selecting the appropriate printing substrate [11], [12], [13].

3 EXPERIMENTAL PART

For experimental printing, an HP Indigo WS 6800 was used with an integrated in-line primer injector and a corona unit [14]. The RIP (Raster Image Processor) used for separation of colour extracts was the ESCO HPE ProLiant ML350, while using a standard calibration curve LUT 0.5 and 180 lpi raster lines. For testing, the standard print form “FOGRA Image Quality” of the SRA3 dimension was used, out of which we applied Cyan (C), Magenta (M) and Yellow (Y) Separation [15].

<table>
<thead>
<tr>
<th>Table 1 Characteristics of used fine art paper.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Paper features - Condact digital gloss RL</strong></td>
</tr>
<tr>
<td>Attribute</td>
</tr>
<tr>
<td>Grammage</td>
</tr>
<tr>
<td>Thickness</td>
</tr>
<tr>
<td>Opacity</td>
</tr>
<tr>
<td>Whiteness D65/10°</td>
</tr>
<tr>
<td>Gloss of paper</td>
</tr>
<tr>
<td>Smoothness by Bekk</td>
</tr>
</tbody>
</table>

The paper substrate used for the experiment was 90 g/m² Condact digital gloss RL (gloss coated fine art paper). The composition of such paper contains: 50% virgin cellulose, 40% calcium carbonate, 4.5% water and 5.5% latex and sizing agents [16]. Other properties of used fine art paper are shown in Tab. 1.

During the printing process paper was treated by means of two different primer depositions (Michem® In-Line...
Primer 030 manufactured by Michelman in an amount of 0.5 g/m² and 1 g/m² (power of corona was 0 W). Michem® In-Line Primer 030 is a special substance manufactured for the in-line coating of HP Indigo printing machines, series WS 6800. This primer improves the adhesion of ElectroInk and enables better transfer of color to a low surface energy substrate [17]. The technical characteristics of this primer are shown in Tab. 2.

<table>
<thead>
<tr>
<th>Technical characteristics of in-line primer</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Appearance</td>
<td>White fluid</td>
</tr>
<tr>
<td>pH</td>
<td>8.0 - 10.0</td>
</tr>
<tr>
<td>Viscosity (cps)</td>
<td>&lt;100</td>
</tr>
<tr>
<td>Application Number</td>
<td>1</td>
</tr>
<tr>
<td>Application rate</td>
<td>60 rpm</td>
</tr>
<tr>
<td>Manufacturer</td>
<td>USA, Belgium, Singapore</td>
</tr>
</tbody>
</table>

Since the measurements were conducted in industrial conditions, a surface tension measurement method was applied in accordance with the norm ASTM D-2578, with the use of indicator fluids containing 2-ethoxyethanol & formamide [18]. In this way, we have avoided a greater pause between examination and testing phases. DYNE test results of surface tension without primer and after priming is given in Tab. 3.

<table>
<thead>
<tr>
<th>Position of measure</th>
<th>Primer 0 g/m²</th>
<th>Primer 0,5 g/m²</th>
<th>Primer 1 g/m²</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>36</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>2</td>
<td>36</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>3</td>
<td>36</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>4</td>
<td>36</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>5</td>
<td>36</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>6</td>
<td>36</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>7</td>
<td>36</td>
<td>34</td>
<td>38</td>
</tr>
<tr>
<td>Average</td>
<td>36</td>
<td>34</td>
<td>38</td>
</tr>
</tbody>
</table>

Characterization of the printing surface is possible by determining the surface tension. Due to the specificity of testing, a DYNE test with indicator fluids of 34 to 44 mN/m (DYNE/cm) was applied in the experiment. This method was chosen because of the precision of sample measurements taken immediately after the printing substrate was released from the machine. Room temperature and relative humidity are very important for this method. Tab. 4 shows the climatic conditions used in the measurement of surface tension of the treated materials.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Temperature °C</th>
<th>Relative humidity %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paper – primer 0 g/m²</td>
<td>24.2</td>
<td>49</td>
</tr>
<tr>
<td>Paper – primer 0.5 g/m²</td>
<td>24.7</td>
<td>51</td>
</tr>
<tr>
<td>Paper – primer 1 g/m²</td>
<td>24.9</td>
<td>52</td>
</tr>
<tr>
<td>Min.</td>
<td>24.2</td>
<td>49</td>
</tr>
<tr>
<td>Max.</td>
<td>24.9</td>
<td>52</td>
</tr>
<tr>
<td>Average</td>
<td>24.60</td>
<td>50.67</td>
</tr>
</tbody>
</table>

When printing on demanding printing substrates (characterized by low surface absorbency), it is necessary to treat the fluids that regulate the surface tension. The results are better bonding of ElectroInk as well as the optical properties of the printing substrate. The colour change $\Delta E < 1$ represents visually invisible colour changes, $\Delta E 1$ to 3 colour range is the standard, $\Delta E 3$ to 5 is the acceptable colour deviation range and $\Delta E > 5$ is the unacceptable deviation area. Figs. 5, 6 and 7 show colour changes for process colours (cyan, magenta and yellow).

The reproduction curves created by applying a different amount of primer completely realize colour changes ($\Delta E$), which is true for all experimental samples tested. This means that visible colour changes will be achieved by priming the printing substrate (paper) without applying the corona treatment.
On untreated paper without activated corona treatment, greater colour changes will be achieved by applying a primer of 1 g/m² ($\Delta E_{avg,0W} = 1.09$). In this case, the smallest surface coverage analysed will produce a larger colour change than full tone ($\Delta E_{C10%\_0W} = 1.75$; $\Delta E_{C100%\_0W} = 0.57$). Imprints with a smaller amount of primer (0.5 g/m²) produce less colour changes $\Delta E_{avg,0W} = 1.03$. They are also expressed in the brighter areas ($\Delta E_{C10\%\_0W} = 1.55$) to stabilize with increasing surface coverage of the tone deviation ($\Delta E_{C100%\_C70%\_40%\_0W} = 0.76$). The application of a primer of 1 g/m² resulted in the deviation of cyan tones, which were expressed more in chromaticity ($a^*$ and $b^*$ coordinates) and less in luminance ($L^*$). By reducing the amount of primers, cyan prints become more unstable, meaning that in bright areas changes are more pronounced in chromaticity and in higher tones (from 40% to 100% of TV) in brightness. In order to achieve the most saturated cyan print, it is necessary to apply a primer in the amount of 1 g/m² without corona power (0 W).

Magenta ElectroInk printing produces more pronounced colour changes in case of priming. Without activation of corona power and application of a primer of 0.5 g/m², a clear colour difference is achieved in all measurement fields ($\Delta E_{avg,0W} = 1.45$). Thus, two areas stand out with the values: 10% of TV ($\Delta E_{M10\%\_0W} = 2.09$) and 70% of TV ($\Delta E_{M10\%\_0W} = 1.08$). With the further increase of primers, the print becomes more stable and achieves an average colour change of $\Delta E_{avg,0W} = 1.03$. On such prints, larger surface coverage achieves a smaller colour change ($\Delta E_{M100%\_M70%\_0W} = 0.76$) and the smallest largest ($\Delta E_{M10\%\_0W} = 1.36$). By applying a fluid to refine the printing substrate, magenta experimental prints will retain a specific reproduction curve that changes up to 70% of TV in brightness and then sharply shifts to the coordinate ($a^*$). However, priming without activating corona power produces the largest colour changes that are expressed along the chromaticity axes. The best full tone reproduction will be achieved in scenarios without corona treatment and with primer application (1 g/m²).
Of all the analysed colour separations of yellow tones, by the priming process, it showed the least colour deviation and maximum uniformity of tones within the reproduction curve. Such prints, regardless of the applied corona power, will not produce larger colour changes than ΔE > 1. Experimental application of primer in the amount of 0.5 g/m² and without corona treatment will result in an average colour change of ΔE_{avr,0W} = 0.58. Higher priming (1 g/m²) results in a slight increase in the average yellow colour deviations of ΔE_{avr,0W} = 0.66. The obtained results are characterized by a trend of realized tonal changes where a smaller amount of primers will produce larger deviations in the brighter parts of the image, while a larger amount of primers will produce larger deviations in the darker portions of the image. Only the primed yellow prints (Lab curve with no corona activated) produce a characteristic change that is evident in the rapid growth of chromaticity in the higher tone range. The most pronounced variable is (+ b*). Thus, the best print will be realized with a coating of 1 g/m². The highest-quality yellow colour is created by priming 1 g/m² without activating corona power. This is due to the chemical composition of the primer, which is not a colourless but light yellow colour. This is also the reason for such results.

In order to visualize realized ΔE changes of CMY tones, experimental prints have been digitized and magnified 60 times (Fig. 8).

Cyan separation is characterized by the connection of raster print elements in the middle and higher tonal values. Such deformation is least visible in primed paper (1 g/m²) which also gives the best print result. Magenta colour separation achieves the most correct raster elements if the printing substrate is primed also with a primer of 1 g/m². Such elements have geometric regularity and the highest print intensity (they have the highest optical density). The yellow separation is also best reproduced with a primer of 1 g/m².
g/m². With the good application of yellow ElectroInk quality, increase an additional yellowness printing substrate. Yellow prints are much better reproduced than other process separations.

5 CONCLUSION

The aim of this research was to define the effect of refinement of the printing substrate by the method of application of fluid to regulate the surface tension of the printing substrate. Thus treated print media for the purposes of the complete reproduction process require the redefinition of the qualitative properties of digital multicolour reproduction (CIE L* a* b*, ton value, imbalance of print) when printing with ElectroInk.

The difference between the two colour changes in cyan prints, due to the variation of the primer (0.5 g/m² and 1 g/m²), is ΔE difference = 0.06. The difference in magenta prints is ΔE difference = 0.42. Regarding the variation of the fluid for regulating the surface tension of the printing substrate, the difference between the two colour changes of the yellow prints is ΔE difference = 0.08.

Thus, the best separation of elements is reproduced with cyan and yellow ElectroInk. The changes made by priming the printing substrate are not visible, but they are important in the whole process of calibrating the electrophotography printing machine. In combination with other parameters of the electrophotography printing process, those changes still affect the final colour results.
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NEAR-INFRARED SPECTROSCOPY AND HIDDEN GRAPHICS APPLIED IN PRINTING SECURITY DOCUMENTS IN THE OFFSET TECHNIQUE

Vilko ŽILJAK, Jana ŽILJAK GRŠIĆ, Denis JUREČIĆ, Tonči JELIČIĆ

Abstract: The method of mixing pigments for the printing technology is expanded with the addition of dual states in security graphics. Near-infrared spectroscopy of colorants used in the offset technique has brought about the concept of targeted design by a selective use of colorants that are visible in the visible region of the electromagnetic spectrum. High-security documents have been observed in the NIR light based on twin colorants which are differentiated according to their NIR absorption in the range from 800 to 1000 nm. New procedures have been developed based on the innovative creation of documents with hidden information. Two graphics are combined with mutating screen elements. A mathematical definition of the new printing screen and an algorithm in PostScript are given. The designer plans and creates graphics, which originate from the twin colorants, by using the INFRAREDESIGN® method. The dual design was investigated using visual and infrared cameras for the forensic area. The components of colorants are determined by the spectroscopy of light absorption with filters in the visible and NIR spectrum.

Keywords: hidden graphics; near-infrared spectroscopy; offset printing; security screen; twin colorants

1 INTRODUCTION

Instrumental observation of near-infrared graphics has initiated the expansion of security printing into the conventional printing practice. Our research into protected coloring is published with applications in digital printing with toners, flexographic printing and with the introduction of image duality in two light spectra [1]. In this paper, the application of twin colorants for the offset technique is published. The twins of colorants are prepared with the corresponding offset colorants from the "scale" – that is, with the set of the C, M, Y, K components for process printing. The INFRAREDESIGN® technology is prepared at high circulation in the newspaper press [2]. The idea of "twin colorants" is partly explained in the work on the application of the inkjet print on textiles for dresses in the clothing industry [3]. This article is based on the INFRAREDESIGN® theory, which gives principles for combining two images [4]. The construction of dual cameras (ZRGB) is described in the article by Ivan Rajković et al. [5], with application in film set design. Cameras are used as an instrument for determining light absorption on pigments and colorants in the industry [6].

This article requires explanations for the abbreviations used in the application of IRD.

The spectrum of the naked eye – red, green, blue (RGB) – is marked as V (visual). Absorption in the segment of the NIR spectrum at 1000 nm is marked as Z. The same abbreviations are used for the corresponding photographic cameras. The hidden image at 1000 nm is called the Z image (Z information). Colorants which do not absorb Z radiation are called V colorants. The observation of colorants through the system of "twins of colors and colorants" [7] has been introduced. The different groups of twin colorants are recognized by the ZRGB camera, which determines and assigns numerical values of the light absorption of colored material [8].

2 RECIPES FOR TWIN COLORS FOR THE OFFSET TECHNIQUE

The numerical values of the recipes for the C, M, Y and K process colorant components are given. The colorants chosen for raster printing are the same as the colors in the security document (Tab. 1). Images of twin colorants at 1000 nm were added using a dual ZRGB camera [8].

![Table 1 The recipes of twin colorants with the C, M, Y, K dyes](image)

<table>
<thead>
<tr>
<th>Colors</th>
<th>RGB (2&quot;)</th>
<th>C, M, Y, K %</th>
<th>C, M, Y, K %</th>
<th>L<em>a</em>b*</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Hidden letters, Z</td>
<td>102, 82, 78</td>
<td>65, 69, 67, 0</td>
<td>36, 47, 40, 42</td>
<td>37, 11, 7</td>
</tr>
<tr>
<td>2 Dark thin line, V, Z</td>
<td>46, 0, 0</td>
<td>89, 97, 99, 0</td>
<td>38, 85, 78, 65</td>
<td>0, 46, 15</td>
</tr>
<tr>
<td>3 Blue-green surface, V</td>
<td>57, 67, 106</td>
<td>89, 71, 42, 0</td>
<td>71, 49, 9, 40</td>
<td>28, 4, -27</td>
</tr>
<tr>
<td>4 Gray color, V</td>
<td>129, 134, 151</td>
<td>55, 41, 27, 0</td>
<td>27, 13, 0, 40</td>
<td>56, 0, -11</td>
</tr>
</tbody>
</table>

Twin colorants were photographed with filters at 400, 470, 570, 610 nm and in the visible spectrum. Light absorption was measured by using the Projectina forensic camera [9] for the visible (V – RGB) and near-infrared (NIR – Z) spectrum. The record of each photograph was analyzed as the remaining light reflection after blocking the designated wavelengths of light. At the same time, this is the prepress that can prove the authenticity of the document in the case of forgery. Textual information can be found on the document: "SECURITIES CONFIRMATION". Hidden information is programmed as vector graphics enveloped in the dense lines of different sets of twin colorants. Since the design is applied in two light spectra, it has two images which are observed separately with ZRGB cameras. Images V (visible) and Z
(NIR spectrum) present an example of security graphics with mutual concealment if they are printed next to each other and partially nested in each other. Although the original design was created as vector graphics, the prepress is a high-resolution pixel graphic.

The transition of the color twins and change in the light absorption from the V to Z state in dual presentation are shown as a video animation. Fig. 2 shows security graphics in the blockade at 700 nm. Some colorants already disappear in the visible spectrum, while others are visible up to 750 nm. After 800 nm, only the information on the absorption of the near-infrared spectrum remains.

3 SCREENING FOR SECURITY PRINT WITH THE MUTATING RASTER FORM R87

Individualized rasterization is used in design as an original solution. This is an introduction into security graphics with an emphasis on the stochastic choice of line screen coverage [10]. In this paper, the mutating screen form R87, which deforms and changes its appearance in print depending on the amount of colorant applied, is presented. After pixelization, raster color interpretation is introduced. With them, the recognition of color-coded twins that are nested is reduced.

The first raster shape is a standard round dot applied in conventional printing. For security printing, we suggest new raster forms: "propeller" and R87. With the passage of time and the ageing of documents, the colorant values change. The IRD technique insists on minimizing the difference between the twins of colors in the visible spectrum. The $\Delta E$ numerical values are less than three, which is recommended for the
mutual concealment of two graphics. The experimental work in the development of twin colorants has confirmed that mixing the V and Z twins of colorants in print depends on the geometrical shape of the raster element. Better solutions for hiding the V and Z images are achieved with mutating rasters from the "horn-shaped" series. The Z graphics printed next to the V graphics (with the same color) are less discernible if their contact surfaces are jagged. This was the motivation to create and apply the new raster form R87, resulting in an individual solution which raises the quality of print in security graphics.

4  NIR SPECTROSCOPY OF TWIN COLORANTS FOR THE OFFSET PRINTING TECHNIQUE

The equality of the twins of colorants in the visible spectrum is expressed through the $\Delta E$ value, for which several analytical solutions have been proposed [11]. The $\Delta Z$ value, which measures the difference of light absorption in the near-infrared spectrum [12], has been introduced into the IRD printing technique. There is no analytical solution for this value. The practices of photographing with ZRGB cameras and determining the difference of grayness on photographs with conventional programs for image processing are introduced. In this article, it is shown that the spectrum of light absorption for the twin colorants in the visible and near-infrared spectra is from 400 to 1000 nm. Spectrograms are given for colorants from the examples of security print (Fig. 2), with an emphasis on the Z value of the wavelength area at 900 nm. Fig. 6 shows spectrograms of the twins of the gray and green color tone. Spectroscopy was performed from the print samples.

The dashed lines (V colorants) drop to zero after 800 nm in the NIR region. At a measurement above 900 nm, the difference between the V and Z colorant twins is determined. Dyes with the K content greater than 40% retain the $\Delta Z$ range that the Z camera will interpret as a dark area.

The light absorption maxima are: yellow at 490 nm, magenta at 590 nm and cyan at 700 nm [12]. The advantage of the spectral, graphical representation is explained by the twins' dyes No. 1. There are major discrepancies in the colors of the twins No. 1 in the magenta area. This is information on the necessary repair of the dye mix No. 1. The difference in the absorption value in the magenta dominance (from 540 nm up to 650 nm – 69% / 47%) is too large. The difference in the magenta coverage in twins with 42% K is too small. In the next iteration of the trial print, either the magenta V dyes (solid line) will increase or the magenta content of the Z twin (dash line) will decrease. The line No. 2 (Fig. 6) is a thin dark line with a high proportion of carbon black dyes (65%). That line will remain in the final Z image (video, Fig. 2).

The parameters for the ratio of the C, M, Y, K process components were determined in six iterations of print. The graphic representation of light absorption is the ideal method for proposing a new direction in adjusting the ratios of every CMYK component. Since process colorants are in their own domains, spectrograms of individual components as the final optimal solution are given in the article [12].

5  DISCUSSION AND CONCLUSION

In our work with security graphics, the colorant carbon black for the Z twin is given beforehand. Security graphics in our research use colorants with a strictly defined order: the NIR colorant has coverage of 40% and is determined in advance. All other parameters in the V and Z colorants are subordinate to this requirement for security print. The amounts of C, M, Y, K colorants in V and Z are adjusted in order to minimize $\Delta E$. Such design of the relationship between the V and Z graphic is the beginning of developing contrast in the instrumental observation of the visible and hidden image. A larger amount of the carbon black colorant reduces the scope of the coloration of security graphics. We propose further experimentation with smaller values of the coverage of the component K in Z graphics.

Z graphic comes at the end of the graphic postpress for the four-color print, because vector graphics programs ignore it in the second, invisible order. Joining the lines, the overlay order is carefully worked out because the final graphic is interpreted as pixel graphics. Discarding information (second line "below") is a standard process in the digital transition from vector to pixel graphics. Let us emphasize: this is not
about the transparency of dyes. Only, if press were released separately for each layer, printing with spot dyes would be possible. This is possible in offset, but the printing is significantly more expensive. A test print on a digital printer is not suitable for "print in layers". Security graphics recognizes different process colorants based on their absorption of near-infrared radiation. Three colorants for standard offset printing – cyan, magenta and yellow – do not absorb light outside the visible spectrum. We plan to use them as components in graphics which are intended only for the visible spectrum without showing up in the near-infrared spectrum, but with set differences in the V and Z graphics. This proposition is the beginning of creating security graphics with two different levels of content, which are instrumentally separated by using ZRGB cameras. IRD security graphics is sensitive to the quality of twin colorants and their sameness in the visible spectrum. We propose the introduction of raster elements with pointed forms. The mixing of colorants and the contact between the V and Z graphics is planned at the level of an irregular raster form. Such vibrating graphics have two advantages. Firstly, they are almost impossible to detect even with high-resolution scanners. Scanners that are currently in use reduce all images to RGB records, which are then interpreted using the GCR (CMYK) procedure, destroying the principle of the IRD print in the process. Furthermore, the two graphics of V and Z are in contact; they have a different content of the same color at the same place. For the naked eye, the new raster elements (R87) reduce the gap, i.e. the possibility to recognize the boundary between the graphics V and Z.

The planning of the quantities of individual components of process colorants is observed through the ΔE and ΔZ values. The amount of each CMYK component in twin colorants is determined through the spectrography of each CMYK component separately. A final note: the new printing system of security graphics is based on the use only with the same colorants, which are used for conventional print.
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IMPLEMENTATION OF INTELLIGENT MODEL FOR PNEUMONIA DETECTION

Željko KNOK, Klaudio PAP, Marko HRNČIĆ

Abstract: The advancement of technology in the field of artificial intelligence and neural networks allows us to improve speed and efficiency in the diagnosis of various types of problems. In the last few years, the rise in the field of convolutional neural networks has been particularly noticeable, showing promising results in problems related to image processing and computer vision. Given that humans have limited ability to detect patterns in individual images, accurate diagnosis can be a problem for even medical professionals. In order to minimize the number of errors and unintended consequences, computer programs based on neural networks and deep learning principles are increasingly used as assistant tools in medicine. The aim of this study was to develop a model of an intelligent system that receives x-ray image of the lungs as an input parameter and, based on the processed image, returns the possibility of pneumonia as an output. The implementation of this functionality was implemented through transfer learning methodology based on already defined convolution neural network architectures.

Keywords: computer vision; machine learning; neural networks; pneumonia

1 INTRODUCTION

Nowadays, machine learning and artificial intelligence methods are culminating in every aspect. These methods are increasingly being used in business systems, enterprises of various types and in science, in order to improve efficiency of the facilities they serve. While numerous works focus on a conscious form of artificial intelligence that would somehow replace humans, computers with learning ability have been around for some time.

Object recognition and deep analysis are just some of the characteristics of machine learning and neural networks. Although the concept of neural networks was developed back in the 20th century, training process represented hard job for computers from that time. With the development of hardware, GPU (Graphical Processing Unit) and CPU (Central Processing Unit), and high availability of data, neural networks are experiencing significant upswing. Sometimes the diagnosis of the disease was almost exclusively dependent on the experience of the doctor and his assessment. Today, more and more diseases can be diagnosed with the help of some kind of computer or machine.

This paper is based on the diagnosis of pneumonia according to the obtained x-ray image as an input parameter. With the advancement of artificial intelligence, it can be very useful in the diagnosis of x-ray images and play an important role in the detection of disease, serve as a computer assistant to radiologists, and increase their efficiency in diagnosis.

Particularly noteworthy is the application of AI system for the diagnosis of pediatric pneumonia using chest X-ray images. This tool may eventually aid in expediting the diagnosis and referral of these treatable conditions, thus facilitating earlier treatment, resulting in improved clinical outcomes. [1]

The aim of this project is to implement software for the automatic detection of pneumonia and the use of computer algorithms in the field of machine learning to automate the process of obtaining the most accurate diagnosis, which could reduce the possibility of errors and misdiagnosis that can lead to unwanted consequences. Project uses several different technologies combined. The implementation of the convolution neural network model was done in Python using Anaconda as programming environment. [2]

2 MACHINE LEARNING

Machine learning is a branch of artificial intelligence that focuses on designing algorithms that improve their own performance based on input. Machine learning is one of the most active and represented areas of computing and is the base of data science.

It enables computers to learn in a manner similar to humans, that is, to gather knowledge based on past experience and analysis. Instead of constantly updating the program code, the computer eventually becomes independently capable of improving the performance of its algorithms. Data processing using machine learning methods often results in a model capable of performing some kind of prediction on later test data. [3]

2.1 Deep Learning

In this paper, the focus is on deep learning, which can be characterized as a branch of machine learning inspired by the structure of the human brain. This principle was developed by modeling the first neural networks back in the 1940s, with the term first mentioned by Rina Dechter in 1986 and defined as a field of machine learning based on the presentation of data to complex representations at a high level of abstraction to which comes by learned nonlinear transformations.

Deep learning methods are most commonly used in challenging areas where the dimensionality and complexity of the data is extremely high. Deep learning models mainly carry out learning process on a large set of data, which falls within the scope of supervised learning, and form the backbone of today's principle of autonomous driving, disease detection and pattern recognition, with result that were impossible before. [4]
2.2 Biological Neural Networks

The human brain consists of densely interconnected nerve cells that serve to process data, also called neurons. Within the human brain, there are approximately 10 billion neurons and approximately 60 billion connections between them.

A neuron as a unit represents a very simple structure, but a large number of neurons represent tremendous processing power. One neuron consists of a soma, representing the body of a cell, fibers called dendrites, and one longer dendrite, or axon. Dendrites are located in a network around the cell of that same neuron, while the axon extends to the dendrites and cells of other neurons. Signals or information are transmitted from one neuron to another by complex electro-chemical reactions. Chemicals are released from synapses and cause a change in electrical potential in neuronal cells. As the electric potential threshold is reached, the electrical impulse sends the action potential over the axon. The impulse extends until it reaches a synapse and increases or decreases its potential.

In artificial neural networks, neurons are arranged in layers that are interconnected by the links through which the signals pass, that is, information that can be of great importance for the end result and performance of the neural network. Connections between neurons are triggered if the condition is met. Condition is defined with activation function that will be elaborated later.

The layer that receives information from the environment is called the input layer. It is associated with the hidden layers in which information is processed, that is, the network learns. The last layer that produces outputs is called the output layer. The learning process is performed by changing the value of the weights or connections between the neurons, comparing the required and obtained sizes on the output layer and calculating the error.

Based on the error value obtained, it is attempted to be reduced by each subsequent step, and this is done by weight correction based on a defined learning rule related to data acquisition.

2.3 Artificial Neural Networks

The artificial neural network, inspired by the work of the human brain, contains a number of connected processors, neurons, which have the same role as biological neurons within the brain. They are connected by links whose signals can pass from one neuron to another, thus transmitting important information. Each neuron receives a certain number of input signals in the Xi tag. Each connection has its own numerical value, namely the weight of the Wi, which is the basis for long-term memory in artificial neural networks. The Xi and Wi values are summed by the transfer or activation function, and the result is sent as output Y to another neuron.

In artificial neural networks, neurons are arranged in layers that are interconnected by the links through which the signals pass, that is, information that can be of great importance for the end result and performance of the neural network. Connections between neurons are triggered if the condition is met. Condition is defined with activation function that will be elaborated later.

The layer that receives information from the environment is called the input layer. It is associated with the hidden layers in which information is processed, that is, the network learns. The last layer that produces outputs is called the output layer. The learning process is performed by changing the value of the weights or connections between the neurons, comparing the required and obtained sizes on the output layer and calculating the error.

Based on the error value obtained, it is attempted to be reduced by each subsequent step, and this is done by weight correction based on a defined learning rule related to data acquisition.

2.4 General Learning Rule

Each artificial neural network is based on a general learning rule that involves collecting relevant data, which is then divided into training and validation data.

After the data collection is completed, it is necessary to determine the architecture of the neural network, which involves determining the number of layers in the network and the number of neurons in each layer, and then selecting the type of connection between the neurons together with the learning rule that is the basis for defining criteria that determines the architecture of the neural network. The next step is learning, which is the basis of artificial neural networks. Learning involves initializing weights, training a model based on a training dataset, and checking the amount of error that weights are corrected after each iteration, which refers to going through all the training samples, called the epoch.

Learning lasts until the desired number of epochs is reached or a wanted error is met. In the initial stages of learning, the neural network will adapt to the general trends present in the data set, so the error in both the training set and
the validation set will fall through time.

During the longer learning process, there is a possibility that the neural network can begin to adapt to the specific data and noise of the learning data, thereby losing its generalization property. The error on the training set will drop while on the validation set it will start to grow. The moment the validation set error starts to grow, the learning process must be interrupted so that the model does not become overfitted.

With the completion of the learning process, it is necessary to test the operation of the network using previously obtained validation data. The difference between the learning and the testing phase is that the neural network no longer learns in the testing phase and the weight values are fixed. The evaluation of the network is obtained by calculating the error and comparing it with the desired error value. If the error is greater than allowed, additional training data may need to be collected or the number of epochs increased for better results, since in this case the network is unsuitable for use.

### 2.5 How Neural Networks Work

In working with neural networks, there are two basic algorithms used today. These are the feedforward algorithm and the so-called backpropagation algorithm.

Working with neural networks allows us to define complex, nonlinear hypotheses consisting of one or more neurons that can be arranged in one or more layers that build the neural network architecture. This method of mapping the input vector to the network outputs is called forward propagation.

Backpropagation algorithm is one of the main reasons that made artificial neural networks known and usable for solving different types of problems. With this algorithm, artificial neural networks have been given a new capability, supporting multiple layers, and the backpropagation algorithm has proven to be the most common and effective method in deep neural networks. The algorithm is used in conjunction with optimization methods such as gradient descent. The principle of network operation is based on the transfer of input values from the input to the output layer, determination of the error and propagation of the error back through the neural network from the output to the input in order to train the network as best as possible and to reduce the existing error and thus improve the final results.

### 2.6 Types of Activation Functions

There are many types of activation functions that determine whether and how neurons are activated within a network. Activation functions can be divided into linear and nonlinear, and in practice, only a few that have proven useful are used. Linear functions are used in regression problems when unlimited output of any kind is required in the output layers, while nonlinear activation functions are more suitable for working with classification problems where the outputs are limited to small quantities.

The most popular functions to use within classification problems are jump functions and sigmoidal functions.

![Types of activation functions](image)

### 2.7 Convolutional Neural Networks

In the neural network structures mentioned, each neuron output was a scalar value. Convolutional neural networks are a special type of artificial neural networks for processing unstructured data such as images, text, sound and speech in which extensions occur in the form of convolution layers. The outputs from the convolution layers are two-dimensional and are called feature maps. The input to convolutional neural networks is two-dimensional (image data), while kernels are used instead of weight values. In addition to the convolution layers mentioned, these types of neural networks have specific pooling layers and fully connected layers.

Convolutional neural networks usually start with one or more convolution layers, followed by a pooling layer, then the convolution layer again, and the process is repeated several times.

The convolution layer is a fundamental part of any convolution neural network. Each convolution layer consists of filters containing weight values that need to be learned in order for the network to return better results.

In the initial phase, the input convolves (multiplies) with the filter and produces a scalar product over the entire width and length of the image. The result of the convolution is a two-dimensional activation map that shows the filter response at each position in the array. In this process, the network will learn the weights within the filter to activate the filter where it recognizes certain image properties, edges, shapes, and the like. In order to define the exact size of the output of the convolutional layer, it is also necessary to define the stride of the filter according to the input data. The stride determines how far the filter will move in height and width during the convolution process.

The output width is indicated by \( W_f \) and the input width by \( W_x \). The filter stride is denoted by the letter \( S \), while \( F \)
indicates the square filter size. The output width after the convolution can be defined as:

\[ W_y = \frac{W_x - F}{S} + 1, \]  

(1)

The pooling layer contains a filter that reduces the dimensions of an image. In a convolutional neural network, pooling layer is most commonly used after several convolution layers in order to reduce the resolution of maps generated by the convolution layer. The pooling layer filter is different from the convolution layer filter because it does not contain weight values. The specified filter is used to select values in the filter default dimensions.

Of the several types of pooling, the most commonly used are average pooling and max pooling. Average pooling replaces the arithmetic mean of clustered values, while the max pooling simply selects the maximum value. The benefit of max pooling is to store the stronger and more prominent pixels in the image, which are more important for getting the end result, while the irrelevant pixels are eliminated.

In the pooling layer, the dimensions of the output maps are calculated as:

\[ D_n = \frac{D_o - F}{S} + 1, \]  

(2)

where \( D_o \) is the old dimension, \( F \) is the filter width, and \( S \) is a jump between 2 value selections.

The fully connected layer is in most cases used in the final layers of the network. The reason for using fully connected layers is to reduce the dimensions of the image by passing it through the neural network, since complete connectivity is defined as the square number of connections between layers.

For example, for image data with dimensions 200×200×3, the input layer would have 120,000 input values. If we fully linked this to a hidden layer consisting of 1000 neurons, we would have 120 million weight values to learn, which requires big computing power. This is why fully connected layers are used in the later stages of the neural network.

2.8 Avoiding Local Minimums

During the learning process of the neural network, the goal is to find the location of the global minimum of error, which means that the model is at the best possible level at a given moment, and the learning process can stop. In this process, the so-called local minimums can fool the network in a way that the network thinks it is within the global minimum. Avoiding local minimums can be achieved by using various methods.

Known methods for avoiding local minimums:

- Random Transformations – Random transformations serve to augment an existing training dataset that is accomplished by operations such as translation, rotation, and scaling. This increases the number of data without the need to collect additional samples. An increased amount of learning data makes the network less likely to get stuck in local minimum. Random transformations can be performed during each iteration in the learning process or by preprocessing data before training begins.

- Dropout – During every iteration of the learning process, some neurons are "accidentally" switched off, thus creating the appearance of a large number of architectures, although in reality they only work with one. In the case of multiple architectures, it is unlikely that they will be stuck at the same local minimum.
2.9 Transfer Learning

Conventional deep learning algorithms are traditionally based on isolated tasks, while a single neural network serves a particular type of classification. Transfer learning is a new methodology that seeks to change this and circumvent the paradigm of isolated learning by developing knowledge transfer methods that can use models learned on one type of classification for multiple different tasks.

In this way, a model initially created for one type of problem can later be used as a starting point for solving a new type of classification, and thus give better results than initializing a new neural network from the beginning.

An analogy can be made with learning to drive in real life. In this analogy, learning how to drive a motorcycle can be greatly assisted by the knowledge of driving a car. Transfer learning works in a similar way.

Transfer learning is nowadays a very popular approach on which the practical part of this paper is based. Choosing pre-trained models and already defined neural network architectures can be of great use in solving complex problems such as detecting pneumonia on x-ray images.

After the architecture of the existing neural network with defined layers has been loaded, it is necessary to delete the last, output layer from the specified network, and replace it with a new output layer related to the problem for which we will use the network.

The next step is to conduct training on the complete, already defined, architecture and all layers of the network on the learning dataset. By using this way of learning, the neural network will be able to apply the classification principles learned in the previous tasks to a new type of problem, and in that way the results will be better without the need to define layers and create a new neural network from the beginning.

Transfer learning is good to use in cases where we do not have a large dataset to learn. In the case where we have approximately 1000 images to perform learning process, by merging that 1000 data with trained networks that have been trained with millions of data, we can gather many learned principles for sorting and classification, and in that way improve model efficiency and reduce training time.

VGG16 is a convolution neural network architecture proposed by K. Simonyan and A. Zisserman of Oxford University. The model achieves 92.7% accuracy on the ImageNet image dataset, which consists of over 14 million image data divided into 1000 classes.

The VGG16 network architecture consists of 13 convolution layers in which the number of filters increases from 64 to 512; 5 compression layers with highest value compression; and, 3 fully connected layers that are used to avoid local minimums using the dropout technique described earlier.

Big progress in comparison with previous neural network architectures has been made after resizing the convolution filter to $3 \times 3$.

The filter of the pooling layers is $2 \times 2$ in size with a stride of 2, while all the hidden layers of the network use the rectification linear activation function described in the previous chapters. All convolutional layers use stride and padding of value 1, and the total number of parameters of the specified network architecture is 138 million. [5]

3 MODEL IMPLEMENTATION

This chapter describes the implementation of the neural network model. The process of collecting image data for learning, division of the set into a learning and validation set, visual analysis and comparison of data for learning and with data for validation, comparison of the number of positive and negative images, and preprocessing of the collected data for entering the learning process are presented.

The procedure of retrieving the previously described architecture of the VGG16 network and changing the output layer in accordance with the collected data were developed, the learning curves using Tensorboard technology and the implementation of the training or learning process were presented. After learning was completed, the best-performing model was saved and an evaluation of that model was performed to graphically present prediction accuracy on validation data not used in the learning process.

3.1 Data Collection

The first step in implementing a model for detecting pneumonia on x-ray images is to collect imaging data that will consist of sets for training and validating the model. Dataset available for download on the Kaggle site was used. Kaggle offers users a large number of different datasets that can be used for various research purposes.

The dataset selected consists of a total of 5863 lung x-ray images divided into two categories. Existing categories are x-rays with a positive diagnosis of pneumonia and images of normal, healthy lungs with no indication of disease. The set contains 1583 images of healthy lungs and 4273 images positive for pneumonia. The image data format is .jpeg, while the image dimensions are different and vary from image to image. In the later steps, it is necessary to change the image dimensions that will be supported as input for the VGG16 network architecture. [6]

3.2 Data Preprocessing

After successful process of the data collection for training process, before learning, the same data should be processed in such a way that they are suitable for entering the network.

Image file paths were originally loaded using a function from the Scikit-learn library that loads the paths of all files in a given directory as parameters of those directories within the main directory as categories of individual files, or their paths.

Subsequently, categories or labels are defined from the obtained data set, depending on whether the data is in the subdirectory of images with pneumonia or images without disease. Saving image categories was done using functionality from the Numpy library.

By completing the label definition for all retrieved image paths, the total image dataset should be divided into a learning set and a set for validation. In this case, 90% of the
3.3 Data Visualization

This chapter elaborates a section based on the visualization of preprocessed data for an easier idea of the dataset collected, the ratios between learning and validation data, and the like. Graphics and diagrams to show the ratio between the data were implemented using the Matplotlib library.

A visualization feature that has been implemented offers a graphical representation of the data. This function performs visual processing of the data ratio, namely, the ratio between the learning and the validation sets and the number of images positively diagnosed for pneumonia in relation to x-ray images of healthy lungs.

A visual representation of the ratio of the number of learning data sets to the validation set:

![Comparison of validation and training data](image1.png)

Figure 9 Comparison of validation and training data

![Comparison of positive and negative samples](image2.png)

Figure 10 Comparison of positive and negative samples

3.4 Model Architecture

Defining a convolutional neural network architecture is the most important aspect on which the overall success of a project depends. This part of the paper was done using the transfer learning methodology described earlier in the paper, which uses defined architectures available for use in order to have a better model performance. The VGG16 architecture was used in this paper. In this way, the neural network can take advantage of all previously learned principles such as recognizing edges, angles, discoloration, etc., thus shortening learning time and improving model efficiency.

The VGG16 architecture was loaded using a function from the Keras library. Another layer of average pooling layer was added to the defined VGG16 architecture. The last layer of the neural network was changed, which defines the number of classes of possible outputs, in our case 2, that is, pneumonia and normal state of lungs. A softmax activation function has been added to the last layer, which will change the output values depending on the ratio in values ranging from 0 to 1 in order to easily obtain a percentage of the prediction value.

The initial VGG16 architecture and the changes on the last layer are integrated into a single architecture, after which the complete architecture is stored in a variable that will execute the learning process. The functions for calculating the error, the type of optimizer with the learning rate and the values to be monitored during the iterations of the learning process are defined, in our case the prediction accuracy and the error value is included by default. The use of Tensorboard enables a later overview of the learning flow and changes of defined parameters using Tensorboard technology.

After completing all of the above procedures, the model architecture has been successfully implemented and is ready to perform a model training process that may take some time depending on the computer configuration and the amount of learning data.

3.5 Training Process

The process of learning a defined model is the part where the so-called neural network magic takes place. The model will in an iterative way, using the backpropagation algorithm, learn which weight values are best and most effective for producing a model that can detect pneumonia. Once the convolutional neural network architecture has been implemented, the path of the model in which the weighted learning values will be stored is determined. An option is selected that allows only the best model to be saved, to save memory, and to avoid storing weight values at each iteration. The fit function in the domain of Keras technology is called to perform learning process. Images and labels from the learning set and the validation set are sent as parameters, epochs, checkpoints for storing weights, and Tensorboard for later graphical representation of learning curves after learning are determined.
3.6 Model Results

A learning curve that shows the evolution of model accuracy by epochs and the decrease in the amount of error is presented using Tensorboard technology. Graphs were drawn to visualize the accuracy of the model on the learning set across epochs, the error drop on the learning set, and the accuracy percentages and the error drop on the validation set. The tensorboard can be open by typing the tensorboard --logdir = logs/ command in the Anaconda command line. The word logs/ indicates the directory where graphs are stored. The localhost: 6006 address is then entered in the browser and the Tensorboard window in the browser opens. Graphs related to the results obtained from the learning set:

![accuracy_curve](image1)

**Figure 11** Accuracy curve on learning set

![loss_curve](image2)

**Figure 12** Error curve on learning set

The curves produced from the learning dataset show us an increase in accuracy across all 10 learning epochs, while the error decreases, which is the goal of the model presented. A much more important aspect of the model is the results based on a validation set that has not been used in the learning process to see the model's response to unprecedented data. Graphs from validation set of x-ray image data are shown in the Figs. 13 and 14.

![validation_accuracy](image3)

**Figure 13** Accuracy curve on validation set

![validation_loss](image4)

**Figure 14** Error curve on validation set

The results on the validation dataset show an overall accuracy of 94%, which is an indicator of the high performance of the pneumonia prediction model. [7]

After the epoch that was one before the last one, it is noticeable that the amount of error at the validation set starts to increase, while at the training set it continues to decrease, which emphasizes the possibility of overfitting. It is necessary to stop the learning process after the 10th epoch, which proves the optimal value of the number of epochs for this type of problem.

After visualizing the learning process, a confusion matrix was used to display the number of correctly and incorrectly classified images on a validation dataset divided into two classes. The machine learning confusion matrix serves as an instrument for conducting the evaluation of the learned model in the domain of classification problems.

After graphical representation of the confusion matrix, using the Keras evaluate function, the overall accuracy of the model on the validation dataset is 94%. Accuracy is determined on the validation dataset because in the case of evaluation of the learning set, overfitting may occur, and in that way the true accuracy of the model cannot be determined.

The 94% accuracy rate indicates that the model is very well trained on a relatively small dataset of 5000 images. A very important factor in this is transfer learning, in which the architecture of the VGG16 network uses some of the previously acquired knowledge and achieves high accuracy in categorizing pneumonia.

The Fig. 15 shows a visualized confusion matrix created as a product of the steps described above.

![confusion_matrix](image5)

**Figure 15** Visualized confusion matrix

By analysing the confusion matrix shown, the high accuracy of the model can be noticed. Of the 429 test RTG images with pneumonia, 415 images showed pneumonia, while only 14 images were misclassified.

In the test dataset, there are significantly fewer images without pneumonia, and out of a total of 157 images, 138 were correctly classified, and for 19 images the model gave incorrect results.
The matrix shows a diagonal shape in darker colours, which is a good sign since the confusion matrix with the strength of its diagonal shows the superiority of the learned model. The total accuracy of the model is below the matrix when all the images are combined together, and it shows the 94% accuracy already indicated.

4 CONCLUSION

The aim of this paper was to develop a model of an intelligent system that receives x-ray image of the lung as an input parameter and, based on the processed image, returns the possibility of pneumonia as an output. The implementation of the mentioned functionality was implemented using a transfer learning methodology based on already defined convolution neural network architectures.

In this example, the VGG16 architecture was used, consisting of a total of 16 layers, which greatly contributes to the accuracy of the model using previously learned principles for the classification of image data. After validation of the system, the model shows extremely good results on the validation dataset. For a more complete and qualitative prediction of pneumonia, more data should be available to make the model more representative for decision making and to assist radiologists in making diagnoses.

The model was later integrated with the technologies used to build web applications using the Flask framework. Creating a web application based on the implemented model contributes to the availability of the model, since web applications are available from anywhere at any time, with the requirement that they are connected to the internet. Intuitiveness and ease of use of the application are the main factors for widespread use, which would reduce the number of misdiagnosis of pneumonia.
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LOAD FREQUENCY CONTROL OF MULTI AREA INTERCONNECTED POWER SYSTEM USING DIFFERENTIAL EVOLUTION ALGORITHM

Alireza SINA, Damanjeet KAUR

Abstract: In this paper, Proportional Integral (PI) controller is designed using Differential Evolution (DE) algorithm to Load Frequency Control (LFC) in three areas of an interconnected power system. The proposed controller has appropriate dynamic response, so it increases damping in transient state in unhealthy conditions. Different generators have been used in three areas. Area 1 includes thermal non-reheat generator and two thermal reheat generators; area 2 includes hydro and thermal non-reheat generators, and area 3 includes hydro and thermal reheat generators. In order to evaluate the performance of the controller, Simulink/Matlab software is used. Simulation results show that the controller designed using DE algorithm is not affected by load changes, disturbance, or system parameters changes. Comparing the results of proposed algorithm with other load frequency control algorithms, such as PSO and GA, it has been found that this method has a more appropriate response and satisfactory performance.

Keywords: ACE; DE; Frequency Deviation; LFC; Tie Line Power Deviation

1 INTRODUCTION

A modern power system has a number of generating units. These units are located in different areas. These areas are connected to each other with the help of a tie line to exchange power. When load change occurs in a modern power system, the balance between generated power and load is disturbed. This effect leads to a frequency deviation from the rated value, and the tie line power among different areas is changed from the scheduled value. If large deviations occur, power system may become unstable too.

For successful operation of power system, the balance between generated power and load demand should be maintained. In load frequency control (LFC) oscillations are damped and can maintain frequency and appropriate transient behaviour. Automatic generation control (AGC) includes load frequency control loop and an automatic voltage regulator (AVR) loop that regulates the frequency and power flow [1]. The main purpose of automatic generation control is to maintain frequency at rated value and tie line power at scheduled values when unusual conditions such as load changes, disturbance and system parameters change. For this purpose, intelligent control methods are developed to get the desired dynamic response.

In [2-7], intelligent techniques are used to optimize the PID / PI controller parameters. In [2], Laurent series is used to optimize the PID controller parameters. In [3], DE algorithm is used to design a 2-Dof PID (Parallel 2 degree freedom off) controller in for load frequency control in an interconnected power system. To eliminate frequency oscillations and tie line power, authors used SA (Simulated Annealing) algorithm for AVR [4]. In [5], direct synthesis method is used. In this method PID controller parameters are determined by linear algebraic equations. MUGA (Multi objective uniform diversity genetic algorithm) algorithm is implemented to optimize the PI/PID controller parameters [6]. In [8-14] PI/PID controller parameters are optimized using fuzzy logic in combination with intelligent techniques. In [8] SAMA (Self-adaptive modified algorithm) algorithm along with fuzzy logic is used to obtain PI controller parameters. A type-2 fuzzy PID controller is designed via BBBC (Bing bang-big crunch) algorithm [9]. In this method, possible uncertainty in large-scale complex systems is considered and type-2 fuzzy sets are used. In order to optimize the PID controller parameters, GA, ANN and ANFIS algorithms are used [10]. Results show that the ANFIS algorithm has a more appropriate response. In [11], TBLO (Teaching learning based optimization) algorithm is used to obtain fuzzy PID controller parameters.

A hybrid combination of Neuro and Fuzzy is proposed as a controller to solve the Automatic Generation Control (AGC) problem in a restructured power system that operates under deregulation on the bilateral policy.

Recently evolutionary algorithms are used more often. Differential evolution (DE) is a method that repeats the attempt to find optimal points by differentiating a criterion. In classical optimization methods, such as gradient and Newton, a derivative operator is used, while in results of DE the quality criterion search method is used [15]. DE optimizes a problem by maintaining a population of candidate solutions and creating new candidate solutions by combining existing ones according to its simple formulae, and then keeping the candidate solution which has the best score or fitness on the optimization problem at hand. In this way, an optimization problem is treated as a black box that merely provides a measure of quality given by a solution, therefore the gradient is not needed.

In this paper, a PID controller is used for load frequency control in a three area interconnected power system. DE algorithm is used to optimize the controller parameters. By comparing the obtained results of simulations with other intelligent methods, including GA and PSO, the superiority of the proposed algorithm is specified. The impact of sudden load changes and system parameters changes is also considered in the proposed method.
2 THE SYSTEM MODEL

A three-area power system as shown in Fig. 1 is considered to evaluate the proposed method. Different generation sources are used in each area. Area 1 includes thermal non-reheat and reheat generators, while areas 2 and 3 include hydro and thermal reheat. System parameters are defined in Tab. 1. The connection between different areas is shown in Fig. 1. The dynamic models of generators used in the simulations are explained in [16-18].

As occurrence of any disturbance in each area causes frequency changes in all areas and tie line power deviation from scheduled values. A PID controller is used in each area in order to quickly damp oscillations and to reduce the overshoot and undershoot values. DE algorithm is used to optimize the parameters. Controller input is ACE signal. ACE is a linear combination of tie line power frequency that can be defined for each area \( i \)th as Eq. (1).

\[
ACE_i = \sum_j \Delta P_{tie,j} + \beta_i \Delta f_i
\]  

In Eq. (1), \( \Delta P_{tie,j} \) is the power exchange between areas \( i \) and \( j \), \( \beta_i \) is basic frequency coefficient of area \( i \) and \( \Delta f_i \) is frequency deviation of area \( i \). In a multi-area power system, \( T_j \) is considered as synchronizing coefficient between areas \( i \) and \( j \), and \( \Delta P_{ti} \) is also considered as load disturbances in area \( i \).

3 DESIGN OF CONTROLLER

Differential Evolution (DE) technique is a population-based heuristic optimization algorithm [14-15]. Benefits of DE are: Simplicity, efficiency, and real coding. Generally, the base of DE is Genetic Algorithm (GA). However, unlike simple GA that uses binary coding for representing problem parameters, DE uses real coding of floating point numbers. The crucial idea behind DE is a scheme for generating trial parameter vectors. Basically, DE works with two populations; old generation and new generation of the same population. It works through a simple cycle of stages as Fig. 2.

Stage 1: Initial Population
A population of fixed size is generated where each variable has its lower and upper bounds.

Stage 2: Mutation
Selection of vectors to a base individual in order to explore the search space.

\[
V_{G(I+1)} = X_{r1G} + F_r (X_{r2G} - X_{r3G})
\]  

\[
V_{G(I+1)} = X_{bestG} + F_r (X_{r2G} - X_{r3G})
\]  

\[
V_{G+1} = X_{r1G} + F_r (X_{r2G} - X_{r3G}) + F_r (X_{bestG} - X_{r1G})
\]  

Where: \( i = 1, \ldots, NP; r_1, r_2, r_3 \in \{1, \ldots, NP\} \) are randomly selected and satisfy; \( r_1 \neq r_2 \neq r_3 \neq i; F \in [0,1] \), \( F \) is the control parameter/mutation factor proposed by Storn and Price [3].

Stage 3: Recombination or crossover
Mix successful solutions from the previous generation with current donors. The perturbed individual, \( V_{G+1} = (V_{1,G+1}, \ldots, V_{n,G+1}) \) and the current population member, \( V_{G} = (X_{1,G}, \ldots, X_{n,G}) \) are subject to the crossover operation, which finally generates the population of candidates, or “trial” vectors, \( U_{G+1} = (U_{1,G+1}, \ldots, U_{n,G+1}) \) as follows:

\[
U_{i,G+1} = \begin{cases} 
V_{i,G+1} & \text{if } rand_{i,j} \leq CR \text{ or } j = I_{rand} \\
X_{i,G} & \text{otherwise}
\end{cases}
\]  

With \( rand_{i,j} \sim U(0,1) \), \( I_{rand} \) is a random integer from \((1, 2, \ldots, D)\) where \( D \) is the solution’s dimension, i.e. number of control variables and \( CR \in [0, 1] \).

Stage 4: Selection
To keep the population size constant over subsequent generations, selection operation is performed. In this operation the target vector \( X_{G} \) is compared with the trial vector \( V_{G+1} \) and the one with the better fitness value is admitted to the next generation. The selection operation in DE can be represented by:

\[
X_{G+1} = \begin{cases} 
V_{G+1} & \text{if } F(U_{G+1}) < F(X_{G}) \\
X_{G} & \text{otherwise}
\end{cases}
\]  

Proportional integral derivative controller (PID) is one of the most popular feedback controllers in the process industries because of its stability and fast response. Design of PID controller requires determination of the three main parameters, Proportional gain \( K_p \), Integral gain \( K_i \) and Derivative gain \( K_d \). The integral square error (ISE) criterion is considered as the objective function for the present work which is described in Eq. (7).

\[
ISE = \int_0^{t_{sim}} (\Delta f^2 + \Delta P_{tie}^2) \, dt
\]  

Where \( \Delta f \) is the system frequency deviation in area-\( i \) and area-\( j \), respectively, \( \Delta P_{tie}^2 \) is the incremental change in tie line power and \( t_{sim} \) is the time range of simulation. Fig. 3 shows flowchart of proposed DE and PID controller. The problem constraints are the controller parameter bounds. Therefore, the design problem can be formulated as the following optimization problem.

Minimum ISE. Subject to:

\[
K_{p, \text{min}} \leq K_p \leq K_{p, \text{max}}, K_{i, \text{min}} \leq K_i \leq K_{i, \text{max}} \text{ and } K_{d, \text{min}} \leq K_d \leq K_{d, \text{max}}.
\]

\[
K_{p, \text{min}}, K_{i, \text{min}}, K_{d, \text{max}} \text{ are the minimum and maximum value of the control parameters.}
\]

4 THE SIMULATION RESULTS

An interconnected power system includes three-area power system as shown in Fig. 1, which is simulated in Sim/Matlab software. System parameters have been defined according to the Tab. 1 and their values are shown in Tab. 2.
Power required in each area is considered to be $\Delta p_L = 0.1$ pu MW. PID controller is used in each area for automatic generation control. The controller parameters are optimized using DE, PSO, and GA algorithms.

Figure 1 Three area multi source power system structure

Table 1 System parameters

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$ACE_i$</td>
<td>Area control error of $i^{th}$ area</td>
</tr>
<tr>
<td>$F$</td>
<td>Area frequency</td>
</tr>
<tr>
<td>$B_i$</td>
<td>Frequency bias constant of $i^{th}$ control area</td>
</tr>
<tr>
<td>$T_a$</td>
<td>Governor time constant</td>
</tr>
<tr>
<td>$T_t$</td>
<td>Turbine time constant</td>
</tr>
<tr>
<td>$T_r$</td>
<td>System turbine reheat time constant</td>
</tr>
<tr>
<td>$T_{GH}$</td>
<td>Hydro turbine speed governor main servo time constant</td>
</tr>
<tr>
<td>$TRS$</td>
<td>Hydro turbine speed governor reset time</td>
</tr>
<tr>
<td>$TRH$</td>
<td>Hydro turbine speed governor transient droop time constant</td>
</tr>
<tr>
<td>$TW$</td>
<td>Nominal starting time of water in penstock</td>
</tr>
<tr>
<td>$R$</td>
<td>Droop characteristic</td>
</tr>
<tr>
<td>$\Delta F_i$</td>
<td>Incremental change in frequency of $i^{th}$ control area</td>
</tr>
<tr>
<td>$TP$</td>
<td>Subsystem equivalent time constant</td>
</tr>
<tr>
<td>$KP$</td>
<td>Subsystem equivalent gain constant</td>
</tr>
<tr>
<td>$T_P$</td>
<td>Subsystem equivalent time constant</td>
</tr>
<tr>
<td>$e_{ph}$</td>
<td>Economic participation factor of $k^{th}$ generation unit</td>
</tr>
<tr>
<td>$cp_{ph}$</td>
<td>Constant participation factor between $k^{th}$ GENCO and $i^{th}$ DISCO</td>
</tr>
<tr>
<td>$\Delta P_{tie,ij}$</td>
<td>Scheduled power tie line power flow between area $i$ and $j$</td>
</tr>
<tr>
<td>$\Delta P_{PD,i}$</td>
<td>Total power control and uncontrolled for DISCO area $i^{th}$</td>
</tr>
<tr>
<td>$\Delta P_{gk}$</td>
<td>Power output of $k^{th}$ generating unit</td>
</tr>
</tbody>
</table>
Figs. 4 and 5 show the dynamic response of the system frequency deviation and tie-line power exchange between different areas respectively, in present of DE, PSO and GA algorithms. From Figs. 4 and 5 it is clear that overshoot and undershoot is minimal.
Tab. 3 shows the amount of overshoot, undershoot and settling time in exchange of power system all three algorithms. The results show that the dynamic performance of DE algorithm is suitable.

4.1 Controller Performance against Load Changes

In order to evaluate the performance of the controller against possible load variation, the load of all areas changes from −50% to +50%. Figs. 6 and 7 show the frequency deviation and tie-line power exchange between different areas respectively. The amount of overshoot, undershoot and settling time in various states of load changes for three algorithms is shown in Tabs. 4 and 5.

Results in Tabs. 4 and 5 clearly show that increment in rate of load, increases the measured values and the DE algorithm has more satisfactory performance in the case of load changes. The effect of reducing the amount of load up to −50%, settling time for the tie-line power exchange between different areas will be zero.

This shows that the controller proposed is well managed from the beginning and control deviations without any delay within the desired precision and show satisfactory performance. In the case of load reduction up to −25%, the settling time for $\Delta p_{tie23}$ also has a similar situation.
4.2 Evaluation of Controller against Changes in System Parameters

In order to further evaluate the performance of the proposed controller under various conditions, several system parameters such as $T_t$ (turbine time constant), $T_r$ (reheat time constant), $T_H$ (hydro turbine speed governor main servo time constant), $T_{GS}$ (hydro turbine speed governor reset time), $T_{BI}$ (hydro turbine speed governor transient droop time constant) have been changed in the range of $-25\%$ to $+25\%$ compared to their nominal values by considering the coefficients of an optimal controller.

Important dynamic indices are overshoot, undershoot and settling time which are measured and tabulated in Tabs. 6 and 7. The results show that the values of the indices measured are in an acceptable range and close to the values of the parameters of the system.

![Figure 6 System response of frequency deviation for different loading changes](image-url)
The results of algorithms. Results prove that DE algorithm has better changes compared with the results of the PSO and GA. Furthermore, the results of the changes load demand and changes in system interconnected power system has been done when execution of the changes load demand and changes in system interconnected large power system has been presented. An simulations show that the proposed algorithm is not affected by changes in load and uncertainty in the system parameters and the controller has satisfactory dynamic operation.

### 5 CONCLUSION

In this paper, the design of an intelligent controller in interconnected large power system has been presented. An extensive analysis of proposed LFC system controller in the interconnected power system has been done when execution of the changes load demand and changes in system parameters are taken into account. Results clearly show that PID controller reaches to zero deviations in steady state in frequency and tie line power quickly.

In order to show superiority of PID designed controller using DE algorithm, the results of the Differential Evolution technique of parameters such as frequency and power tie line changes compared with the results of the PSO and GA algorithms. Results prove that DE algorithm has better overshoot, undershoot and settling time in all possible as compared to PSO and GA. Furthermore, the results of simulations show that the proposed algorithm is not affected by changes in load and uncertainty in the system parameters and the controller has satisfactory dynamic operation.

### 6 REFERENCES


https://doi.org/10.1016/j.ijepes.2014.12.024

https://doi.org/10.1016/j.ijepes.2016.01.042

https://doi.org/10.1016/j.ijepes.2015.09.003

https://doi.org/10.1016/j.ijepes.2015.03.017

https://doi.org/10.1016/j.asoc.2013.10.031

https://doi.org/10.1016/j.jesit.2014.12.004

https://doi.org/10.1109/ICCPCT.2015.7159427

https://doi.org/10.1016/j.ijepes.2015.07.025

https://doi.org/10.1016/j.procs.2015.07.363

https://doi.org/10.1016/j.asej.2014.12.009

https://doi.org/10.1109/MAP.2011.5773566

https://doi.org/10.1016/j.ijepes.2012.04.040

https://doi.org/10.1109/TPAS.1973.293570

https://doi.org/10.1109/59.336085

Authors’ contacts:  
Alireza SINA, Faculty member of ACECR, Research scholar in UIET Panjab University, Sector 14, Chandigarh, Punjab 160014, India  
sina@acecr.ac.in

Damanjeet KAUR, Assistant Professor of Electrical & Electronics Engineering, UIET Panjab University, Sector 14, Chandigarh, Punjab 160014, India  
djk14@rediffmail.com
DESIGNING PLASTER MORTAR FOR A HIGH-RISE BUILDING

Zeljko KOS, Valentyn PARUTA, Olga GNYP, Leonid LAVRENYUK, Iryna GRYNYOVA

Abstract: The article rethinks the approach to the development of compositions of plaster mortar as the load on the plaster coating located on the 1st or 24th floor of the building differs significantly. To solve the problem within the framework of existing concepts, principles and regulatory requirements are not possible, as they are applicable to the solutions used in low-rise building. To achieve this goal, it is necessary to develop the scientific basis for the design of plaster mortar. In order to do that, it is necessary to analyze the processes occurring in the plaster coating when it is applied and hardened, the knowledge of the mechanism of the destruction of the "masonry - plaster coating" system, and the calculation and evaluation of stresses. The designated physical and mechanical parameters and the selected plaster mortar compositions should ensure the "work" of the system at the maximum level of such stresses.

Keywords: calculation of stresses; high-rise building; mechanical parameters; physical parameters; plaster mortar

1 INTRODUCTION

An increase in the share of high-rise buildings, together with the widespread use of new wall materials, requires a rethinking of the approach to the design of plaster mortar compositions. This is due to the fact that the impacts and loads on the plaster coating located on the 24th floor of a building are significantly different from those on the 1st, 2nd and 3rd floor (Fig. 1).

Figure 1 Variation of impacts and loads on the plaster coating with an increasing building height

It is also necessary to take into account that when building high-rise buildings on the territory of the Ukraine, the average density of autoclaved aerated concrete is mainly 150-600 kg/m³. Its properties (compressive strength, modulus of elasticity, temperature deformation) depend on the average density and significantly differ from the properties of traditional materials from which the walls are built (ceramic and silicate bricks, blocks of lightweight concrete and rocks).

In order to prevent the destruction of plaster coating, it is necessary to calculate the values of its physical-mechanical characteristics (compressive and bending strength, elastic modulus, etc.), taking into account the stresses in it and the contact zone with the cladding that arises when the solution is hardened and the wall structure is deformed. In this case, the maximum permissible strain should be less than destructive. Selecting the composition of the solution needs to be carried out by taking into account the processes occurring during the application and hardening of the mortar to the masonry. It is necessary to increase the water-retaining capacity of the mixture, to reduce the shrinkage of plaster coating during hardening, to reduce the number of cracks that occur during hardening and to prevent or slow down their development.

Normative requirements for plaster mortars for autoclaved aerated concrete walls are also not taken into account as they are contradictory and, in our opinion, not substantiated. For example, compressive strength should be 1,5-7,5 MPa (Russia), 2,5 MPa (Ukraine) and 10 MPa (Germany). The flexural strength should be 1-1,25 MPa (Ukraine) and 2 MPa (Russia). The value of adhesion to aerated concrete laying should be 0,15-3 MPa (Russia) and 0,5 MPa (Ukraine). The design principles of plaster mortar compositions proposed by the authors are new directions in the building materials’ science [1].

The aim of the research was to obtain plaster mortar with high crack resistance, while ensuring the requirements of normative documents for medium density, compressive strength and bending, and other parameters.

To achieve the required goals, the development of new scientific bases for the design of plaster mortar compositions is required. It is necessary to analyze the processes occurring in the plaster coating when it is applied and hardened, to know the destruction mechanism of the "masonry - plaster coating" system calculation and calculation of stresses.

Recent works dealing with the subject matter indicate that the durability of the wall structure depends to a large
extent on the number of defects in the plaster coating and the contact area between it and the masonry [2, 8, 9]. The destruction of the "masonry - plaster coating" system is due to the accumulation and development of micro- and macro-cracks in its structure. To assess the resource of such a system, it is necessary to determine the internal and external factors, the degree of their impact, the calculation of the stress state, knowledge of the processes of nucleation, accumulation of damages and growth of macrocracks. The assigned physical and mechanical parameters and compositions of plaster mortar should ensure the "work" of the system at the maximum level of such stresses.

2 ANALYSIS OF THE PROCESSES OCCURRING IN PLASTER MORTAR

Masonry made of autoclaved aerated concrete has a high capillary potential due to considerable pore volume (520 mm³/g) and their high specific surface area (22-34 m²/g) [2]. After the mortar is applied to masonry, because of its low water-retaining capacity, liquid is sucked out from the lyophilic pores and capillaries of the masonry material (Fig. 2a). The pore filling rate ($\nu$) is determined by the Poiseuille equation:

$$\nu = -\frac{r^2 \Delta p}{8\eta l},$$

where: $l$ - is the length of the area of the absorbed liquid, $\eta$ - is its viscosity, $\Delta p$ - the pressure drop across section $l$ is equal to the capillary pressure of the meniscus:

$$\Delta p = -2s_{12} \cos \frac{q}{r},$$

Therefore, the dissolution of cement and the formation of a supersaturated solution occur with reduced water content. Because of this, the incomplete hydration of cement occurs and non-equilibrium, metastable neoplasms of the following type are formed:

$$1,83 \cdot (3\text{CaO} \cdot \text{Al}_2\text{O}_3) + 1,48 \cdot (\text{CaSO}_4 \cdot 2\text{H}_2\text{O}) + 3,38 \cdot \text{Ca(OH)}_2 + 16,67 \cdot \text{H}_2\text{O} \rightarrow 0,42 \cdot (3\text{CaO} \cdot \text{Al}_2\text{O}_3 \cdot 6\text{H}_2\text{O}) + 1,42 \cdot (3\text{CaO} \cdot \text{Al}_2\text{O}_3 \cdot \text{CaSO}_4 \cdot 12\text{H}_2\text{O}) + 3,38 \cdot \text{Ca(OH)}_2 + 0,07 \cdot (\text{CaSO}_4 \cdot 2\text{H}_2\text{O})$$

The loss of water leads to the shrinkage of the plaster mortar – 2.5 - 5.8 mm/m [3]. Since the aerated concrete masonry "holds back" these deformations, this leads to stresses in it ($\delta$), which are seven times higher than its tensile strength:

$$\delta = \frac{\Delta \varepsilon \cdot E}{1 - \mu},$$

where: $E$ and $\mu$ are the modulus of elasticity and the Poisson's ratio of the plaster coating; $\Delta \varepsilon$ - the difference of deformations of plaster and aerated concrete base [6].

Because of these stresses and the fact that a decrease in the degree of hydration of the cement has led to a decrease in the ultimate extensibility of the material (by 20 - 50%) [7, 9, 10], cracks develop in the plaster coating (on the surface and in the volume of the material), as well as in the contact area between the ceiling and masonry (Fig. 2c, 2d, 2e).

During operation, they "develop" and are combined into trunk lines. The causes of cracks are temperature and humidity, deformation of plaster and masonry [4, 5] and the difference between them (Fig. 3c, 3d), the strain caused by them (Fig. 3a), moisture, ice, and corrosive materials.

Cyclic temperature-humidity effects lead to deformation ($\Delta L_p, \Delta L_c, \Delta L_{TB}$) and additional stresses in the plaster coating ($\delta$), which are the cause of the development of a whole family of main cracks.

$$\Delta L_p = \alpha \cdot \Delta T_p \cdot L,$$

$$\Delta L_c = \alpha \cdot \Delta T_c \cdot L,$$
\[ \Delta L_{TB} = (\alpha \cdot \Delta L \cdot T \cdot F_m) + (\Delta L_q \cdot L), \]  
(7)

where: \( \Delta L_p, \Delta L_c \) - deformation of tension and compression; \( \alpha \) - coefficient of temperature elongation of the material; \( \Delta T_p, \Delta T_c \) - the temperature difference; \( L \) - the length of the wall element; \( \Delta L_{TB} \) - heat and humidity deformation; \( F_m \) - an indicator of material defects; \( \Delta L_q \) - humidity deformations [4].

\[ \delta = \kappa \cdot \sqrt{\left(\alpha_t + b(L - c)\right)} \delta^*, \]  
(8)

\[ \delta^* = E \cdot \alpha_t \cdot \Delta t, \]  
(9)

where: \( E \) - modulus of elasticity; \( \alpha_t \) - coefficient of linear expansion of plaster coating; \( \Delta t \) - calculated temperature drop.

Masonry and plaster coating have different magnitudes of thermal deformations. The magnitude of these deformations is determined from the expression [6]:

\[ \Delta L = L_0 \cdot \alpha_t \cdot \Delta t, \]  
(10)

\[ \Delta t = t_2 - t_1, \]  
(11)

where: \( \Delta L \) - the elongation or contraction of the wall structure is relative; \( L_0 \) - the length of the wall structure at the time of construction; \( \alpha_t \) - coefficient of thermal expansion and autoclaved aerated plaster coating [2, 6]; \( \Delta t \) - changing the temperature of the wall structure; \( t_1 \) - environmental temperature at the time of construction of gas concrete masonry and applying stucco coatings; \( t_2 \) - the maximum and minimum temperature, which affect the wall structure in the summer and winter periods;

With temperatures as low as \(-20^\circ C\), the total compression deformation of an 8 m long wall, produced in summer at a temperature of \(+30^\circ C\), with a coefficient of temperature expansion of aerated concrete laying of \(8 \times 10^{-6}\) grad-1 and a temperature change from \(+30\) to \(-20^\circ C\), \( e = 50\) \(^\circ\)C is 3.2 mm. In the summer, when heated to \(+80^\circ C\) [2], the expansion deformation is 3.2 mm.

In the winter, the compression deformation of the plaster mortar (1: 4) will be 0.55 mm/m, and the total compression deformation of the plaster coating for the 8 m long wall will be 4.4 mm. In the summer, the total deformation expansion of the plaster coating will be 4.4 mm. Deformations of expansion and contraction cause tension (\(\sigma\)) in the masonry and the plaster covering which can be determined by converting the equation:

\[ \Delta L : L_0 = \sigma : E, \]  
(12)

where: \( \Delta L \) - the elongation or contraction of the wall structure; \( L_0 \) - length of the wall structure at the time of erection; \( \sigma \) - stresses in N/mm\(^2\); \( E \) - the modulus of elasticity in N/mm\(^2\) [5].

The difference between the deformations, the elasticity modules of the masonry and the plaster coating is the reason for the shear strains in the "masonry - plaster coating" contact zone (Figs. 3e, 4a) and stresses (\(\tau\)) (Fig. 4b), which predetermine the development of a crack in the contact zone:

\[ \tau = \frac{\Delta T_1 \cdot \alpha_1 - \Delta T_2 \cdot \alpha_2}{\left( \frac{1}{E_1} + \frac{1}{E_2} \right)}, \]  
(13)

where: \( \tau \) - shear stress from temperature deformations, kgf/cm\(^2\); \( \Delta T_1, \Delta T_2 \) - the temperature difference at the time of installation and operation of the plaster coating and masonry, \(^\circ\)C; \( \alpha_1, \alpha_2 \) - coefficient of thermal expansion of masonry and plaster coating; \( E \) - moduli of elasticity of masonry and plaster coating, kgf/cm\(^2\).

Figure 4  Deformations (a), stresses isopole from PC LIRA in the contact zone between the plaster coating and the masonry (b), (c)

Figure 5  Development of the main crack in the contact zone due to the action of water (a), ice (b, c), and destruction of the plaster coating (d, e)

Atmospheric moisture, penetrating into the cracks of plaster coating, and through them into the contact zone, creates a wedging pressure at the top of the crack. Due to this, tensile stresses appear in this zone (Fig. 5a), which leads to a
further development of cracks in the plaster coating in its contact zone with the masonry.

At temperatures below zero degrees Celsius, the development of cracks is accelerated due to the transformation of water into ice (Figs. 5b, 5c), which ultimately leads to the destruction of the plaster coating and the wall structure (Fig. 5d, 5e).

3 EXPERIMENTAL STUDY OF PLASTER MORTAR

Reducing the elastic modulus of the stucco mortar and increasing its deformability are used in the case of fine aggregate with a low elastic modulus. In the experiment, to reduce the shrinkage of plaster coating and prevent the appearance of shrinkage cracks, a small filler and a filler with a low modulus of elasticity (vermiculite and from aerocrete fights (mix No. 1), limestone stone waste and pearlite waste (No. 2 mix) were used.

The optimization of prescription and technological factors was carried out using a five-factor plan (Tab.1). For the experiment, the main factors were determined: X1 - Binder consumption (cement and lime mixture), X2 - Filler and aggregate consumption (perlite, carbonate and their mixture), X3 - Fiber consumption (diameter 18,7 μm, length 12 mm), X4 – redispersible polymer powder consumption Winnapas 5043 H, X5 - Consumption Tylose MBZ 15009.

Their presence will also enable the reduction of the modulus of the elasticity of the plaster coating and the stress in it and the contact zone, and with the addition of a polymer fiber, the rate of development of cracks will be reduced, which will increase the durability of the coating and the wall structure.

The crack resistance of plaster mortars was determined in accordance with the National Standards of Ukraine (DSTU B 2.7-126: 2011), while applying the mortar mixture to the aerated concrete foundation by using a frame device. A positive evaluation of crack resistance is no crack on the samples after curing for 24 hours under air-dry conditions. Since the crack resistance in the plaster mortar according to the National Standards of Ukraine (DSTU B 2.7-126: 2011) are qualitative in nature, it was calculated that it is necessary to quantify the crack resistance coefficient ($C_{cr}$) of the formula:

$$C_{cr} = \frac{R_b}{R_c}, \quad (14)$$

where: $R_b$ - bending strength; $R_c$ - compressive strength plaster.

To determine the crack resistance of the plaster coating, its deformations, crack formation, and fracture were simulated on expanding deformable masonry (expansion deformations). For this purpose, cylinder samples were formed from the studied compositions (outer diameter 240 mm, inner diameter 200 mm, wall thickness 20 mm, height 150 mm). Tensile deformations in plaster coating were made by using two conical installations (Fig. 6a-6c).

To determine the properties of plaster mortar, more than 500 samples of a $40\times40\times160$ mm beam were made on a gas-concrete base.

To simulate the real conditions, plaster coating was left to air-dry, and after 28 days of hardening, compressive strength, bending strength and density were determined (Tab. 2). Fracture toughness was determined visually by the presence of cracks in the coating and by calculating the fracture toughness ratio as the ratio of the bending strength in relation to compressive strength.

The study used an experimental statistical model (ESM) developed by V. Voznesensky and T. Lyashenko [11]. Based on the data obtained in the experiment, adequate experimental statistical (ES) models were constructed which describe the influence of variable factors on the properties of stucco mortars. The calculation of the model and its geometric display were carried out in the COMPEX system. The result is plaster mortar with the following properties: Composition No. 1: average density 600-1500 kg/m³, bending strength 12-18 kg/cm², compressive strength 18-36 kg/cm², crack resistance coefficient 0,56-0,74 (Fig. 7a-d).
The obtained plaster mortar meets the requirements of normative documents for the medium density (600-1600 kg/m³), flexural strength (0.98 - 2.45 MPa) and compression (25-50 kg/cm²). The plaster coating has high crack resistance, the crack resistance coefficient is 0.25-1, while the cracking resistance is considered for the plaster with an index >0.26.

4 CONCLUSIONS

An increase in the share of high-rise buildings and the widespread use of new wall materials requires the development of scientific methods for the design of plaster mortar compositions. For this analysis, processes occurring in the plasters during their application and hardening were analyzed, failure mechanism for "bricklaying - plaster coating" systems were considered, and formula for calculating stress is given. The principles and criteria under which the durability of the plaster coating and the wall structure will be provided were formulated, the constituents were selected and the composition of the material was selected.
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DETECTION AND CLASSIFICATION OF BRAIN TUMOURS FROM MRI IMAGES USING FASTER R-CNN

Ercan AVŞAR, Kerem SALÇIN

Abstract: Magnetic resonance imaging (MRI) is a useful method for diagnosis of tumours in human brain. In this work, MRI images have been analysed to detect the regions containing tumour and classify these regions into three different tumour categories: meningioma, glioma, and pituitary. Deep learning is a relatively recent and powerful method for image classification tasks. Therefore, faster Region-based Convolutional Neural Networks (faster R-CNN), a deep learning method, has been utilized and implemented via TensorFlow library in this study. A publicly available dataset containing 3,064 MRI brain images (708 meningioma, 1426 glioma, 930 pituitary) of 233 patients has been used for training and testing of the classifier. It has been shown that faster R-CNN method can yield an accuracy of 91.66% which is higher than the related work using the same dataset.

Keywords: Brain Tumour; Classification; Convolutional Neural Network; Deep Learning; Glioma; Meningioma; Pituitary

1 INTRODUCTION

Cancer is one of the major causes of death today. According to the reports of World Health Organization (WHO), it is estimated that 9.6 million people worldwide died of cancer in 2018 (https://www.who.int/cancer/en/). 30-50% of these were preventable with early diagnosis. Between types of cancer, brain tumour is one of the deadliest ones. According to statistics, it is estimated that 17,760 adults will die from brain tumours in 2019 [1].

The complex structure of the human brain complicates the diagnosis of the tumour in the brain region. MRI, a useful method for obtaining high quality brain images, is widely utilized for tumour diagnosis. Especially in brain imaging, the MRI method provides a unique appearance in visualization of soft tissues with spatial resolution and contrast resolution.

Detection of brain tumours may be considered as an image segmentation problem where the tumour is labelled on the image. In order to solve this problem, various image processing methods as well as machine learning algorithms have been applied to MRI images by the researchers. Among the studies based on image processing, transform-based approaches and thresholding methods are common. For example, Salem and Alfonso utilized Fast Fourier Transform (FFT) and Minimal Redundancy-Maximal Relevance (MRMR) techniques are used for automatic classification of MRI brain tumour images [4]. In another work, Remya et al. used discrete wavelet transform (DWT) together with Fuzzy C-Means method for segmentation of tumours from MRI images [5]. While thresholding and clustering are common methods for tumour segmentation [6-8], it is also possible to combine these with transform-based methods [9].

Even though it is possible to detect tumours using these methods, it takes more processing to classify the tumours. For this purpose, methods based on machine learning are utilized. Shree and Kumar used Berkeley Wavelet Transformation (BWT) and Support Vector Machine (SVM) to detect normal and abnormal tissues from MRI brain images [10]. In the study by Kumar and Vijayakumar the principle component analysis (PCA) and Radial Basis Function (RBF) are used for segmentation and classification of brain tumour and obtained better results [11]. Another well-known method for medical image classification is artificial neural networks (ANN). Ullah et al., used ANN to classify MRI brain images as normal or abnormal. The features of the images were extracted by Haar wavelet and statistical moments [12]. For a similar purpose, Muneer and Joseph utilized ANN together with (PCA) to reduce the dimensionality of the feature vector [13].

Deep learning is one of the machine learning methods that uses neural network architecture with possibly hundreds of hidden layers between the input and output layers [14]. It has been applied in various problems such as image classification [15], object detection [16, 17] and speech recognition [18, 19]. A common deep learning architecture is convolutional neural networks (CNN) where one of three types of operations are performed: convolution, pooling, or rectified linear unit (ReLU). A typical CNN can decide whether an image contains an object but without its location information. On the other hand, region-based CNN (R-CNN), an extended version of CNN, is mainly used for locating objects in images [20].

Deep learning is a highly effective method in solving medical image analysis problems including lung cancer diagnosis [21], tibial cartilage segmentation [22] and brain tumour detection [23-26]. Using deep learning methods, automatic segmentation has been successfully performed on large amounts of MRI images [23-25]. In particular, CNN-based algorithms for automated MRI segmentation for brain tumour yielded successful results by distinguishing distinctive features [26]. Among more recent solutions to this problem, Sajid et al. proposed a CNN architecture that takes local and contextual information into account [27]. Their method involves a pre-processing step to normalize the images and a post-processing step to eliminate the false positives. The obtained sensitivity and specificity values for glioma detection are 0.86 and 0.91, respectively. In another
study for brain tumour detection, a hybrid method utilizing Neutrosophy together with CNN is proposed [28]. The performance of the method is compared with regular CNN, SVM and K-nearest neighbours (KNN) and reported to be outperforming them with an accuracy of 95.62%.

In this work, MRI brain images are analysed using faster R-CNN method to detect and locate tumours in the images. Also, the detected tumours are classified into one of the tumour categories: meningioma, glioma, and pituitary. This method has been chosen because it can perform classification with higher accuracy and speed than regular R-CNN. Also, performance of faster R-CNN method for detecting the type of the tumour has not been investigated on this problem yet. Besides, effects of selecting different thresholds at the output layer have been analysed in detail by computing several performance metrics such as accuracy, precision, sensitivity, specificity, and f-score.

All the coding is performed with Python programming language (version 3.6.6) and implementation of deep learning model is done via TensorFlow library (https://www.tensorflow.org/).

The rest of the paper is organized as follows. Theoretical background information about faster R-CNN is mentioned in Section 2. Section 3 contains explanation of the dataset used as well as details of model training. Next, results and discussion are given in Section 4 and the paper is concluded with Section 5.

2 BACKGROUND

The process of building a CNN involves six main steps: Convolution, Rectified Linear Unit (ReLU), Pooling, Flattening, Fully connected layers, and Softmax function (Fig. 1). At the initial step, a number of convolution filters are applied to the input image to activate certain features from the images. In order to increase the training speed, negative values are mapped to zero and positive values remained unchanged in ReLU step. The purpose of pooling step is to simplify the output by performing nonlinear downsampling, and hence reducing the number of parameters that the network needs to learn about. These three operations are repeated over tens or hundreds of layers, with each layer learning to detect different features. In the flattening step, all two-dimensional arrays are transformed into one single linear vector. Such a process is needed for fully connected layers to be used after convolutional layers. Fully connected layers are able to combine the entire local features of the previous convolutional layers. The procedure is finished with application of softmax function to provide the final classification output.

It is possible to tell the class of the objects within an image via CNN; however, it does not return any location information. In order to find the object location R-CNN method has been developed. In R-CNN, some candidate regions of the image are selected with some region proposal functions. These regions are cropped and resized to be classified by CNN method. One improved method of R-CNN is fast R-CNN where the entire image is processed rather than cropping the image and resizing the cropped parts. Region proposal functions used in fast R-CNN as well. However, unlike CNN, these regions are not processed directly; CNN features corresponding to each region proposal are pooled by fast R-CNN method. Generation of region proposals in a faster and better way is achieved by region proposal network (RPN). Faster R-CNN method introduces RPN directly in the network thereby enables a higher classifier performance [29].

![Figure 1 Structure of CNN](https://www.tensorflow.org/)

3 MATERIALS AND METHOD

3.1 The Dataset

The brain image dataset contains 3,064 MRI slices from 233 patients. Each of these images contains one of the three types of brain tumours: meningioma, glioma, or pituitary. The images have an in-plane resolution of 512×512 with pixel size 0.49×0.49 mm². The slice thickness is 6 mm and the slice gap is 1 mm [11]. Sample images from each of the classes are shown in Fig. 2 and the distribution of the images having these tumour types is given in Tab. 1.

<table>
<thead>
<tr>
<th>Tumour Type</th>
<th>Number of Images</th>
</tr>
</thead>
<tbody>
<tr>
<td>Meningioma</td>
<td>708</td>
</tr>
<tr>
<td>Glioma</td>
<td>1426</td>
</tr>
<tr>
<td>Pituitary</td>
<td>930</td>
</tr>
<tr>
<td><strong>Total:</strong></td>
<td><strong>3064</strong></td>
</tr>
</tbody>
</table>

3.2 Training

In order to train and test the faster R-CNN classifier, the tumour locations in all of the images should be labelled and saved to a file. For this purpose, graphical image annotation tool called LabelImg [30] is used. Labelimg is written in Python and uses Qt for its graphical interface. Annotations are saved as XML files in PASCAL VOC format, the format used by ImageNet (http://www.image-net.org/).

After labelling process, 80% of the images in the database are randomly selected as training samples. In order to prevent the training set to be dominated by one of the
The loss function that is being minimized during training is provided in Fig. 3. At the beginning of the training, very high loss rate is observed. For example, in the first iteration total loss is approximately 90%. After 140,000 iterations, total loss is decreased to a value about 2%. This is an expected situation indicating that the algorithm performs learning process. Basically, two different loss functions are minimized in this problem. One is related to the correct classification rate and the other one is related to the location of the correctly classified object. Since graphs of both functions are similar, only Total Loss graph is given here as the sum of these two functions.

4 RESULTS AND DISCUSSION

The 612 samples (constituting 20% of the dataset) are used for testing the faster R-CNN model. For each test image three parameters are returned: (i) class label of the detected tumour, (ii) probability of the tumour being in that class and (iii) location of the tumour. Sample classification results are shown in Fig. 4.

In TensorFlow library, the minimum softmax probability value for assigning a class label to a detected tumour is set as 0.8 by default. This means that a tumour is left unclassified if the associated probability value is smaller than 0.8. By changing this probability threshold, we observed the change...
in number of unclassified and misclassified samples. Three confusion matrices belonging to three different threshold values (0.8, 0.66, and 0.5) are given in Tabs. 2, 3, and 4, respectively.

Five performance metrics, given in equations 1-5, are calculated using the classification results. Computation of these quantities requires definition of the confusion matrix elements, that are True Positive (TP), True Negative (TN), False Positive (FP) and False Negative (FN). Since values of these elements change according to the reference class label, three different values for each of the performance metrics are calculated for each of the confusion matrices in Tabs. 2, 3, and 4. The related results are given in Tabs. 5, 6, and 7. The related results are given in Tabs. 5, 6, and 7.

| Table 2 Confusion Matrix when threshold is 0.8 (63 samples are unclassified) |
|---|---|---|---|
| **PREDICTED** | Meningioma | Glioma | Pituitary |
| Meningioma | 129 | 5 | 2 |
| Glioma | 0 | 237 | 1 |
| Pituitary | 4 | 2 | 169 |
| UNCLASSIFIED | 8 | 41 | 14 |

| Table 3 Confusion Matrix when threshold is 0.66 (48 samples are unclassified) |
|---|---|---|---|
| **ACTUAL** | Meningioma | Glioma | Pituitary |
| Meningioma | 130 | 6 | 3 |
| Glioma | 0 | 244 | 1 |
| Pituitary | 6 | 2 | 172 |
| UNCLASSIFIED | 5 | 33 | 10 |

| Table 4 Confusion Matrix when threshold is 0.5 (35 samples are unclassified) |
|---|---|---|---|
| **ACTUAL** | Meningioma | Glioma | Pituitary |
| Meningioma | 133 | 6 | 3 |
| Glioma | 0 | 251 | 1 |
| Pituitary | 4 | 2 | 177 |
| UNCLASSIFIED | 4 | 26 | 5 |

\[
\text{Accuracy} = \frac{TP + TN}{(TP + TN + FP + FN)} \quad (1)
\]

\[
\text{Precision} = \frac{TP}{(TP + FP)} \quad (2)
\]

\[
\text{Sensitivity} = \frac{TP}{(TP + FN)} \quad (3)
\]

\[
\text{Specificity} = \frac{TN}{(FP + TN)} \quad (4)
\]

\[
F\text{-score} = \frac{2 \times TP}{2 \times TP + FP + FN} \quad (5)
\]

| Table 5 Performance metrics when threshold is 0.8 |
|---|---|---|
| Reference Class | Meningioma | Glioma | Pituitary |
| Accuracy | 0.8742 | 0.8742 | 0.8742 |
| Precision | 0.9485 | 0.9958 | 0.9086 |
| Sensitivity | 0.9149 | 0.8316 | 0.9657 |
| Specificity | 0.9831 | 0.9967 | 0.9556 |
| F-Score | 0.9314 | 0.9063 | 0.9363 |

| Table 6 Performance metrics when threshold is 0.66 |
|---|---|---|
| Reference Class | Meningioma | Glioma | Pituitary |
| Accuracy | 0.8922 | 0.8922 | 0.8922 |
| Precision | 0.9353 | 0.9959 | 0.9570 |
| Sensitivity | 0.9220 | 0.8561 | 0.9271 |
| Specificity | 0.9788 | 0.9967 | 0.9796 |
| F-Score | 0.9286 | 0.9208 | 0.9418 |

It is clearly seen from the confusion matrices that the number of unclassified samples decreases as the decision threshold is decreased. Also, the related performance measures are improved by decreasing the threshold. Considering the accuracy values in Tabs. 5, 6 and 7, 87.42% of the images may correctly be classified when the decision threshold is set to 0.8 and this accuracy is increased to 91.66% when the threshold is set as 0.5. This means that, even though the output probability of the classifier is relatively low for some of the images, the tumour can be correctly detected. On the other hand, majority of the unclassified and misclassified samples belong to “Glioma” class, meaning that the classifier cannot learn this class as effectively as the other two. However, specificity value related to "Glioma" class is the highest for three of the thresholds.

5 CONCLUSION

In this study, MRI brain images have been used for detection of tumours using a deep learning method, namely faster R-CNN. A model has been trained using 2452 images containing three types of tumours. It may be concluded that faster R-CNN is suitable algorithm for this problem as the achieved classification accuracy is 91.66% which is higher than the related work using the same dataset. Also, it has been observed that some of the tumors are correctly detected with low scores. Therefore, the results are evaluated using three different levels of detection scores. Among the three types of tumours, Glioma has the lowest detection rate with a sensitivity of 88.11% and Pituitary has the highest rate with a sensitivity of 95.19%. Since only one test sample is predicted as false positive for Glioma class, the precision value of the Glioma is the highest, on the other hand high number of false negative samples causes its sensitivity value to be low.

One major advantage of deep learning is that the classification accuracy is improved as the number of training examples is increased. However, this is not the case for earlier machine learning methods in which no increment is observed above a certain amount of training examples. Among deep learning methods, faster R-CNN has been proven to be performing faster with a higher classification accuracy [29]. This method also returns the class label and location of the object together. These properties of faster R-CNN make it suitable to be applied to tumour detection problem where it is important to show the location of the tumour. Therefore, contributions of the study may be listed as: (i) There is a potential for improving the performance of the method when more data is available, (ii) tumours are located and classified simultaneously, (iii) classification
performance is improved by changing the threshold value at the output layer.

A careful attention should be paid to the unclassified and misclassified samples. The presence of unclassified samples is something related to detections with low scores. Such samples may be thought to be classified as “no tumours” even though they contain a tumour. In the future, this situation may be overcome by adding healthy images (i.e. images containing no tumours) to the dataset as the fourth class. As for reduction of the number of misclassified samples (particularly the samples from Glioma class), a pre-processing step is planned to be added to the proposed method. The pre-processing step may include algorithms that will emphasize the unobvious features in the given images. Unsharp masking and histogram equalization are two possible examples of these algorithms. Besides, as can be seen from Section 3.2, a set of constant parameters has been used for generating the CNN model. In the future, some optimization algorithms (such as genetic algorithm, particle swarm optimization, simulated annealing, etc.) may be utilized to find the best parameter set giving the highest classification accuracy.
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ANALYSIS OF THERMOECHANICAL PROPERTIES OF POLYMERIC MATERIALS PRODUCED BY A 3D PRINTING METHOD

Adam GNATOWSKI, Rafał GOŁĘBSKI, Piotr SIKORA

Abstract: A comparative analysis of the thermomechanical properties of semicrystalline and amorphous polymeric materials was carried out. Samples were produced by using a 3D printing technology on the SIGNAL printer - ATMAT. The following polymeric materials were used to make the samples: TPU-thermoplastic polyurethane elastomer, ABS-copolymer acrylonitrile-butadiene-styrene, Nosewood, PET-ethylene terephthalate, PLA-poly (lactic acid). The research included a thermal analysis of the dynamic properties (DMTA) of manufactured materials.

Keywords: polymer materials; thermal analysis of dynamic properties; 3D print

1 INTRODUCTION

3D printed parts are more and more often used in different industry branches as specially prototyping and commonly used items. Those sectors use the printing technology due to the short time between the project and final item production, and also because of the lower prices of manufacturing small batches compared to the injection moulding technology. Furthermore, 3D printing gives an opportunity to change the shape of the next part only by adding some changes in the 3D model. It also gives us the possibility of creating very complicated shapes [1, 2]. Modern printers, due to the new software and hardware could spread subsequent filament layers more precisely, as they help them reach narrow dimensional and position tolerances of the printed elements. Among the tested materials used for 3D printing, you can find Laywood wood-like material, which after printing gives the elements the appearance of fibreboard and could be further processed by turning, milling grinding and could be painted as normal wood. This material is used to manufacture architectural models, decorations and furniture elements [3]. The amorphous acrylonitrile butadiene styrene used in the 3D printing technology is a high strength material since it works well when printing moving parts due to good temperature resistance and increased elasticity [4]. On the other hand, when this material is heated, it releases intense chemical vapours which are harmful for human being and animals, which is why such printing material should be placed in enclosed printers placed in a well-ventilated room. PLA is another test material, one of the most commonly used 3D printing materials characterized by biodegradability, since it is made of easily degradable materials. This material is characterized by a slight shrinkage of the material, which makes it ideal for demonstration prints such as mock-ups or prototype elements. PLA is not suitable for printing moving parts due to its low flexibility and low temperature resistance [5].

An important part of 3D printing is the appropriate choice of a material which will fulfill all our needs associated with our printed element. An incorrect selection of the material and process parameters associated with the type of element that will be manufactured and its functions may cause problems, such as, for example, early wear of the element, difficulties in obtaining adequate model accuracy, inaccurate filling of internal spaces, etc. Another difficulty in the process of 3D printing is the selection of adequate parameters for filament type processes, such as the printing temperature or the working table temperature. Incorrect selection of these factors may result in: clogging printer nozzles, larger material shrinkage than the expected, incomplete plasticization when applying subsequent layers, resulting in delamination of the element and the occurrence of non-uniformity of the model filling which causes a decrease in its strength [6-8].

The aim of the paper is to analyse changes in the thermomechanical properties as a function of the temperature and vibration frequency of materials used to manufacture products by using 3D printing. The polymers were chosen because they are widely used in 3D printing. Some of these materials are not suitable for injection moulding due to the clogging of injection channels or too long exposure to higher temperatures, which changes the properties of the injected material such as Laywood. Tests were conducted for comparison purposes for significantly different materials. The following materials were used as a test material: ABS, Laywood, PLA, PET, TPU. A thermal analysis of the dynamic properties (DMTA) was performed. Researches show that thermomechanical properties of these materials are strictly dependent on the processing method. To obtain those comparisons, the paper examines the samples made by the injection moulding and printing technology [9-15]. In order to compare the properties of the samples produced by 3D printing and injection, samples were made from the ABS material, which is widely used in many industry branches. This enabled the determining of the differences between the properties of the tested materials obtained in various processing technologies.

2 RESEARCH METHODOLOGY

The DEVIL DESIGN filaments with a thickness of 1.75 mm were used in the research. They were made of the following polymer materials: Laywood, ABS, PLA, PET, TPU. Samples were made by
using the 3D printing technology on an ATMAT SIGNAL printer, with the option of mounting nozzles with a through-going from 0.1 mm to 1.0 mm. A printer nozzle can warm up to 270 °C, while the table can reach a temperature of 110 °C. The accuracy of filament printing is 0.1 mm for the speed from 0.1 to 1 cm/min. 3D printing was done by using a 0.8 mm nozzle and the DIMAFIX adhesive for printing was applied to the table and printing parameters were used, and the most favorable properties were obtained. Parameters at which 3D printing samples were produced guaranteed the stability of the printing process, no deformation and favorable thermomechanical properties (Tab. 1). The filament feeding speed was used in accordance with the manufacturer's recommendations, and print cooling was also applied. The layer height of 0.21 mm was adopted.
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**Table 1** Parameters of printing samples

<table>
<thead>
<tr>
<th>Sample</th>
<th>Nozzle temperature, °C</th>
<th>Table temperature, °C</th>
<th>Printing speed, mm/s</th>
<th>Fulfilment, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAYWOOD</td>
<td>220</td>
<td>55</td>
<td>60</td>
<td>96</td>
</tr>
<tr>
<td>ABS</td>
<td>230</td>
<td>100</td>
<td>60</td>
<td>96</td>
</tr>
<tr>
<td>PLA</td>
<td>230</td>
<td>55</td>
<td>60</td>
<td>96</td>
</tr>
<tr>
<td>PET</td>
<td>242</td>
<td>60</td>
<td>50</td>
<td>96</td>
</tr>
<tr>
<td>TPU</td>
<td>250</td>
<td>60</td>
<td>25</td>
<td>96</td>
</tr>
</tbody>
</table>

Samples for comparative purposes made of injected ABS were produced on a Krauss Maffei type KM with a 30 mm diameter screw, LD ratio of 23, constant pitch over the entire length and mold closing force of 650 kN. The optimal properties of the specimens were obtained for the following injection parameters recommended by the material manufacturer:
- Injection temperature – 230 °C,
- Mold temperature – 60 °C,
- Holding pressure – 50 MPa,
- Maximum permissible pressure in the plasticizing system – 100 MPa,
- Time of clamping – 10 s,
- Cooling time – 16 s.

An analysis of the dynamic thermal properties was carried out with the NETZSCH DMTA 242 device with a handle for a three-point free bending sample in the form of a beam with the dimensions of 50×10×4 mm. The samples in the holder were subjected to a sinusoidal force of 1 Hz and 10 Hz with constant amplitude, while heating the samples at a rate of 3 °C/min from 20 °C to a different temperature for the materials tested (Tab. 2).
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**Table 2** Temperatures of the DMTA testing

<table>
<thead>
<tr>
<th>Sample</th>
<th>DMTA</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAYWOOD</td>
<td>−50 °C - 60 °C</td>
</tr>
<tr>
<td>PLA</td>
<td>−50 °C - 60 °C</td>
</tr>
<tr>
<td>TPU</td>
<td>−50 °C - 170 °C</td>
</tr>
<tr>
<td>ABS</td>
<td>−50 °C - 190 °C</td>
</tr>
<tr>
<td>PET</td>
<td>−50 °C - 200 °C</td>
</tr>
</tbody>
</table>

The elastic modulus $E'$ and the mechanical loss factor $\tan \delta$ were calculated on the basis of force and strain values in relation to the dimensions of the samples. In order to be sure of the results, all tests were repeated for three samples.

### 3 DISCUSSION OF RESEARCH

The results of the analysis of dynamic mechanical properties are presented in Figs. 1 - a, b in the form of graphs of changes in the modulus of the elasticity and tangent of the angle of the mechanical losses depending on the temperature and the frequencies of 1 and 10 Hz. In the case of LAYWOOD, it was observed that the polymer is in the elastic deformation phase of about 54 °C. You can then see a quick transition to the glass transition phase state. At the beginning of the elastic deformation phase, the $E'$ module is strongly dependent on the temperature of −30 °C and the relationship decreases significantly. In this phase, the $E'$ module drops from 2700 MPa to 1800 MPa at 54 degrees Celsius. In this phase, it can be concluded that the tangent of the mechanical loss angle is characterized by a small dependence on the temperature, ranging from −10 °C to 54 °C. The transition to the elastoplastic state occurs rapidly at 54 °C, when the $E'$ module rapidly decreases with a simultaneous sudden increase in $\tan \delta$ several times. This means that the polymer begins to bend and does not back to its normal shape, i.e. it bends permanently. That is why the machine could not read the data and that is why the chart ends at about 62 °C.

Fig. 2 is similar to Figure 1 because the LAYWOOD material is made of PLA with the addition of wood chips, which is why DMTA for PLA ends in the same way as LAYWOOD.

In the elastic deformation phase of PLA DMTA, which ends at −57 °C, the $E'$ modulus shows a negligible temperature dependence and is shaped at 4800 MPa, while the $\tan \delta$ values increase almost twice, showing a strong temperature dependence. The glass transition phase starts at 51 °C and the chart ends at about 62 °C for reasons similar as to why LAYWOOD is characterized by an extension between −42 °C and 56 °C. In this phase, the $\tan \delta$ increases slightly to 0.08, and finally the phase is reduced to 0.05, followed by an increase in the tangent of the mechanical loss angle, which indicates the variability of vibration damping and material rigidity in the glass transition phase and a strong temperature dependence of the mechanical loss angle [9-12,16].

In the case of TPU (Fig. 3), the elastic deformation phase ends at −47 °C. The glass transition phase occurs in a wide temperature range, form −47 °C to 30 °C, in which $E'$ and $\tan \delta$ show a strong temperature dependence. A high-viscoelastic deformation phase is extended in a wide temperature range: between 30 °C and 95 °C, and here you can see a strong temperature dependence of $\tan \delta$, which indicates the variability of vibration damping and material rigidity. The high-viscoelastic deformation phase begins with a rapid reduction in the value of $\tan \delta$ (from 0.17 to 0.04), which is associated with strong elasticity at ambient temperatures and a poor dependence of the $E'$ module on the temperature. In the elastic transition phase, it starts at 95 °C, where the polymer begins to flow.
Fig. 1 shows the dependence of $\tan \delta$ and $E'$ on temperature and frequency for PET. This material is a brittle and rigid body in the elastic deformation phase up to $73 ^\circ C$, in which $\tan \delta$ and $E'$ are poorly dependent on temperature. In the glass transition phase, the dependence of $E'$ is substantial, because the $E'$ modulus is reduced from 2400 MPa to 200 MPa, $\tan \delta$ shows a notable temperature dependence rising from 0.05 to 0.5 and at the end of the phase, it drops to 0.18 at the smallest frequency of extortion. The high-viscoelastic deformation phase begins with a rapid decrease of $\tan \delta$ (1 Hz) from 0.18 to 0.02 at $122 ^\circ C$ and at this temperature, the high-viscoelastic deformation phase begins [16-18]. Maximum $\tan \delta$ indicates that PET samples made in 3D printing do not show a high vibration damping ability and are characterized by low stiffness in relation to the other tested materials.
Figure 4 Results of DMTA investigations of PET: A - elastic deformation phase; B - glass transition phase; C - high-viscoelastic deformation phase; D - elastic transition phase.

Figure 5 Results of DMTA investigations of: a) ABS from 3D printing, b) ABS from injecting: A - elastic deformation phase; B - glass transition phase; C - high-viscoelastic deformation phase.
The graph of Fig. 5a shows the course of changes of the module $E'$ and $\tan \delta$ as a function of temperature and frequency of vibrations for ABS. In the case of ABS, the elastic deformation phase ends at 93 °C, smoothly going into the glass transition phase with a low temperature variation of $E'$ and with a lack of $\tan \delta$ temperature dependence. The glass transition phase is characterized by almost tremendous temperature compliance at 93 °C, and the module $E'$ drops from 1450 MPa to 100 MPa, $\tan \delta$ also shows temperature dependence because it goes from 0.1 to 1.2 and at the end of the phase drops to 0.6. In the high-viscoelastic deformation phase, $\tan \delta$ modules exhibit high temperature dependence, the $\tan \delta$ (1 Hz) drops to 0.1 at 146 °C. This polymer exhibits high stiffness and a very high vibration damping ability compared to the other tested samples as evidenced by the maximum $\tan \delta$ relaxation conversion for the smallest frequency of extortion.

The graph of Fig. 5b shows the course of changes of the module $E''$ and $\tan \delta$ as a function of temperature and frequency of vibrations for the ABS samples obtained by injection molding. These samples have the A phase, which starts from 2500 MPa, and it is more than the ABS printed samples have; in phase B, the module $E''$ drops very fast from 2000 MPa to 150 MPa, and this drop is faster that in the printing samples, but $\tan \delta$ in this phase is rising only to 0.45, i.e. it is 0.75 lower than in the 3D printed ABS. The phase C of the injected ABS is characterized by a fast drop of the $\tan \delta$ compared to the printed ABS, because $\tan \delta$ reaches the lowest level at 134 °C, while printed ABS reaches the lower level of $\tan \delta$ at more than 150 °C [6, 11-14, 19]

4 CONCLUSIONS

An analysis of the results indicated that the samples made of Semi-Crystalline Polymers are characterized by an extended glass transition phase, in which the $E'$ and $\tan \delta$ modules have strong temperature dependence. LAYWOOD and PLA are characterized by an extended glass transition phase, after which the material begins to flow. On the other hand, the TPU polymer is characterized by a glass transition phase in which both the $\tan \delta$ and $E''$ modulus show a high temperature dependence at the lowest temperature in the samples tested. In PET, as well as the ABS, in both high-viscoelastic deformation phases, there is no temperature dependence of $E''$ and $\tan \delta$ is decreasing to the lowest level 

4.1 Analysis of the samples made of Semi-Crystalline Polymers

The $\tan \delta$ (1 Hz) drops to 0.1 at 146 °C. This polymer exhibits high stiffness and a very high vibration damping ability compared to the other tested samples as evidenced by the maximum $\tan \delta$ relaxation conversion for the smallest frequency of extortion. Moreover, ABS obtained from injection seams to act more stable when we heat it, but ABS samples obtained from 3D printing have a better vibration damping ability than the injected samples. 3D printing also has some disadvantages such as: long production time comparing to the injection time, printed elements have pores that allow air and water to get through, it is impossible to get sharp angles because printers are limited by nozzle dimensions, when angle is lower than 20 degrees, the printer will cut an area at end of angles due to minimal wall thickness, etc. Moreover, some of the printing filaments release intense chemical vapours that are harmful.
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INDUSTRY 4.0 AND BUSINESS PROCESS MANAGEMENT

Jíří TUPA, Frantisek STEINER

Abstract: Production companies are adopting new methods for the improvement of their managing production processes. The cost, quality and time are still key important attributes for process improvement. This is reason why the Business Process Management (BPM) is the core of management in different areas, e.g., quality management, sustainability management. The new technologies based on Internet of Things and Services, SMART solutions, and the concept Industry 4.0 are opening new possibilities of BPM implementation. This theoretical paper deals with a review of new trends in BPM and a presentation of the possibilities of core technologies for Industry 4.0 in phases of BPM applications.

Keywords: Business Process Management; improvement; Industry 4.0; performance measurement; Risk Management

1 INTRODUCTION

Industry 4.0 is a recent keyword in the manufacturing area. The term ‘Industry 4.0’ has been used mainly by the German government in high-tech strategy. This strategy, with its related current literature, is called Industry 4.0, like ‘4th Industrial Revolution’.

The increasing number of papers is evidence that this topic is the starting object of research at many research centres and universities. Governments in different countries have adopted concepts that support implementation of the concept Industry 4.0. Concretely the Czech government approved the document ‘Initiative Industry 4.0’ and allocated support for relevant research projects for examples.

Business Process Management (BPM) is a fundamental theory adopted in large numbers of companies in different industrial sectors. The main ideas are based on the theory of Hammer and Champy [1]. The traditional implementation of this concept is a focus on process analysis, process modelling and optimisation, process automation and measurement of process indicators in relation with performance indicators. The concept BPM has been adopted into international standards, the ISO 9001 for quality management for example.

The concept Industry 4.0 opens new opportunities and research questions. One research question is linked with the future of process management and its implementation for the concept Industry 4.0. This paper tries to find an answer for this research question based on a review of suitable technologies and methods for BPM implementation.

2 LITERATURE REVIEW

BPM is term used in many companies. Over the last decade, BPM has played an important role. BPM helps implement methods and tools for process improving. The BPM principles that combine selected findings from management issue and related management science, information technology [2].

Many growing companies implemented this management approach established on Hammer’s Business Process Reengineering Concept [1]. The authors follow up Hammer and Champy’s ideas in related research and practical papers nowadays. Researchers and practitioners from academy and industry use the term BPM in many different ways.

Prof. August-Wilhelm Scheer mentioned in his book that process management has become an important management instrument in many companies because its practitioners realised that optimising a company’s capacity to create value in the form of processes has a direct and immediate effect on the bottom line. [3]

The term BPM has been used in many ways, and several alternatives — from process improvement to intelligent BPM (iBPM) — have been proposed. Some use BPM to refer a general theory to the management of business process change, while others use it more narrowly, to refer to the use of automated software techniques to control the runtime execution of enterprises process. Surveys presented on the state of the BPM market in 2018 presents examples of how organisations use the term BPM for example [4].

Different articles in international conference proceedings and books deal with BPM issues [5]. The high number of citations for term business process management (BPM) seems to prove that BPM is an important field of recent research activities. The BPM issue is the point of research focused on technological or methodological solutions of problems related with BPM implementation [6].

Nowadays, the issue focused on BPM is an integrated and continuous process, which deals equally with technological and organisational considerations. It is important to understand that BPM itself represents a process. It is a process consisting of the phases of strategy definition, process description, process implementation and process execution. The whole implementation of BPM includes these important activities:

• Analysis of processes
• Definition of structure between processes
• Choice of management method
• Modelling and optimising of processes
• Determination of performance measurement and diagnostics system.
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The main purpose of this process implementation is to improve an organisation’s effectiveness in achieving its defined objectives.

The benefits of Business Process Management are to improve the alignment of all aspects of an organisation with internal rules and transparency, to increase customer satisfaction, to promote business efficiency, to maximally exploit employee potential, to improve product quality, and to reduce costs.

Examples of BPM are present in areas where effective progress has been achieved, including, as presented in [5]:

- The systematic validation of business process models before implementing them via information system, to avoid potentially costly mistakes at run time.
- The automatic generate of configurable process models from a collection of process model variants, used to guide analysts when selecting the right configuration.
- The complex identification of process behaviours based on scientific insights provided by the workflow patterns initiative.
- The implementation of processes on-the-fly and the evaluation of the impact of their changes, in order to react to (unexpected) exceptions.
- The automatic execution of business process models based on strictly defined semantics, through a variety of information systems supported BPM.
- The automatic finding of process models from raw event data stored in databases of information systems.

2.1 Industry 4.0

The keyword Industry 4.0 is very often cited in recent journal and conference papers. Different authors present this phenomenon like the fourth industrial revolution. Industry 4.0 is a recent trend in the manufacturing world. The term ‘Industry 4.0’ has been used mainly by the German government in the high-tech-strategy. Historical and current phases are presented in Tab. 1. The table mentions key inventions and technology that are typical for these periods.

<table>
<thead>
<tr>
<th>Phase of Industrial Revolution</th>
<th>Key Invention</th>
<th>Technologies and Capabilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>History</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry 1.0</td>
<td>Steam machine</td>
<td>Introduction of mechanical production facilities with the help of water and steam power.</td>
</tr>
<tr>
<td>Industry 2.0</td>
<td>Electrical machines and drivers</td>
<td>Introduction of the division of labour and mass production with the help of electricity energy.</td>
</tr>
<tr>
<td>Industry 3.0</td>
<td>Computer (programmable logic controller)</td>
<td>Use of electronic and IT systems that further automate production.</td>
</tr>
<tr>
<td>Present</td>
<td>Internet</td>
<td>Use of cyber-physical system.</td>
</tr>
</tbody>
</table>

The main idea of Industry 4.0 is the emergence of "smart factories", which will be connected to the production facilities’ cyber-physical systems called CPS.

Developing the Internet of Things, the Internet of Services, and the Internet of People will help to make connections between human–machine, human–human or machine–machine, and with it also an enormous amount of data is obtained. For this reason, it will be useful to analyse a large amount of data (Big Data). It be able to predict possible faults and making decision on-line to the changed conditions [7] and [8], for example.

2.2 Policies to Support Industry 4.0 Developments

In its Industrial Policy Papers of 2012, the European Commission defined six basic priorities, three of which thematically cover areas related to the Industry 4.0 concept. Specifically, these include advanced manufacturing, key enabling technologies (e.g. batteries, smart materials and high-performance manufacturing processes), and smart networks and digital infrastructures (where infrastructure and networking are seen as crucial) [10].

Subsequently, in 2013, the Commission appointed a Working Group on Modern Net Production and in 2014 a Strategic Policy Forum on Digital Business to Digital Transform the European Industry and Enterprises. The Forum recommended setting national targets, setting up centers of excellence, strengthening standardization, ensuring funding and encouraging the development of digital skills. European authorities also called for a "observatory" for the digital transition and increasing political awareness about digital issues and policy implications [10].

In the 2014 declaration "For the European Industrial Renaissance", the European Commission stressed that digital technologies (including cloud computing, new industrial Internet applications, large data, smart factories, robotics and 3D printing) are important to boosting European productivity and innovation in companies through new business models and developing new services and products [11].

The issue of digital transformation of Europe is one of the most important key actions of the EU. This business and trade transformation is a challenge for Europe and represents a huge growth potential for innovation. Traditional industries in Europe can build on their strengths in advanced digital technologies. This will open up these sectors to gain market share in the emerging markets for products and services of the future.

2.3 Digital Transformation

Digital transformation is defined in the literature as the integration of advanced technologies with physical and digital systems, most innovative business models and new processes, and the development of SMART products and services. [12]

The published Digital Transformation Monitor is the one of the EU action publication. The monitor gives the opportunity to monitor statistical and factual evidence of the pace of digital transformation in specific sectors and in all
EU countries. It tries to identify key trends in digital transformation and to measure progress made at national and sector-specific levels. It also supports policy development and analyses major national policy initiatives. [12]

On the other hand, measurement of digital performance and tracking the development of EU member states in digital competitiveness are made by the Digital Economy and Society Index (DESI). The DESI overall index is calculated as the weighted average of the five main DESI dimensions with the weights selected by the user: 1 Connectivity, 2 Human Capital, 3 Use of Internet, 4 Integration of Digital Technology, and 5 Digital Public Services. [13]

Based on the published assessment in 2018, it is clear that Denmark, Sweden, Finland and the Netherlands are among the most advanced digital economies in the EU, followed by Luxembourg, Ireland, the United Kingdom, Belgium and Estonia (Fig. 1). On the other hand, Romania, Greece and Italy have the lowest scores on DESI. This evaluation can be used very well to compare EU Member States and evaluate their preparation for the implementation of the Industry 4.0 concept. Finally, based on this state of art, we can conclude that the concept Industry 4.0 opens a new dimension of management science.

### 3.1 Process Design and Modelling

Process design and modelling are the initial activities of process management implementation. The aim of this activity is to find and describe existing processes and suggest a "to be" state. Areas of focus include process representation, attributes, such as inputs, outputs, resources, and related documentation.

Process modelling is a useful tool to capture, formalise and structure the knowledge of business processes. The models can be deterministic, stochastic, uncertain but structured, or uncertain but imperfectly structured. Modelling tools can be categorised into business process chain-based type such as Petri net, IDEFO, IDEF3, BPMN 2.0, ARIS-eEPC, etc.; formal description type such as WPDL, XML, process algebra, predicative logic, etc.; and object-oriented type such as IDEF4 and UML. The overall model is analysed on the individual models. Models would have to contain all process attributes and static and dynamic parameters such as process time, process threats, cost, etc.

New technologies of Industry 4.0 have new role of process design and process modelling. The new role is related with process digitalisation. The term of digitalisation of processes is related with smart factory or digital supply chain network. In the context of process management, digital transformation refers to transforming the business operations, services and models. Digital transformation covers all process in the companies, and the aim is to build a digital model of enterprise with the digitised process attributes (input, output, sources and indicators). The companies should determine rules, methods and standards for process transformation. The result of this step is a digital model of enterprise.

This model contains:

- Relationship between cyber and physical layer
- Description of the main processes (processes that create added value)
- Definition of support processes and autonomous control processes.

### 3.2 Process Execution

Execution means that instances of a process are performed or enacted, which may include automated aspects. Automation of business processes is based on using the Business Process Execution Language (BPEL). The BPEL language is perfectly suited to a clear description of the processes by which processes can be then mechanically exercised. BPEL enables organisations to automate their processes (so-called service orchestration). The BPEL language allows description of the conduct and behaviour of
business processes as a sequence of activities, including their branches, which are engaged in the process, while these activities are represented by web services (WS) [2].

Business process execution in terms of Industry 4.0 is related with the digital factory and application of Cyber Physical System (CPS). The rules and process model can be used for the definition of elementary relationships in CPS. The cyber level of CPS enables to simulate the process using digital twins and makes an environment for process execution [15].

The CPS implements these elements:
- Data acquisition and data processing
- Machine-to-machine communication
- Human–machine interaction.

### 3.3 Process Monitoring

The main principles of a process monitoring system are described by many authors, and a lot of them discuss the phrase ‘process performance measurement’. Process performance measurement is the combination of processes, methodologies, metrics and technologies to measure, monitor and manage the performance of the process. To measure and execute process performance, we can use different Key Performance Indicators (KPIs).

These KPIs, also known as process performance indicators, are indicators that can be unambiguously assigned and used for a given process, provided that data is available to calculate these performance indicators [16]. Basic performance parameters are defined, which are time, quality and cost. Specifically, for example, we can measure implementation costs, resource use and waste; time using cycle time, waiting time or no value added time; and quality through customer satisfaction and error rates. Some KPIs can be measured relatively easily, such as cycle time.

The implementation of IoT or Internet of Services, Process and People (Internet of Everything) and related technologies helps to implement a system for automated and real-time process monitoring. These technologies help to display the state of processes. The automated system of measurement enables data storage in databases and we are speaking about the analysis of Big Data.

Big data analysis can be defined as the process of examining large and diverse data, identifying hidden patterns, unknown correlations, trends, and other useful information that can help organizations improve their decision-making processes at all levels of management.

Data can be used for:
- Dynamic organisational analysis
- Process optimization
- Right-time monitoring
- Process mining for automated weak point analysis
- Process simulation.

The role of process monitoring is a key process in the CPS. Real-time automated processes can be monitored online with the application of a system based on IoT and IoE. The paper [17] presents a model for performance process measurement based on an implementation of IoT technologies. This model is based on the standards ISA-95 and ISO 22400.

The standards formally describe how a manufacturing process can be formalised and the steps for set-up of the suitable performance indicators. The ISO 22400 standard is a four-part standards; two parts are under development, and two parts are under consideration. The standard ISO 24000-2 defines thirty-four KPIs (key performance indicators) and their equations. Fig. 3, adopted from [17], presents the IoT-based production performance model developed in accordance with ISO 22400 and ISA 95.

![Figure 3 IoT-based production performance model [17]](image)

The model presents data transfer between the production line and the Manufacturing Execution System. Based on the IoT functionality, process data that include information about the time, location, cost, quantity and status can be acquired from the product. The stored data are then adjusted with the production performance model, which includes of material consumed actual, of the equipment actual, material produced actual and of three subparts for example.

IoT data cannot be used directly for all KPIs; then you need to define additional databases for additional data. For example, these are production data, which are ordered according to the sequence of processes, e.g. with the planned process time, the BOM. Production data is obtained from ERP and includes structured information on the production plan. Using the planned and actual data, the above sections classify IoT data based on their description to provide a top-level source for calculating sub-KPIs. The production reaction then uses the sub-KPI to calculate the final KPIs.

### 3.4 Process Improvement

Process improvement is the last, important phase of business process management. The aim is continual improvement of business processes based on monitoring and data collection. Especially in the context of digital processes, the identification of existing pain points can be realised through the performance of continuous software tests.
Another definition explains process improvement as the proactive task of identifying, analysing and improving upon existing business processes within an organisation for optimisation and meeting new quotas or standards of quality. The companies collect data, not only from manufacturing processes, but from all processes during the product life cycle.

The companies use several methodologies, like Six Sigma, Centric leverages DMAIC (Define, Measure, Analyse, Improve, Control), Lean principles, etc. New possibilities of technologies of Industry 4.0 can effectively support the implementation of the mentioned methodologies. The selection of a continuous improvement methodology depends on the overall strategy. The demonstration of Lean principles and other improvement methodology implementations have been presented in papers [18].

3.5 Discussion

The implementation of Business Process Management for the concept Industry 4.0 is a new topic, which is not exactly mentioned in the literature. The SWOT analysis (Tab. 2) was used for a summary of the strength and weakness and the opportunities and threats for a company based on previous subchapters (3.1–3.4) and related literature.

Table 2 SWOT analysis

<table>
<thead>
<tr>
<th>Strengths:</th>
<th>Weaknesses:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Theoretical background</td>
<td>Cost for implementation of CPS or IoT</td>
</tr>
<tr>
<td>Knowledge from Business Process Management</td>
<td>Training of staff and personal</td>
</tr>
<tr>
<td>Existing standards for process digitalisation</td>
<td>Time to implementation</td>
</tr>
<tr>
<td>Using Big Data for process monitoring, controlling and performance management</td>
<td>No existing related suitable methods and tools for process optimisation</td>
</tr>
</tbody>
</table>

Opportunities:
- Develop new lead markets for products and services
- Open a new challenge for markets
- Development of effective supply chains

Threats:
- Cybersecurity and IT criminality
- Lack of IPR protection
- Vulnerability to volatility of economy

As mentioned, the important part of business process management is to define the suitable architecture and rules which help to implement the concept Industry 4.0.

4 ARCHITECTURE AND RULES FOR BUSINESS PROCESS MANAGEMENT IMPLEMENTATION

Architecture and rules provide a common structure and language for the uniform description and specification of system architectures. The concept Industry 4.0 uses a reference architecture model. Reference Architectural Model Industry 4.0, abbreviated RAMI 4.0 (Fig. 4), consists of a three-dimensional coordinate system that describes all crucial aspects of Industry 4.0. Indicated on the right horizontal axis are hierarchy levels from IEC 62264, the international standards series for enterprise IT and control systems. These hierarchy levels represent the different functionalities within factories or facilities. The left horizontal axis represents the life cycle of facilities and products, based on IEC 62890 for life-cycle management. [19]

The six layers on the vertical axis serve to describe the decomposition of a machine into its properties structured layer by layer, i.e. the virtual mapping of a machine. The RAMI architecture links to other important standards for concept Industry 4.0 implementation.

The Tab. 3 presents areas of implementation and titles of selected standards [20]. The architecture RAMI and related standards help to analyse and describe basic processes at the smart factory and all processes related with digital supply chain. All the business processes can be adopted in this model, and this model can set up business rules and architecture for a smart factory.

Table 3 Standards for Industry 4.0 [20]

<table>
<thead>
<tr>
<th>Area of implementation</th>
<th>Title of standard</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>Functional Safety, Safety of machinery</td>
</tr>
<tr>
<td>Digital factory</td>
<td>Reference model for the digital factory</td>
</tr>
<tr>
<td>Information layers</td>
<td>Classification and product description</td>
</tr>
<tr>
<td>Configuration</td>
<td>Function blocks for process control/electronic device description language Field device tool (FDT) interface specification</td>
</tr>
<tr>
<td>Hierarchy level</td>
<td>Batch control, Enterprise-control system integration</td>
</tr>
<tr>
<td>Communication layer</td>
<td>Industrial communication network, Machine-to-machine communication</td>
</tr>
<tr>
<td>Life cycle</td>
<td>Life-cycle status</td>
</tr>
<tr>
<td>Condition</td>
<td>Condition monitoring</td>
</tr>
<tr>
<td>Energy</td>
<td>Energy efficiency</td>
</tr>
<tr>
<td>Engineering</td>
<td>Industrial automation systems and integration, Automation Markup Language</td>
</tr>
<tr>
<td>Semantics</td>
<td>W3C Semantic Web stack</td>
</tr>
<tr>
<td>Management</td>
<td>Quality management, Risk Management, Key Performance Indicators for Manufacturing Operations</td>
</tr>
</tbody>
</table>

5 RISK MANAGEMENT

Risk management is an important part in the business process management area nowadays. Enterprises try to implement risk management procedures as part of the
management process. They try to implement management system with process, quality and risk management for performance measurement. This way is also recommended in ISO standards for quality management system described in the new revision of ISO 9000 standards in year 2015.

The task of the risk management is a systematic approach to assessing and acting on risks in order to ensure that organisational objectives are achieved. The concept Industry 4.0 opens a new challenge for risk management nowadays.

The mentioned concept Industry 4.0 can generate new kinds of risks in related area because of the increase of threats and vulnerability. The networking of cyber-space, advanced manufacturing technologies and elements, and implementation of services outsourcing is the main factor increasing the vulnerability. An identification of new categories of risks is presented in Tab. 4.

<table>
<thead>
<tr>
<th>Categories of manufacturing risks</th>
<th>Risks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maintenance</td>
<td>Problem with availability and integrity of data for maintenance.</td>
</tr>
<tr>
<td>Used manufacturing methods and</td>
<td>Errors in data processing.</td>
</tr>
<tr>
<td>tools</td>
<td></td>
</tr>
<tr>
<td>Manufacturing process management</td>
<td>Information risk associated with data losses, break of integrity and</td>
</tr>
<tr>
<td></td>
<td>available information.</td>
</tr>
<tr>
<td>Human sources</td>
<td>Low number of qualified workers</td>
</tr>
<tr>
<td>Machine environments</td>
<td>Attacks from Internet network, problems related to electromagnetic</td>
</tr>
<tr>
<td></td>
<td>compatibility and electromagnetic emissions affect manufacturing</td>
</tr>
<tr>
<td></td>
<td>machines.</td>
</tr>
<tr>
<td>Machines and manufacturing</td>
<td>Sensitivity and vulnerability of data—problem related to cyber-</td>
</tr>
<tr>
<td>technologies</td>
<td>attacks.</td>
</tr>
</tbody>
</table>

This identification has recommend an important steps for risk management implementation.

The results of our finding present that the most of common risk factors in the manufacturing area can be associated to information security. A discussion about a new term — Information, Communication and Manufacturing Technologies (ICMT) — which reflects the requirements of Industry 4.0 can be started. The reason is that manufacturing infrastructure autonomous intelligent manufacturing system, machines and robots communicate with each other, which should be included under the umbrella of ICT. The important question is how to protect the ICMT against cyber-attacks, loss of data integrity or problems with availability of information. An implementation of information security management systems can answer this question.

6 CONCLUSION

The aim of this theoretical contribution is to summarise the key elements of Business Process Management for the adoption of the concept Industry 4.0. The concept Industry 4.0 opens new challenges for process management implementation nowadays. The technologies based on CPS, IoT, Digital Factory etc. help to improve processes based on effective process measurement, simulation and application of predictive models.

The implementation of process management has been demonstrated by using the PDCA cycle. The core of this concept implementation is based on different rules and standards integrated in the RAMI model.

The implementation of BPM is associated with the risk management area. In this point of view, the concept Industry 4.0 can generate new risks in the manufacturing area. These risks are associated with cyber-attacks, for example, the loss of data integrity etc. The identification of these new risks was described in Chapter 4, and the chapter answered the first research question: What new kinds of risks are associated with manufacturing concept Industry 4.0? In the face of new threats, companies should try to implement an information security management system into the manufacturing area.

We conclude that Business Process Management is the perspective discipline nowadays, and with the concept Industry 4.0, new challenges for its successful implementation are opened.
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LEADERSHIP AND CONFLICT MANAGEMENT IN PRODUCTION ORGANISATIONS

Jerrok GLAVAŠ, Veljko KONDIĆ, Iva BALIĆ

Abstract: Conflicts between different interests are inevitable in every business organization. Therefore, it is not surprising that the number and intensity of conflicts is sometimes very high. Conflict resolution is a skill without which managers can hardly succeed in their business. The subject of research in this paper is conflict management from a technical and economic point of view. The paper defines and analyzes the notion of leadership, that is, elements and dimensions of leadership, the notion of leader, and theoretical approaches to leadership. In addition to the above, the concept of conflict, more specifically its type, levels of conflict, consequences and causes, and techniques of conflict resolution have been defined and analyzed. An online survey (based on the LinkedIn Business Social Network) was conducted to determine how individuals in a production organization respond and resolve conflicts as well as the results of the same. Based on theoretical scientific approach, the conducted research and the analysis of the results, conclusions and recommendations are given, as well as key questions for future research.

Keywords: conflict; leadership; management; production organization

1 INTRODUCTORY CONSIDERATIONS

Leadership is considered to be one of the most important factors for a company's success. The notion of leadership is very complex, which is why there are many variations in defining it. Within this thesis, leadership will be seen as the ability to influence the group in terms of managing conflicts to achieve organizational goals.

In conflict situations, the role of the leader is to direct and motivate employees, all for the purpose of completing their work tasks, in order to contribute to the achievement of the organization's goals through their actions and reflections.

Table 1 Overview of leadership definitions [1]

<table>
<thead>
<tr>
<th>Leadership definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;Leadership is the ability to influence, inspire and direct individuals or groups towards achieving goals.&quot; (Bass, M. B., 1985: 9)</td>
</tr>
<tr>
<td>&quot;Leadership is the art or process of influencing people, so that they readily and enthusiastically strive for group goals.&quot; (Koontz, H., Weihrich, H., 1994: 437)</td>
</tr>
<tr>
<td>&quot;Leadership is the ability to influence, inspire, and direct the actions of individuals or groups toward the desired goals.&quot; (Hellriegel, D., Slocum, J. W., 1989: 465)</td>
</tr>
<tr>
<td>&quot;Leadership is the process of influencing the activities of individuals or groups towards the achievement of goals.&quot; (Gatewood, D. R., Taylor, R. R., Farell, O. C., 1995: 7)</td>
</tr>
<tr>
<td>&quot;Leadership is the ability to influence people toward their goals. Leadership is mutual (reciprocal), it takes place among people. Leadership is a &quot;human&quot; activity, different from administrative paperwork or problem solving activities. Leadership is dynamic and involves the use of power to influence people to move toward goals.&quot; (Daft, L. R., 1997: 590)</td>
</tr>
<tr>
<td>&quot;Leadership is a process and a characteristic. As a process - focusing on what the leader is currently doing - leadership is the use of non-coercive influence to shape group or organizational goals, motivate behavior toward those goals, and help define a group or organizational culture. As an attribute, leadership is a set of characteristics of individuals who are perceived as leaders.&quot; (Griffin, W. R., 2002: 520)</td>
</tr>
</tbody>
</table>

While we define management as the process of directing others toward the accomplishment of a particular task, the emphasis is more on the ability to influence others who perform certain tasks. Leadership is actually the only real function of management because it cannot be delegated to others, while for all other functions special departments can be organized, such as for planning, organizing, human resources management, etc. Leadership is considered one of the most important factors for the success of a company. The notion of leadership is very complex, which is why there are many variations in defining it. Different views on the conceptual definition of leadership result from the fact that different authors define leadership most often according to their personal views and the viewpoint of the phenomenon that interests them most, resulting in numerous definitions of leadership. The following table shows some of the definitions of leadership by different authors.

Leadership represents the ability to influence a group in terms of achieving goals, and the source of that influence can be formal, such as the influence that ensures a managerial position in an organization. Managerial positions most often come with some degree of formally established authority, which is why individuals may consider that a leadership role derives from the position a manager has in an organization. Not every manager is a leader, nor is every leader a manager. Even though an organization provides certain rights to its managers, this does not mean that managers will be able to lead effectively. Equally important or more important than formal influence is the non-sanctioned leadership, that is, the capacity to influence outside of the formal structure of the organization. In simplified terms, leaders can emerge from the ranks of the group just as they can be formally appointed.

1.1 Leadership as Management Tool

Leadership is generally understood as the most demanding managerial function. One definition is that leadership is actually the art of influencing people so that they willingly and enthusiastically strive to achieve the goals of the organization. Širića [2] defines leadership as "the ability to influence the behavior of associates and their value system to achieve the goals of the organization with enthusiasm". Karlic and Hadelan [3] state that "current knowledge of the leadership process suggests that it is a dynamic process that requires creativity and organization in order to coordinate ongoing business activities while starting new and extinguishing old ones."
Although leadership definitions differ, most contain essential components that are common to all.

Leadership dimensions comprise specific leadership features that make it possible to find, explain, and evaluate differences that exist in leadership content, and are the result of researchers' understanding of the features that make leadership effective. Leadership is a process in which an individual influences a group in order to achieve a common goal. Following the above definition, we see that being a leader means an important interaction with their followers or team members. Transactional leadership is the one in which a group of people is focused on a common goal, although it is not expected of individuals to be proactive, but to perform the tasks that are intended for them. [8]

1.2 Leadership Dimensions and Impact on Conflict

Leadership has been one of the most important variables in interpreting organizational results and the employees' work behaviour. In turn, the classic theories focused either on the characteristics of leaders, on their behaviour, on the environmental factors, or on their interactions with the followers in order to construct interpretations for conduct, efficiency and effectiveness of workers and organizations (Horner, 1997; Van Seters and Field, 1990). Key criteria for this interpretation were the two classic approaches to leadership outlined by the scholars of Ohio State University and the University of Michigan, namely the "consideration, or employee orientation, or people-oriented leadership" and the "initiation of structure, or production orientation, or task-oriented leadership" (Armandi et al., 2003; Avolio, 2007; Silva, 2015). Bass (1985, as cited in Bass, 1990), based on the emerging concepts of charismatic leadership, initiated by House (1977, as cited in House, 1996) and transformational leadership, devised by Burns (1978, as cited in Yammarino and Bass, 1990) established a new leadership model known as Multifactor Leadership Theory which included the Transformational, Transactional and Laissez-faire Leadership types (Bass, 1990; Bass and Avolio, 1990). Subsequently, Bass and Avolio (1992; 1995) initiated a full research questionnaire named the Multifactor Leadership Questionnaire/MLQ in order to measure and evaluate these new types of leadership and their particular characteristics and effects. [10]

For a long time, it has been a common belief that organizing and operating a business is a rational process in which emotions have no place. Today it is considered that the expression of positive emotions has a very positive effect, which is most pronounced when connected emotionally and rationally, while the neglect of emotions can lead to tragic results. Emotional intelligence is considered the skill of recognizing one's own feelings as well as that of other people, motivating oneself, and managing their emotions and relationships well. Many authors consider emotional intelligence to be more important for high-performance jobs and for the highest levels of leadership than for cognitive and technical skills. Effective leadership requires excellently developed emotional intelligence, and good leaders use their own emotional intelligence rather than positional power.

Emotional intelligence, along with cognitive skills, is crucial in identifying and promoting shareholder value, which supports the execution of vision, mission and strategies.

At the beginning of the twentieth century, when the research of leadership and characteristics of a successful leader began, personal traits were the starting point, as indicated by Yammarino et al. Cowley very early indicated that it was believed that leaders were born, not made and that it was a matter of genetic predisposition whether someone would become a successful leader or not. Further research raised the question of leadership's behaviour and, therefore, in the second half of the twentieth century, many theories of leadership styles that describe leadership ranging from authoritarian (i.e. task-oriented leadership style) to democratic (i.e. people-oriented leadership style) appeared.

In addition, the attitude that leaders are born, not made has changed into the attitude that leadership is a skill that can be learned. The continuation of scientific research on leadership showed that the personality of the leader and his behaviour are not the only factors, which have an impact on the successful leadership style, but that it is also necessary to take situational factors into account. In other words, the leader should first define factors that are crucial in a particular situation in order to apply the appropriate leadership style in accordance with requirements of the situation. [14]

Garaca [4] states that the job of leadership has first and foremost an interpersonal dimension, but also a technical one, which means quality, efficiency and productivity.

![Figure 1 Relationship between the interpersonal and technical dimensions of leadership](image)

The incompetent leader is weak in both technical and interpersonal skills. A politician is a type of leader who lacks technical knowledge, but is good in the interpersonal and social, which is of greater importance when it comes to leadership. The technician is strong in technical knowledge but weak in interpersonal relationships. A top leader is a leader who has all the necessary leadership qualities.

1.3 Conflict as a Business Chance

The issue of conflicts and conflict behavior of the person becomes more and more relevant in different aspects. First of
all, it is connected with the continuing and even increasing conflicts between countries, peoples, ethnic groups, which are clearly observed recently in some regions of the world. In addition, it is associated with a competitive relationship between organizations. Conflicts are an inevitable way of resolving contradictions in any organization. For today’s organizations, it is characterized by a wide variety of conflicts caused by different reasons, they become involved as separate individuals, and groups, driven by different interests and needs that conflict forms the vast space. And naturally this actualizes the issue of studying conflicts and their causes, resolution, and management. [11]

A modern trend of study of conflicts is the search for interdisciplinary approaches to understanding the causes and manifestations of conflict behavior in an organization, such as interdisciplinary business psychology approach. This approach combine the psychological and managerial basics. Psychological aspects, are concerned with the nature of conflict behavior and factors of conflict resolution. Conflict is considered as a lack of agreement between two or more parties, individuals, or groups, the clash of their opposing interests (Antsupov, Shipilov, 2000 Grishina, 2008). Managerial approach is focused on conflict resolution and conflict management in an organization: on politics as cases give rise to conflict of employee and group of employees (George, Jones, 2007), capabilities of successful organization in the conflict management mechanism for conflict resolution and improving performance (Hart, 2000) etc. That is why the business psychology pay attention on psychological mechanisms and factors of conflict and its importance for the conflict management. [11]

For people in the organization, but also for those who are just watching, either directly or indirectly, conflicts in the organization can be very frustrating. For this other group, it is not very comfortable to work in an environment where two people are constantly fighting and are hostile to one another. Conflicts, by themselves, do not necessarily have to be bad, but have both positive and negative sides. A certain level of conflict within an organization can have positive consequences not only for individuals and groups, but for the organization as a whole. They give people the opportunity to identify problems and opportunities that go unnoticed, and as a result increase creativity and productivity. Successful managers know how to foster constructive conflict in situations where the existing status quo impedes change and development.

"The Positive Consequences of Conflict:
- Improves the quality of decisions made
- Encourages creativity and innovation
- Increases interest and curiosity in the group
- Becomes a mean of reducing tension
- Allows better adaptation to changes.

Negative Consequences of Conflict:
- Dissatisfaction
- Weakening of interconnections
- Decrease in work performance
- Poor communication among members

- Fighting among members becomes more important than doing the job." [5]

When faced with conflict situations, people use one of the following strategies to resolve them:
- "Avoidance is the physical or mental withdrawal from conflict. In this situation, both sides pretend that the conflict does not exist and hope that it will somehow disappear on its own." [5]
- Indulgence is characterized by adjusting to the interests of the other person, that is, one party to the conflict cares more about the other person than about himself, and most often to his detriment. With this technique, people try to reduce the differences between them and emphasize the similarities and what they have in common, which can work for a certain time, but this causes the conflict to be resolved and after a while the conflict may break even more and result in even more frustration and resentment. An individual's behavior can range from immediate behavior to a willingness to relent after a brief reflection on the situation. As stated by Rijavec and Miljković [5], "a person's behavior can act positively, and after a while it may begin to show a so-called passive-aggressive behavior, ie stubbornness, forgetting and the like."
- Imposing is the use of power to accomplish your goals. It is based on aggression and domination, and one person in a conflict thinks only of their desires and completely neglects the other. The imposition can also take the form of command, in such a way that a person with formal power orders another person to do what he has to do. "But in a positive case, this style may include a willingness to understand and respect another person's position. A person wants to explain, prove, and impose his or her attitude, but it also allows the other party to do it." [5] In a competitive environment, people have to fight for respect and influence, which is why they often pretend to be more confident in themselves than they really are. The consequence is that they do not actually dare to ask for the information they need and learn more slowly and do less well.
- Compromise is the search for the most optimal solution or the willingness to give up something in exchange for something else. Compromise means to take care of himself and others without the outcome of gain or loss. Although the conflict may seem resolved, it may re-emerge after a while.

According to Rijavec and Miljković [5], "cooperation is an open and direct confrontation with the conflict and the search for a mutually satisfactory solution." One conflict person is trying to get both people to the maximum and results in a win-win position. Collaboration requires the most precious things in the organization, which are time and energy. Insignificant problems do not require perfect solutions but can be solved in any way since the consequences are irrelevant. Likewise, not every personal conflict is necessarily resolved. Excessive use of a cooperative strategy may indicate that one person in conflict
does not want to take responsibility or that he or she wants to delay something that should actually be done.

2 CONFLICT MANAGEMENT IN ORGANIZATIONS: EMPIRICAL RESEARCH

The aim of the research was to investigate how people respond to and manage workplace conflicts. For the purpose of the research, the authors conducted a survey containing 15 questions with offered answers, of which only one had to be selected. The answers to the questions from line 3 to line 12 have offered answers from 1 to 5. Number 1 represents a situation that never happens, number 2 rarely, number 3 sometimes, number 4 often and number 5 always.

The basic hypothesis: H1: Conflicts in the organization are under the direct supervision of employees and managers.

The survey was approached by 82 respondents of different age groups, of whom 56 were female and 26 were male. The survey lasted from August 26 to September 9, 2019 in Osijek. The research is done electronically (via the LinkedIn Business Social Network). The survey included a request to complete the survey and a brief explanation of the survey and its purpose. After the data were collected, these were analyzed by the statistical methods shown below.

The graph shows that the age structure of the respondents is different. The majority of respondents were aged 26 to 35 years or 57.3%, followed by respondents between 18 and 25 years or 19.5%. Respondents aged 36-45 accounted for 15.9%, followed by respondents aged 46-55 years or 6.1% and aged 56-65 years or 1.2%.

As mentioned earlier, 55 women or 68.3% of the total surveyed and 26 men or 31.7% of the respondents accessed the survey.

The third question asked was: "It is more important for me in teamwork to be right than to work well with others." The highest number of respondents or 39.02% said that it was rarely important for them to be right, and 35.36% said that it was not important for them to be right at all, but more important for them was to maintain good team relations.

Furthermore, 23.18% of the respondents answered that it is sometimes more important for them to be right, and 1.22% of respondents must be often or always right.

Fig. 4 refers to the results of the respondents to question 4, which says "I defend my position when someone disagrees with me." According to the data in the graph, 52.44% of the respondents answered the question affirmative, that is, they always defend their position, and 31.01% do it often.

10.97% of respondents answered that they defend their attitude sometimes and 4.87% defend their personal views rarely. None of the respondents answered that they never defend their views.

Fig. 5 refers to how often respondents listen to the advice of others, although they sometimes disagree with them. The graph shows that 41.46% of respondents always listen to the advice of others, and 30.49% of respondents often.

A total of 6.1% of respondents said they rarely or never listen to the advice of others.

The next question asked was "I do not like to be in conflict with others, so I often give in". 1.29% of the surveyed never yield, and 2.44% always yield. Fig. 6 shows the data listed.
Furthermore, 37.80% or the majority of respondents answered that they sometimes give in, and 31.7% often do. 26.83% of respondents rarely give in.

Fig. 7 gives information regarding whether respondents retain their opinions for themselves not to get in conflict with others. The majority of respondents answered that they rarely keep their opinions to themselves, 32.92% to be exact, and 30.49% always express them.

12.19% of respondents sometimes keep their opinions for themselves and 19.51% of the respondents often. 4.87% of respondents always keep their opinions for themselves.

Fig. 8 concludes that the largest number of respondents or 48.7% try to get the best out of the conflict for both parties. It is often done by 41.46% respondents. Just 9.76% of respondents sometimes come out of conflict in a win-win situation.

None of the respondents answered that they rarely or never try to bring out the best for both parties. Fig. 9 shows how often people are willing to give in just not to jeopardize the relationship.

The majority of respondents or 32.93%, sometimes or often give in to others. It will rarely be done by 17.07% of respondents, never by 7.31%. A smaller number of respondents or 9.76% will always give in for good workplace relations.

When in conflict, respondents almost always talk to another person to find a common solution to the existing problem.

According to the survey results, 46.38% of respondents always talk openly with another person, and 43.90% often.
Sometimes the problem is discussed by 8.54%, rarely by 1.22% of the respondents. None of those interviewed answered that they never talk to another person they have a conflict with.

Fig. 11 shows how often the problem with another person is stated to the superior.

A large number of respondents or 36.58% never presents the problem to the boss, but tries to solve it independently. 18.29% of respondents will rarely, and 24.39% of respondents will sometimes address their superiors. 4.88% of the respondents often address their boss and 15.85% always do.

The last question asked in the survey is whether people intentionally provoke others just to cause conflict.

According to the data seen in Fig. 12, it can be concluded that the majority of those surveyed, namely 87.8%, never do so. It will rarely be done by 1.22% of respondents. Sometimes a conflict is provoked by 9.75% and often by 1.22% of respondents.

Based on all of the above, an equation can be defined through the basic components of organizational behavior:

\[ \text{ORB} \text{ ing} = \text{ORB} \text{ ind} + \text{ORB} \text{ inv} + \text{ORB} \text{ before} + \text{ORB} \text{ conf} \]

ORB - Organizational Behavior
ORB ing - Organizational Behavior (as management engineering)
ORB ind - Organizational Behavior (identifying the behavior of members of the organization)
ORB inv - Organizational Behavior (exploring basic models of organizational behaviour)
ORB pre - Organizational Behavior (predicting the behavior of organization members)
ORB conf - Organizational Behavior (estimation of the level of conflict in the organization).

Estimating and listing these variables can lead to the value of an unknown variable, if necessary, and to the overall state of organizational behavior, based on which conclusions and decisions can be made.

3 CONCLUSION AND RECOMMENDATIONS

Leadership is the only true function of management because it cannot be transferred to others. It is considered to be one of the most important factors for the success of all companies, regardless of their primary activity. [6] For a long time, organizing and operating an enterprise was considered to be a rational process in which emotions have no place, while today it is believed that expressing positive emotions has a very positive effect, which comes to expression when connected emotionally and rationally. The importance of social dimension, ie to understand the human behavior and needs at the workplace for increasing organizational performance was emphasized by behavioral theories according to which participatory management presents the best way to use human resources. Effective leadership requires well-developed emotional intelligence, and every good leader uses his or her own emotional intelligence power rather than positional power.

A conflict is a situation in which two parties, individuals or groups, want to achieve a goal that they believe can be achieved by only one party. [7] Conflicts between different interests are inevitable in every business organization, so it should not be a surprise when the number and intensity of conflicts sometimes are very high. Conflict resolution is a skill without which managers could hardly succeed in their business. A manager must be competent to recognize a situation that can lead to conflict and to deal with that situation in a way that makes employees happy without harming the organization.

In order to answer the question of how people respond to conflict situations in the workplace and how they handle it, a survey was conducted on a sample of 82 people. The results of the survey are in line with the general perception but with some discrepancies, which is evident from the analysis of the results. The hypothesis H1 set in the paper is proven.

It is more important for the outcasts to work with the team than the fact that they are right. Most respondents will defend their position if someone disagrees with them, and most will obey the advice of others even though they disagree. The majority of respondents do not like to be in conflict with others, so for this reason they sometimes relent in conflict situations. Respondents rarely keep their position to themselves for fear of clashing with others, and winning the debate is rarely more important to them than the feelings of others. Most are trying to get the best out of conflict for both sides. For this reason, respondents often adapt to the
demands of others, but they also firmly stand behind their opinions in negotiations. Respondents are sometimes, or often, willing to stumble, so as not to compromise their relationship with others, and always talk to the person they are in conflict with in order to find a common solution. For the most part, respondents do not inform the superior about the conflict first and never provoke others to cause conflict.

From the stated fact that employees do not inform the management about the existing conflict, a key question arises: How to manage conflict in production organizations if we do not know that it exists? It is a key hypothetical question for further research and is the subject of study of numerous systems and activities because it is crucial in building an organizational culture climate that is a prerequisite for success.

In this paper, leadership was seen as the ability to influence the group in terms of managing conflicts in order to achieve organizational goals. For a long time, workplace conflicts were considered a bad thing that should be avoided. However, a conflict-free group is immune to change and innovation. For this reason, a certain amount of conflict within a group is desirable in order to remain creative and self-critical. The role of the leader in conflict situations is crucial, as the leader needs to recognize conflict situations and deal with them through dialogue and compromise, always bearing in mind the primary goal - the well-being of the organization and the achievement of its goals. Certain levels of conflict within an organization can have positive consequences for individuals as well as groups and for the organization as a whole, giving people the opportunity to identify issues and opportunities that go unnoticed. It is one of the most challenging tasks for managers to know how to manage conflicts because the outcomes should be positive for both the organization and the employees. The survey concludes that people respond differently to conflicts. Most respondents try to solve the problem by talking, they often keep their opinions to themselves in order to avoid conflict at all, rarely involve their superior in the conflict, etc., which ultimately leads to the conclusion that most people respond positively to conflicts which are resolved by conversation and compromise. This is desirable at the personal level, but can be crucial at the organizational level.
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