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Note from the new member of the International Editorial Council 
 

 
Dear Colleagues, 
 
Industry 4.0 is a hot topic for today’s society, especially 

for engineers. Robotics, automation, smart factory logistics, 
intelligent systems, internet of things, big data - those are 
the terms we use and deal with every day. 

Academia and industrial partners solve technical 
challenges related to the implementation of Industry 4.0 to 
practice. Germany, where the Industry 4.0 revolution was 
launched in 2013 during the fair in Hanover, invests 40 
billion euro per year to 4.0 applications. At the bottom of 
Mount Fuji there are factories where robots are self-
replicated. In 2005, world-wide digital data reached 130 
exabytes; the prediction for 2020 is 15,000 exabytes.  We 
transfer big data to smart data. Production efficiency 
increases. We organize forums where we share our 
achievements so far.  

In addition to all the effort, care, time, and energy 
invested so far, the question arises: Are we mentally ready 
for Industry 4.0? 

The revolution (from Latin revolvere), according to its 
definition, is a fast, sudden, distinctive change. The first 
industrial revolution started in the UK in the 18th century 
and brought the labour from manufacturers to factories; 
steam engine constructed by James Watt was the turning 
point. The second, technological revolution, with mass 
production pioneers in automation, brought the greatest 
achievements in both natural and human sciences based on 
which our developed society was built. The third, digital 
revolution, started in the new millennium, and was the first 
in the history of the human civilization to change the 
concept of communication.  

Each revolution caused people to fear it and to protest 
against it. Workers, later called luddites (according to Ned 
Ludd who broke his sewing machine) because they were 
destroying machines in factories, started massive protests 

already at the end of the 18th century. As we may learn from 
the history, such resistance and aversion existed in all the 
industrial revolutions.  

Now, we are faced with the same situation, but this time 
not on the streets or in the factories, but on our current 
communication platform – social media. Robots are scaring 
one part of our society.  

The origin of the word robot comes from Czech. In 
1920, the Czech dramatist Karel Čapek wrote the play 
R.U.R. In this play, Rossum’s Universal Robots, artificial 
people, overtake the world power. This novel was put into 
the category of science fiction. Now, a hundred years later, 
it addresses the questions and issues we have to answer in a 
satisfactory way. 

Necessarily, our students will go directly to the 
epicentre of Industry 4.0, where more than 50% of present 
professions will be forgotten. With no doubt, they will have 
sufficient technical background to cope with the challenges 
and technical tasks waiting for them. In addition, I believe 
and hope we are preparing them to handle the social aspects 
of our new reality, where the borders between the real world 
and virtual world diminish.  

What is the next step? Today’s advanced technology 
and qualified workforce represent numerous opportunities 
that manufacturers can use to optimize their production 
processes. With the advent of industrial robots, such as co-
robots, factory employees will continue to play an important 
role as a co-supervisor and ensure that work is done safely 
and without problems. 

Business owners who are already creating smart 
factories will soon understand the need to consider what 
follows. In today’s fast-growing manufacturing 
environment, companies must be at the top of their game by 
continually innovating their products or modernizing their 
production processes. Industry 5.0 has now begun to be 
rooted in factories, and cooperation between men and 
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machines will continue to prosper. The future has infinite 
possibilities of cooperation between the man and the robot. 

Industry 5.0 is a revolution in the alignment of people 
and machines and in finding ways for them to work together 
to improve the means and efficiency of production. Simply 
ridiculous, the fifth revolution may already be in process 
among companies that only adhere to the principles of 
Industry 4.0. 
 

 
Berenika Hausnerova 
 
In Zlin, Czech Republic  
January 31, 2019 
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GREEN SYNTHESIZED SILVER NANOPARTICLES LOADED PVA/STARCH CRYOGEL 
SCAFFOLDS WITH ANTIBACTERIAL PROPERTIES 

 
Didem DEMİR, Seda CEYLAN, Gülşah GÜL, Zeynep İYİGÜNDOĞDU, Nimet BÖLGEN 

 
 

Abstract: In this study, Polyvinyl alcohol/Starch (PVA/Starch) cryogel scaffolds were combined with antibacterial silver nanoparticles (AgNPs), and the antimicrobial properties of 
composite scaffolds were determined for potential in tissue engineering applications. The porous PVA/Starch scaffolds were prepared by cryogelation technique. The nanoparticles 
were prepared by green synthesis from Aloe barbadensis leaf extract and characterized. The antibacterial, antifungal and antiyeast properties of AgNPs and AgNPs loaded 
PVA/Starch cryogel scaffolds were investigated. The highest antimicrobial activity of composite scaffold was found against Pseudomonas aeruginosa. Based on our studies, the 
results indicate that biodegradable, biocompatible and antimicrobial AgNPs loaded PVA/Starch scaffolds have potential to be used at an infection site in tissue engineering 
applications.  
 
Keywords: aloe barbadensis; antimicrobial activity; green synthesis; PVA/Starch scaffold; silver nanoparticles 
 
 
1 INTRODUCTION  
 

Over the past few decades, green process for the 
synthesis of nanoparticles has attracted wide interest because 
of its inherent features such as rapidity, simplicity, being eco-
friendly and cheap [1]. A wide variety of applications include 
the use of nanoparticles due to their unique optical, electrical, 
mechanical, magnetic and chemical properties [2-4]. Due to 
their unique properties, metal nanoparticles, such as Ag, Au, 
Pt and Pd, are extensively used in pharmaceutical industry, 
clothing, cosmetics, optics, catalysis, mirrors, photography, 
electronics, food industry, and many other fields [5, 6]. Green 
biosynthesis has significant importance in the progress of 
nanotechnology. Several physical and chemical methods 
have been previously proposed to be used to synthesize 
nanoparticles. However, biosynthesis is an easy, alternative, 
eco-friendly and inexpensive approach compared to the 
previous methods. In addition, green synthesis method 
provides the production of nanoparticles with a well-defined 
shape and controllable size [1].  There are three main green 
synthesis perspectives in the production of AgNPs including 
the selection of solvent medium, reducing agent and nontoxic 
stabilizers [5]. One of the green methods of nanoparticle 
synthesis is the utilization of various plants and their parts 
[1]. The plant extract mediated synthesis of nanoparticles 
does not involve specific media and culture conditions and 
the reaction time is very short compared to other synthesis 
methods [7]. Gardea-Torresdey et al. reported the possibility 
of the synthesis of nanoscale metals by using plants. Later, 
various plants have been used to synthesize silver 
nanoparticles, such as Azadirachta indica, Delonix elata, 
Tephrosia purpurea, Melia dubia, Tribulus terrestris, 
Artemisia nilagirica, Boerhaavia diffusa, Ficus religiosa, 
Piper pedicellatum and Melia azedarach [1, 8].  

The fabrication of scaffolds for tissue engineering 
applications with antibacterial properties is essential during 
implantation, surgery and wound healing process. Ideally, the 
scaffolds should have the ability to regenerate new tissue, 

treat the infection by delivering an antibacterial agent, and 
could provide a targeted treatment for the infection site [9]. 
Silver nanoparticles are loaded in different kinds of scaffolds 
(such as bacterial cellulose nanoparticles and chitosan-
nanohyroxyapatite scaffold) to be applied as biomaterials 
with capability of reducing the bacterial and fungal infections 
[10, 11]. The incorporation of AgNPs into cryogels would 
attract a great deal of attention because of the resulting 
scaffolds’ antimicrobial activity. 

Cryogels are one the most promising types of scaffolds 
due to their interconnected and homogeneous macroporous 
structure which leads to three-dimensional cell growth, 
diffusion of nutrients and waste transfer during tissue 
regeneration [12]. Therefore, in this study we synthesized 
and characterized AgNPs by green synthesis approach with 
antimicrobial (antibacterial, antifungal and antiyeast) 
properties from aloe barbadensis leaf extract, combined them 
with PVA/Starch cryogel scaffolds, and demonstrated their 
antibacterial potential for tissue engineering applications.  

 
2 MATERIALS AND METHOD 
2.1 Chemicals 
 

Silver nitrate was obtained from Merck, Germany. 
Aqueous solution of silver nitrate and other diluted solutions 
were prepared with distilled water. For the antimicrobial 
studies, nutrient agar (NA) and potato dextrose agar (PDA) 
were obtained from Merck, Germany. For the synthesis of 
scaffold, PVA with a molecular weight of 89,000-98,000 g/mol 
(99% hydrolyzed) was purchased from Sigma Aldrich, USA. 
Starch was obtained from Emir Chemicals, Turkey. Sodium 
dodecyl sulfate (SDS) was obtained from Merck, Germany. 
Both powder and liquid AgNPs, and AgNPs loaded 
PVA/Starch scaffolds were tested against bacterial and fungal 
species. The list of microorganisms used is presented in Table 
1. Bacterial and yeast species were obtained from ATCC 
bacterial culture guide, and fungal species were provided by the 
Department of Genetics and Bioengineering, Faculty of 
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Engineering and Architecture, Yeditepe University (Istanbul, 
Turkey). 
 

Table 1 The list of microbial species tested in antimicrobial studies 
Bacteria Yeast Fungi 

Pseudomonas aeruginosa 
ATCC 27853 

Candida albicans 
ATCC 102312 Aspergillus niger Escherichia coli 

ATCC 25922 
Staphylococcus aureus 

ATCC 29213 
 
2.2 Preparation of Aloe Barbadensis Leaf Extract 
 
 The freshly collected leaves of Aloe barbadensis were 
washed with tap water to remove the dust particles present on 
the surface and then rinsed with distilled water. The cleaned 
leaves were chopped into small pieces and dried for 2 days at 
40 °C in the oven. The completely dried leaves were powdered 
with mortar for further usage in the preparation of leaf extract. 
10 g of the powdered leaves were mixed with 100 ml of distilled 
water at 60 ± 1 °C for 30 min. After cooling, the mixture was 
filtered with a cheese cloth and the aqueous filtrate was 
centrifuged. The clear leaf extract of Aloe barbadensis was used 
for synthesis of AgNPs. 

 
2.3 Synthesis of AgNPs 
 

In order to synthesize AgNPs, 50 mL of the leaf extract 
was added drop by drop to 500 mL of 10 mM silver nitrate 
solution with stirring magnetically at room temperature for 
30 min, as shown in the experimental set-up in Fig. 1. After 
incubation of the solution for 48 hours at dark conditions, the 
yellow color of the mixture of silver nitrate and leaf extract 
was changed to deep brown, which designates the formation 
of AgNPs. After the synthesis of AgNPs, the solution 
containing colloidal nanoparticles was centrifuged at 45x100 
r/min for 5 min to separate AgNPs. The collected particles 
were subsequently dispersed in distilled water. Finally, 
AgNPs were dried at 110 °C in the oven for 24 h, and were 
stored at +4 °C in the refrigerator for further usage. 
 

 
Figure 1 Experimental set-up of AgNPs synthesis from Aloe barbadensis leaf 

extract 
 
2.4 Preparation of PVA/Starch Cryogel Scaffold 
 

PVA/Starch cryogels were prepared by cryogelation 
technique as described in our previous study [13]. Briefly, 
PVA/Starch solution was fixed at 8% (w/v) polymer 
concentration at 90:10 (w:w) polymer ratio. SDS was added 

to the prepared polymer solution and homogeneous mixture 
was incubated at cryostat and freezer, then lyophilized before 
use. Synthesis, characterization, cytotoxicity and 
genotoxicity evaluation of PVA/Starch cryogels were 
investigated in previous study [13].  
 
2.4 Characterization Studies of AgNPs 
 

The synthesized AgNPs were characterized by UV-Vis 
Spectrophotometer (Chebios Optimum-One UV-VIS 
Spectrometer, Italy), which is the most widely used technique 
for structural characterization of metal nanoparticles. Fourier 
Transform Infrared Spectrometer (FTIR, Perkin Elmer, 
USA) for Aloe barbadensis leaf extract and AgNPs was 
obtained at a resolution of 4 cm-1 in the wavelength range 
4000 to 450 cm−1. The particle size distribution of AgNPs 
was performed by Zeta Sizer (Malvern, Nano ZS90, 
England) using Dynamic Light Scattering (DLS) technique. 
 
2.4 Antimicrobial Activity of AgNPs and AgNPs Loaded 

PVA/Starch Scaffolds 
 

Inhibition of microbial growth by the AgNPs and AgNPs 
loaded PVA/Starch scaffolds were tested against selected 
microorganisms. Antimicrobial activity tests were carried out 
using disc diffusion assay as described previously [14]. The 
blank discs were impregnated with 19 µL of liquid 
nanoparticles and blank disks were wetted with 19 μL of sterile 
distilled water and impregnated with powder nanoparticle 
samples. Liquid and powder AgNPs loaded blank disks were 
placed on the inoculated agar. PVA/Starch scaffolds were cut 
in 0.1 cm height and 50 µL of AgNPs solution was dropped on 
the scaffolds. AgNPs solution embedded scaffolds were placed 
into the inoculated plates. Ofloxacin (5 µg/disc) for bacteria and 
nystatin (100 µg/disc) for fungi were used as positive control. 
The inoculated plates were incubated at 36 ± 1 °C for 24 h for 
bacterial and yeast strains and at 27 ± 1 °C for 72 h for fungal 
isolate. 
 
3 RESULTS AND DISCUSSION 
3.1  Synthesis and Characterization of AgNPs 
 

AgNPs were synthesized using Aloe barbadensis leaf 
extract as a reducing agent according to the method described 
in the previous section. Synthesis of AgNPs was proven with a 
color change from yellow to deep brown after 48 h of the 
addition of Aloe barbadensis leaf extract to silver nitrate 
solution. This color change is due to the excitation of surface 
plasmon resonance (SPR) vibrations of the AgNPs. The SPR 
vibrations of synthesized AgNPs were recorded by UV-Vis 
spectrum analysis of the reaction medium at different time 
points (12, 24 and 48 h). As shown in Fig. 2, a characteristic 
and well-defined SPR vibration was obtained at 430 nm, which 
is in agreement with the findings from previous studies [15, 16]. 
In addition, it was observed that increasing the reaction time 
increased the intensity of absorbance. 
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Figure 2 UV-Vis spectra of AgNPs solution at different reaction time points 

FTIR analysis can be used for characterization of the 
synthesized AgNPs [17]. FTIR analysis of leaf extract and 
synthesized AgNPs is presented in Fig. 3. The absorption 
peaks of Aloe barbadensis leaf extract located at 1040, 1415, 
2854 and 2919 cm−1 correspond to the presence of various 
compounds including proteins, amino acids, organic acids, 
vitamins, flavonoids, alkaloids, polyphenols, terpenoids, and 
polysaccharides. FTIR spectrum of AgNPs demonstrated 
sharp absorption peaks at 1619 and 3320 cm−1 which 
corresponds to amide and alcoholic hydroxide groups, 
respectively [6]. FTIR results confirmed that the Aloe 
barbadensis leaf extract can reduce and stabilize Ag1+ ions 
into zero valent Ag0 nanoparticles. The flavonoid compounds 
in the extract of Aloe barbadensis might be responsible for 
this reduction [18, 19]. 

Figure 3 FTIR spectra of leaf extract and AgNPs 

DLS measurements were done to determine the 
hydrodynamic size of the nanoparticles. Before DLS 
measurement, final reaction mixture containing the AgNPs 
was diluted with three fold distilled water. The particle size 
distribution curve (Fig. 4) demonstrated the various sizes of 
the particles ranging from 5.848 to 25.37 nm with an 
asymmetric distribution. The average particle size of the 

nanoparticles was 8.84 nm. In previous reports, the particle 
size of green synthesized AgNPs from various plant extracts 
increased from a nanometer to a hundred of nanometers. 
These studies proposed that by changing the composition of 
a reaction mixture or reaction conditions, the characteristic 
properties of nanoparticles such as size, shape, morphology 
and surface charge, could be controlled. In addition, the 
hydrodynamic diameter is presented as an important 
parameter, for understanding the size of nanoparticles and 
their performance in biological assays [20].  

Figure 4 Particle size distribution of AgNPs 

3.2  Antimicrobial Activity of Synthesized AgNPs and AgNPs 
Loaded PVA/Starch Cryogel Scaffolds 

Antimicrobial activity of the powder and liquid 
nanoparticles, and AgNPs loaded scaffolds were investigated 
both quantitatively and qualitatively based on disc diffusion 
assays by evaluating the presence of inhibition zones and zone 
diameters. Antimicrobial activity test results were shown in 
Tab. 2.  

Fig. 5 and Fig. 6 show the results of the antimicrobial 
tests regarding microorganisms. Disc diffusion assays 
revealed that both powder and liquid nanoparticles displayed 
remarkable antimicrobial activity on tested gram positive and 
gram negative bacterial and fungal species.  

PVA/starch cryogel scaffolds which are promising 
materials for bone tissue engineering or wound dressing 
applications were synthesized and characterized in our 
previous study. Fourier transform infrared spectroscopy and 
scanning electron microscopy (SEM) were used to 
investigate the chemical structure and pore morphology of 
the scaffolds. Degradation profile and swelling ratio of the 
scaffolds were also determined. 3-(4,5-dimethylthiazoyl-2-
yl)-2,5-diphenyltetrazolium bromide assay and SEM were 
used to investigate the biocompatibility of the scaffolds and 
cell morphology. In order to evaluate DNA fragmentation, 
genotoxicity test was also performed [13]. They were found 
to be biocompatible and have ability to enhance the 
attachment and growth of Mouse Embryonic Fibroblast cells. 
In the current study, the PVA/Starch cryogel scaffolds were 
impregnated with green synthesized AgNPs in order to 
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enhance their functions by adding antimicrobial properties. 
The composite PVA/Starch/AgNPs cryogel scaffolds were 
found to be effective against tested bacteria (both gram-
positive and gram-negative), yeast and fungus (Tab. 2, Fig. 
6). The composite cryogel scaffolds with antibacterial 
properties would have potential in preventing contamination 
risks in tissue engineering applications.   

Figure 5 Antimicrobial activities of AgNPs: 
A) P. aeruginosa, B) E. coli, C) S. aureus, D) A. niger

Figure 6 Antimicrobial activities of AgNPs loaded PVA/Starch Scaffolds: 
A) P. aeruginosa, B) E. coli, C) S. aureus, D) A. niger, E) C. albicans 

Antimicrobial activity of various scaffolds, including 
AgNPs impregnated, against gram-positive and gram-
negative bacteria including E. coli, S. aureus, and P. 
aeruginosa and yeast (C. albicans) have been stated [21-25]. 
The selected bacteria, except A. niger, are responsible for 
nosocomial infections [21-26]. Moreover, Candida species 
are among the most opportunistic fungal pathogens 
responsible for invasive fungal infections. The antimicrobial 
activity of wound dressing or bone transplantation material is 
a favorable parameter for preventing surgical 
contaminations. AgNPs usage in tissue engineering scaffolds 
were reported previously [27, 28]. Jiang et al. produced 
nanohydroxyapatite/ polyurethane composite scaffolds with 
different amounts of silver phosphate particles for bone 
regeneration and tested them with S. aureus and E. Coli. 
Their results revealed that incorporation of silver phosphate 
particles into the scaffolds could impart excellent 
antibacterial activity to commonly existing bacteria [29]. 

Polycaprolactone and gelatine were also used to produce 
fibrous scaffolds and the scaffolds were coated with silver in 
different concentrations of silver nitrate aqueous solution. 
Scaffolds demonstrated antibacterial effects towards Bacillus 
cereus (B. cereus) and E. coli [30]. Moreover, nanosilver 
particles-collagen/chitosan hybrid scaffolds were produced 
for wound healing applications and applied in full-thickness 
skin defects in Sprague-Dawley rats to investigate the 
therapeutic effects of the scaffolds. The studies demonstrated 
that nanosilver particles-collagen/chitosan scaffolds 
promoted wound healing by regulating fibroblast migration 
and macrophage activation [31].  

Table 2 Antimicrobial activity of powder and liquid nanoparticles and AgNPs loaded 
PVA/Starch scaffolds on microorganisms determined based on disc diffusion assay 

Microbial Species Zone of inhibition (mm) 
Liquid Powder Scaffold PC

Pseudomonas aeruginosa 12 22 20 30 
Escherichia coli 10 14 12.5 30 

Staphylococcus aureus 9 12 15 40 
Candida albicans NT NT 17.5 24 
Aspergillus niger 12 17 12 25 

NT: not tested  

As a result, the synthesized AgNPs loaded PVA/starch 
scaffolds could be helpful to treat both the development of 
infections due to microbial contamination of the scaffold 
throughout the surgery and the development of latent 
infections for biomedical applications. 

4 CONCLUSION 

The green synthesis of AgNPs using plant extracts is an 
eco-friendly method when compared to chemical and physical 
synthesis. The present study shows that leaf extract of Aloe 
barbadensis can be used efficiently for the synthesis of AgNPs. 
Green synthesized AgNPs loaded PVA/Starch cryogels were 
synthesized as novel tissue engineering scaffolds. 
Antimicrobial properties of the composite scaffold 
demonstrated its potential for preventing contamination risks in 
tissue engineering applications. 
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THE STRESS-STRAIN STATE OF HORIZONTAL JOINTS OF WALL PANELS 
 

Anatolii KOSTYUK, Dariya KOVTUNENKO, Aleksei KOVTUNENKO 
 
 

Abstract: The article is devoted to the experimental and numerical research of the stress-strain state of wall panels joints from foam concrete of natural hardening. The eccentricity 
of the load and the quantity of indirect reinforcement meshes are adopted as factors that have a significant effect on the stress-strain state of the joint elements. The load in the 
experimental research and numerical simulation was applied in steps of 0.1 of the estimated value of the destructive force. Numerical modelling was carried out with consideration 
of the physical nonlinearity of the wall panel materials. A significant increment in the displacement of the design scheme nodes at the current loading stage was taken as a 
destruction criterion in numerical modelling. It is noted that the installation of indirect reinforcement meshes leads to a reduction of transverse deformations of the wall panel, but 
does not significantly affect the bearing capacity of the joint. 
 
Keywords: eccentricity; foam concrete of natural hardening; horizontal joints; indirect reinforcement; stress-strain state; wall panel 
 
 
1 STATE OF THE MATTER 
 

The foam concrete is widely used in modern 
construction. It is possible to achieve high thermal 
performance in enclosing structures due to its structure. The 
production and use of large wall panels of foam concrete for 
low-rise construction will shorten the time of construction 
and installation works and allow to receive housing which 
will be comfortable at any time of the year. 

There are several design solutions for joints (Fig. 1), 
consisting of wall panels and overlapping plates, which can 
be divided into contact (Fig. 1a), platform (Fig. 1b, c) and 
combined (contact-platform) (Fig. 1d, e) joints. A feature of 
the last type of joints is the presence of both a platform and a 
contact part. Joints of wall panels are designed with one- and 
two-sided arrangements of slabs (Fig. 1c, e). 

 
a b c d e 

     
Figure 1 Designs of wall panels joints: 

a, b, d, - joint of external walls; a, c, d - joint of internal walls; а - contact joint; b, c - 
platform joint; d, e, - combined joints; b, d - joints with one-sided support of the 

slab; c, e - joints with two-sided support of slabs. 
 
The transfer of vertical forces in horizontal joints 

between panels represents the most difficult task of large-
panel construction. The studies listed below concern the 
analysis of the support zone strength of panels made of heavy 
or light concrete from various factors, as well as the stress-
strain state of the joint as a whole. 

The research of butt joints in buildings from large panels 
was carried out since the 1930s by Soviet and European 
scientists. Among them, the works of [2-5, 7-16] and many 
others should be noted. All these works are devoted to the 
stress-strain state in the wall panels, under the influence of a 
certain set of factors affecting it. However, each of the works 

examines only one of the joint types and does not cover the 
simultaneous effect of the load application eccentricity and 
the presence of indirect reinforcement. 

The aim of the work is to study the stress-strain state of 
three variants of butt joints of wall panels made of foam 
concrete of natural hardening. 

The following tasks were accomplished to achieve this 
goal: 
1. Experimental research of combined joint, 
2. Analysis of experimental results, 
3. Numerical simulation using a software package, 
4. Comparison of the results of two experiments. 
 
2 EXPERIMENTAL RESEARCH 
 

The authors of this article carried out experimental 
research of combined joints of wall panels taking into 
consideration two important factors: the eccentricity of the 
load application and the amount of indirect reinforcement. 
The combined joint design was chosen as the main one 
because it includes a contact and a platform parts. This 
feature allows studying simultaneously three types of joint 
design. 

The samples for the experimental research were made 
consisting of three parts (Fig. 2): 
1. Overlying panel 
2. Underlying panel 
3. Floor slab 
 

The dimensions of the sample elements are taken along 
the geometrical similarity to the actual parameters of the 
panels and their joints. The thickness of the wall panels is 
200 mm (100 mm contact part and 100 mm platform part). 
The thickness of the floor slab is 150 mm. The width of the 
samples was adopted 600 mm with consideration of the press 
bearing pad dimensions. Supporting areas in the contact and 
platform parts of the sample overlying wall panel are located 
close to each other, so it can be assumed that the load on the 
sample is applied to its entire width lc = 200 mm. The height 
of the overlying panel is assumed to be 3lc = 600 mm. The 
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maximum possible support width in the platform part of the 
underlying panel is 100 mm. The required height of the 
underlying panel is 3lc = 300 mm. The ledge height of the 
underlying panel is 160 mm. Finally, the height of the 
underlying panel together with the ledge is 600 mm, based 
on the production conditions. The cantilever ledge of the 
floor slab fragment is 510 mm. 
 

a 

 

b 

 
Figure 2 Construction of experimental samples: 

a -factors considered in the experiment; b - layout of the joint elements; 
1 - overlying panel; 2 - underlying panel; 3 –floor slab; 1А - the inner surface of the 
overlying panel; 1B - the outer surface of the overlying panel; 2A - the inner surface 

of the underlying panel; 2B - the outer surface of the underlying panel. 
 
The wall panels of test samples are made of natural 

hardening foam concrete with density from 700 to 
1000 kg/m³. The slab is made of heavy concrete of class 
C 25/30. The indirect reinforcement of the wall panels is 
made of reinforcing wire mesh ∅3 mm class Bp-I with a 
characteristic yield strength fy = 608 MPa and modulus of 
elasticity E = 30.51×105 MPa. 

By analysis of the experiment results it is concluded that 
indirect reinforcement prevents the formation and 
development of a vertical crack from cement mortar joint 
between wall panels. At the same time, the bearing capacity 
of the sample as a whole does not change. 

The increasing of loads eccentricity towards the platform 
part leads to decreasing of the contact area of the panels in 
the contact part (formation of the horizontal crack in the 
cement mortar) and redistribution of load onto the platform 
part. As a result, the destruction of the joint occurs along the 
platform part. 

More detailed results of experimental research of the 
stress-strain state of the wall panels support zones with the 
identification of the most probable destruction schemes are 
given in [6]. 

 
3 NUMERICAL SIMULATION 

 
In addition to the experimental tests, the authors carried 

out a numerical research of the stress-strain state of the 
support zones of wall panels. The software package Lira 9.4 
that implements the finite element method was used for that 
purpose. 

The following finite elements that allow the construction 
of a flat model were used at modelling: 

1. Physically nonlinear universal rectangular finite element 
of a flat problem (beam-wall) (No. 223) was used for 
modelling of the body of a foam concrete panels, heavy 
concrete floor slab and cement mortar. 

2. Physically nonlinear universal spatial rod finite element 
(No. 210) was used for modelling of meshes of indirect 
reinforcement. 

 
The analysis was made taking into consideration non-

linear properties of the materials with a stepwise increment 
of the load. The physical nonlinearity of the material was 
taken into account by the "σ-ε" diagram, which has an 
exponential dependence. The design values of mechanical 
properties of the materials were determined from the results 
of experimental compression tests of cube and prism 
samples, as well as tension tests of reinforcing bars. A 
significant increment of the design scheme nodes 
displacement at the current load stage was assumed as a 
criterion of the joints destruction. 

The counter plots of the principal stresses distribution 
(Fig. 3) can be represented as a result of the joint samples 
analysis by software package Lira PC. 

 
                                  a                                                               b 

  
Figure 3 Principal stresses for sample JCP-0-0:  

а – principal stresses σ1; b – principal stresses σ3 
 
According to the counter plots of the principal stresses 

(Fig. 3), the support zones of the wall panels are in the 
condition of biaxial compression, which determines the 
nature of failure observed in the experimental research. 

The dependences of the relative deformations on the load 
level (Fig. 4) are plotted to compare the results of a numerical 
study with the experimental research. 

Statistical analysis (Tab. 1) of results comparison of 
samples numerical modelling and experimental research 
showed that the accepted model in SP "LIRA" describes the 
stress-strain state of joints of wall panels from natural 
hardening foam concrete with sufficient accuracy. 

A numerical experiment was planned and carried out to 
generalize the results of the experimental research of the wall 
panel joint samples. The three types of horizontal joints of 
wall panels from natural hardening foam concrete with a 
stepwise increase of load up to the limit value were provided 
by the experiment plan. 
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Figure 4 Diagram of the strain dependence on the load level for inner surface of 

overlying panel of the sample JCP 2-20 (1). 
 

Table 1 Comparison of bearing capacity of combined horizontal joints 

Sample code 

Cubic 
strength 
fcd,cube, 
MPa 

Bearing capacity of joint, kN 
by test 
results 

Fexp 

based on the results 
of numerical studies 

Fteor 

Fexp/Fteor 

JCP-0-0 2.39 60.00 53.33 1.12 
JCP -2-0 0.89 33.33 20.00 1.67 
JCP -4-0 1.99 46.67 53.33 0.87 
JCP -0-20 1.42 33.33 26.67 1.25 
JCP -2-20-1 2.95 73.33 66.67 1.1 
JCP -2-20-2 2.84 46.67 40.00 1.17 
JCP -2-20-3 4.16 86.67 80.00 1.08 
JCP -4-20 3.26 46.67 53.33 0.87 
JCP -0-40 2.14 33.33 46.67 0.71 
JCP -2-40 1.66 53.33 40.00 1.33 
JCP -4-40 4.61 73.33 80.00 0.92 

 
The physical and mechanical characteristics of the 

materials obtained during the experimental research were 
used. The averaged data for all the necessary parameters were 
used at planning a numerical experiment. The identical 
characteristics of the materials for all models of wall panel 
horizontal joints were used to obtain the objective results for 
comparison. 

The following physical and mechanical material 
characteristics were used at modelling: 
1. For foam concrete of wall panels: 
• Density - 8 kN/m3 
• Modulus of elasticity (E0) - 2902769 kN/m2 
• Ultimate value of tensile stresses 

σ (+) = 309.8901 kN/m2 
• Ultimate value of the compressive stresses  

σ (−) = 2402.629 kN / m2 
 

2. For heavy concrete of floor slab: 
• Density - 25 kN/m3 
• Modulus of elasticity (E0) - 24026290 kN/m2 
• Ultimate value of tensile stresses 

σ (+) = 1402.351 kN/m2; 
• Ultimate value of the compressive stresses  

σ (−) = 15004.17 kN/m2. 
 

3. For cement mortar of joint 
• Density - 15 kN/m3 
• Modulus of elasticity (E0) - 11473780 kN/m2 
• Ultimate value of tensile stresses 

σ (+) = 550.1531 kN/m2 

• Ultimate value of the compressive stresses  
σ (−) = 3500.974 kN/m2 
 

4. For wire rods of reinforcement meshes: 
• Density - 78.5 kN/m3 
• Modulus of elasticity (E0) - 2×108 kN/m2 
• Diameter - 3 mm 

 
The loads distributed by linearly dependent were applied 

in stages by steps of 0.1 of the assumed destructive load. 
With the purpose of creating a mathematical model of 

the corresponding physical work of the wall panels joint, the 
loads were transferred to the joint through a rigid bar with 
following characteristics: 
• Density - 1×105 kN/m3; 
• Modulus of elasticity (E0) - 2902770 kN/m2; 

 
Dependency diagrams of longitudinal and transverse 

deformations in wall panels on the load are plotted (Fig. 5-
14) based on the numerical models analysis results of the wall 
panels horizontal joints. 

 

 
Figure 5 Diagrams of the strain dependence on the applied load for inner surface 
of overlying panel of samples with two meshes of indirect reinforcement and with 

eccentricity equal to 20 mm. 
 

 
Figure 6 Diagrams of the strain dependence on the applied load for inner surface 
of underlying panel of samples with two meshes of indirect reinforcement and with 

eccentricity equal to 20 mm. 
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Figure 7 Diagrams of the transverse strain dependence on the applied load for 
section of overlying panel on distance of 20 mm from cement mortar of samples 
with two meshes of indirect reinforcement and with eccentricity equal to 20 mm. 

 

 
Figure 8 Diagrams of the transverse strain dependence on the applied load for the 
section of overlying panel on distance of 170 mm from cement mortar of samples 
with two meshes of indirect reinforcement and with eccentricity equal to 20 mm. 

 

 
Figure 9 Diagrams of the strain dependence on the applied load for inner surface 

of overlying panel of combined design samples with two meshes of indirect 
reinforcement 

 

 
Figure 10 Diagrams of the strain dependence on the applied load for outer surface 

of overlying panel of combined design samples with two meshes of indirect 
reinforcement  

 
Figure 11 Diagrams of the transverse strain dependence on the applied load for 

the section of overlying panel on distance of 20 mm from cement mortar of 
combined design samples with two meshes of indirect reinforcement. 

 

 
Figure 12 Diagrams of the strain dependence on the applied load for inner surface 

of overlying panel of combined design samples with eccentricity equal to 20 mm 
 

 
Figure 13 Diagrams of the transverse strain dependence on the applied load for 

the section of overlying panel on distance of 20 mm from cement mortar of 
combined design samples with eccentricity equal to 20 mm. 

 

 
Figure 14 Diagrams of the transverse strain dependence on the applied load for 

the section of underlying panel on distance of 20 mm from cement mortar of 
combined design samples with eccentricity equal to 20 mm. 
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4 CONCLUSION 

The following conclusions can be made by analysing the 
obtained diagrams: 
1. The longitudinal deformations are reduced by 12% on

the outer surface of the bottom panel and increased by an
average of 10% on the inner surface as the result of
redistribution of internal forces into a more rigid
platform part of the combined joint.

2. The design of the platform joints of the wall panels
provides greater stiffness of the joint in the direction
transverse to the axis of the wall panels, and as a result,
the transverse deformations in the support part (h ≤ 0.5b)
of the wall panel are reduced by 13-17%.

3. The wall panel horizontal joints design does not exert
any influence on the overall bearing capacity of joints.

4. The installation of the indirect reinforcement meshes
resulted in the reduction of transverse deformations in
the support zone of the wall panels by 8-12% in all the
three types of joint design.

5. The installation of the indirect reinforcement meshes
does not affect longitudinal deformations in the body of
the wall panels and the bearing capacity of the horizontal
joints as a whole.

6. Increasing of loads eccentricity towards the inner surface
of the wall panels leads to an increase of the compression
deformation on the inner surface of the overlying panel
and the outer surface of the underlying panel. As a result,
the compression deformation on the opposite sides of the
wall panels is decreasing up to the emergence of tensile
deformation on the outer side of the overlying panel.

7. The transverse deformations increase to 5% in the
underlying panel and up to 20% in the overlying panel
with increasing eccentricity. The effect of the
eccentricity decreases as the considered cross-section is
removed from the place where the load is applied.

8. The loads preceding the development of plastic
deformations decrease from 0.5Pu (for the sample
without eccentricity) to 0.33Pu (for the sample with
eccentricity equal to 40 mm).

9. The bearing capacity of the horizontal joints of the wall
panels decreases by 12.5% for joints where e = 20 mm,
and by 25% for samples where e = 40 mm with
increasing eccentricity.
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FEATURES OF SILOS CALCULATIONS AT ASYMMETRIC WIND LOAD BY USING THE 
MOMENTLESS THEORY  

 
Oleksandr LAPENKO, Anton MAKHINKO, Natalia MAKHINKO 

 
 

Abstract: The paper deals with the features of silos calculations as shells of rotation under asymmetric semi-uniform load. In accordance with the equation of equilibrium by using 
the momentless theory, the expressions for maximum value of linear longitudinal efforts in radial and meridional (longitudinal) direction and linear shearing force have been 
obtained. Analysis of design factor series of linear efforts and shearing force has been carried out in the paper. The opportunity of using the momentless theory to evaluate changes 
of linear efforts in radial direction and shearing forces has been presented. The quantitative assessment of a normal tension in laminas of silo body from the influence of maximum 
linear efforts and their connection with the tension from the pressure of the bulk material at the top of the capacity have been given. Full radial and contacting displacements of 
the capacity in the plane of cross section from the element of the wind load have been defined.  
 
Keywords: aerodynamics; cylindrical silo; internal forces; membrane theory of shells; radial displacements; wind loads 

 
 

1 INTRODUCTION  
 

Definition of the state of tension of the silos 
constructions is an important engineering problem. 
Calculation of the construction depends on the character of 
the external load. The main asymmetric semi-uniform load 
for storage containers is wind load. It is radially applied 
external load that is evenly distributed along the length of 
capacity, but it is changeable in the cross-section according 
to the corresponding law. 

Similar problems were studied earlier, but they have a 
rather conditional character towards the nature of the wind 
load or they refer to the shell calculations in general without 
the emphasis on the deflective mode of distinct elements [2, 
3].  

 
1.1  Defining the Unsolved Aspects of the Problem 

 
According to the general theory of shell rotation it is 

known that any load can be decomposed in trigonometric 
series of the finite length [4, 5], for which functional 
connections between parameters of the load and the 
deflective mode already exist. By contrast, the wind load is 
well approximated near cosines. Decomposition of the wind 
load into finite trigonometric series will simplify the 
calculation by examining every element separately. 

 
1.2  The Aim of the Article  

 
The aim of this paper is to calculate silos and analysis of 

displacement taking into consideration deflective mode of 
vertical stiffening ribs that receive wind load together with 
the body and take part in transferring arising efforts on the 
basis. 
 
2 RESEARCH RESULTS  
 

According to the design norms of different countries of 
the world, including NBS (National Building Standards) [1], 
uneven distribution of the wind load around the perimeter of 

cylindrical capacities is described by the function of 
aerodynamic coefficient Caer(φ). This function is represented 
in the normative literature in tables (graphs) [6, 7] or 
analytically using decimal logarithms [8, 9]. It is the cause of 
many inconveniences in capacity calculations. It can be 
eliminated by decomposing the function Caer(φ) into 
trigonometric series. 

 
0 1 2( ) cos( ) cos(2 )

cos( ) cos( ).
aer

k m

C a a a
a k a m
ϕ ϕ ϕ

ϕ ϕ
= + + +

+ + +                              
(1) 

 
There are graphs and diagrams of the aerodynamic 

coefficient correspondingly in Fig. 1 when it is decomposed 
into 5-7 elements. In Tab. 1, there are coefficients of this 
decomposition, computed by the method of the least square 
according to the graph of norms [1]. 

 
Table 1 Quantities of coefficients ak during the series development Caer(φ) 

according to cos(kφ) 
№ 0a  1a  2a  3a  4a  5a  
5 -0.380 0.326 0.686 0.478 0.040 н 
6 -0.380 0.337 0.686 0.489 0.040 -0.114 
7 -0.378 0.337 0.690 0.489 0.044 -0.114 
8 -0.378 0.338 0.690 0.490 0.044 -0.113 
9 -0.377 0.338 0.692 0.490 0.046 -0.113 
5 6a  7a  8a  pξ  hξ  sξ  

6 н н н 8.01 0.77 1.32 
7 н н н 5.27 0.72 1.37 
8 -0.048 н н 3.63 0.70 1.42 
9 -0.048 -0.016 н 2.88 0.70 1.44 
5 -0.046 -0.016 -0.021 1.65 0.69 1.45 

 
From the drawing we can see that 5 or 6 elements in 

series are sufficient for practical calculations accuracy. The 
attention needs to be directed to the recommendation norms 
[1] which are not the only ones, for example [10], which, 
respectively, influence the quantitative assessment of series 
coefficients (1). However, this question requires further 
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research of the wind effect both on separate capacities and 
capacities as a part of silos stock. 

Decomposition of aerodynamic coefficient and wind 
load, respectively, into finite trigonometric series allows a 
significant simplification of the solution of the calculation 
problem of cylindrical capacities, since in this case 
calculation can be carried out for every element of the load 
separately. Following is the equation of equilibrium for 
capacity according to the momentless theory [11] 

 
,

,

,

( ) ( , )
0,

2
( ) ( , )

0,
2

( ) ,
2

p kw k

h k w k

k w
h k

N xD S x
x

N D S x
x

W D
N

ϕ
ϕ

ϕ ϕ
ϕ

ϕ

∂ ∂
+ =

∂ ∂
∂ ∂

+ =
∂ ∂

=

                                (2) 

 
where Nh,k and Np,k are linear longitudinal efforts in radial and 
meridional (longitudinal) directions; Sk is a linear shearing 
force; Ak is an amplitude value of k element. 

 

 

 
Figure 1 Series development of the aerodynamic coefficient of the wind load 

 
From the system of differentiate Eqs. (2) we will get 

unknown efforts  
 

1( , ) ( )sin( )k kS x kA x C kϕ ϕ= + ,                                  (3) 

2
1

, 2
( )

( ) cos( )k
p k

w

k kA x C x
N x C k

D
ϕ

 −
= + 
  

,                       (4) 

 
where C1 and C2 are arbitrary constants, which are defined 
from the boundary condition , ( ) ( , ) 0p k kN x S x ϕ∧ =  when x 
= 0, if to count x  from the top of the capacity. 

When we find out that arbitrary constants under the given 
boundary conditions are equal to zero, we get 
 

( , ) sin( )k kS x kA x kϕ ϕ= ,                                    (5)
2 2

,
cos( )

( , ) k
p k

w

k A x k
N x

D
ϕ

ϕ = ,                           (6) 

, ( ) cos( ) / 2h k k wN A D kϕ ϕ= .                                   (7) 
 
Full efforts from the influence of the wind load will be 

expressed as a sum of Eqs. (5)-(7) according to the accepted 
amount of m elements of trigonometric series (1). After this, 
it is easy to get the maximum value of efforts Smax(x), 
Np,max(x) and Nh,max. It is likely that functions Np(x, φ) and 
Nh(φ) peak when φ = 0, therefore for Np,max(x) and Nh,max we 
can write down 

 
2 2

,max
0

( ) / ,
m

p p p w p k
k

N x w x D k aξ ξ
=

= = ∑ ,                (8) 

,max
0

1,
2

m

h p w h h k
k

N w D aξ ξ
=

= = ∑ ,                          (9) 

 
where wp is a design value of the wind load excluding the 
coefficient Caer. 

According to the classic rules of the search of the 
function extremum, the maximum condition of φmax of the 
effort Smax(x) is established. Calculations show that 
depending on the number of elements of the m  series (1) 
φmax varies from 37° to 41°, which correspond to the meaning 
of the coefficient ξs = 1.32 - 1.45 (Tab. 1). For maximum 
effort Smax we have an equation 

 

max max
0

( ) , sin( )
m

p s s k
k

S x w x ka kξ ξ ϕ
=

= = ∑ .              (10) 

 
By examining in details expressions from (8) to (10), we 

can pay attention to a rather wide diapason of the change of 
the coefficient ξp compared to coefficients ξh and ξs, 
depending on the number of m  elements of the series Caer(φ). 
At the same time, if coefficients hξ  and sξ  approach to some 
constant value, the same cannot be said about the coefficient 
ξp. It is explained by limitation of the momentless theory 
which is prone to more "smooth" change of external load; 
however, if the parameter m increases, we will have another 
nature.  

Efforts S(x,φ) and Nh(φ) are less dependent from the 
smooth change of the load (outside of the border effect), 
since the energy of bending (the capacity is under the cross 
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bend) mainly received by vertical stiffener ribs. Therefore, it 
makes sense that it is some boundary value for the coefficient 
ξp, which allows finding acceptable results using the Eq. (8). 
Basis of such value is given in the next paragraph of this 
section.  

Numerical assessment can be given to normal tensions in 
laminas of the body under efforts Nh,max and Smax to 
understand how they correlate with tensions from the 
pressure of the bulk material when x = Hw. The maximum 
value of the diameter is set to Dw = 40 m and the height to Hw 
= 40 m of the capacity and it is taken into account that the 
design value of the wind load wp excluding aerodynamic 
coefficient Caer rarely exceeds value of 1 kPa. Consequently, 
we get that even when tw = 1 mm hoop tensions Nh,max/tw   
does not exceed 3 kN/cm2, and the sheer stress Smax(x)/tw - 6 
kN/cm2. If the designed situation, which connected to the 
wind load, is current for the empty capacity, these efforts are 
not supplement spectrum of tensions from the pressure of the 
bulk material and we can neglect them in calculations. 

The capacity displacement can be defined because of the 
load cos( )k kW A kϕ= . In order to do this, geometric 
equations of the cylindrical shell assuming non-stretchability 
of its middle line in annular direction and absence of the shear 
line in it are used. Taking into account (4), we can write down 

 
,

,

( , )( , ) ,

( , ) ( , ) 0,

2 ( , ) ( , ) 0.

p k

w ef

w

N xu x
x Et

v x w x

u x v x
D x

ϕϕ

ϕ ϕ
ϕ

ϕ ϕ
ϕ

∂
=

∂

∂
+ =

∂
∂ ∂

+ =
∂ ∂

                                      (11) 

 
Conditional thickness of the tef,x capacity in the cross-

section, which was input in the first expression of the Eq. 
(11), is taking into account that the change of the longitudinal 
deformation of the capacity occurs due to both deformations 
of vertical stiffener ribs and deformations of borders of the 
body. This defines conditional thickness using actual 
thickness of the capacity’s body and correlation of planes of 
the cross-section of vertical stiffener ribs and the body of the 
capacity 
 

, 1 (1 )p p p p
ef x w w w wp

w w w

A n A n
t t t t

D D t
α

π π
 

= + = + = + 
 

           (12) 

 
where / ( )wp p p w wA n D tα π=  is the ratio of planes of cross-
sections of all vertical stiffener ribs and the wall of the 
capacity. 

If all dependences that are needed are substituted and a 
series of algebraic manipulations is done, we get 

2 2( , ) 1 cos( ),
(1 )

( , ) ( , ) 0,

2 ( , ) ( , ) 0,

k
w w wp

w

u x k x A k
x Et D

v x w x

u x v x
D x

ϕ ϕ
α

ϕ ϕ
ϕ

ϕ ϕ
ϕ

∂
=

∂ +

∂
+ =

∂
∂ ∂

+ =
∂ ∂

                       (13) 

 
where u, v and w are longitudinal, annular and radial 
displacements of the body. 

Integrating by x and φ and defining arbitrary constants 
under the condition wx H= – ( ) ( ) ( ) 0u v w⋅ = ⋅ = ⋅ = , after 
arithmetic manipulations and similar consolidation, we get 
(to reduce it, it is denoted by / wy x H= ): 
 

( )3 2( , ) 1 cos( )
2

H
k k

w

Gu y y a k kϕ ϕ= −
∆

,                        (14) 

( )4 3( , ) 4 0.75 sin( )k H kv y G y y a k kϕ ϕ= − − ,                (15) 
4

43( , ) cos( )
4 4k H k
yw y G y a k kϕ ϕ

 
= − − −  

 
,                   (16) 

 
where y = x/Hw is a non-dimensional high-rise level, GH is a 
conventional deflection 
 

2 22
3(1 )

p w w
H

wp w

w H
G

Etα
∆

=
+

.                                       (17) 

 
For full displacements of the capacity’s body (radial or 

linear) in the plane of the cross-section we get an equation 
 

4

,

4 2 2
2

3( , )
4 4

1cos ( ) sin ( )

k H

k

yw y G y

a k k k
k

ϕ

ϕ ϕ

Σ
 

= − − ×  
 

× +

.                               (18) 

 
Maximum values of all displacements under load 

cos( )k kW A kϕ=  are realized when y = 0, that means at the 
top of the capacity 

 
2

,max

4 2 2
,max 2

cos( ),
2

3 1cos ( ) sin ( ).
4

H
k k

w

H
k k

Gu a k k

Gw a k k k
k

ϕ

ϕ ϕ

=
∆

= +

                (19) 

 
Full displacements from the influence of the wind load 

are analogous to full efforts. It means adding by using 
separate harmonicas k. Mainly, we are interested in 
maximum values for ( )u   and ( )wΣ   when 0ϕ = , then after 
simplifications we get 
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max

,max
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H
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w k
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k a

ξ

ξ

ξ
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=
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                                           (20) 

 
According to the data from Tab. 1, numeric value of the 

coefficient ξw corresponds to m = 5 − ξw ≈ 60.3; m = 6 − ξw ≈ 
−10.1; m = 7 − ξw ≈ −71.2; m = 8 − ξw ≈ −109; m = 9 − ξw ≈ 
−192. 

Analysis of the obtained results raises doubt about the 
accuracy of the value of full displacements. 

It must be pointed out that the results, which were 
obtained above, refer to capacities that have constant 
thickness of body and ribs in height. In case of the changeable 
thickness, we have to decompose the exponent 

[ ]exp ( / )w wx Hε  into the power series, restraining first four 
elements when εw ≤ 1.5. Meanwhile, to describe functional 
dependences tw(x) and tp(x), the one and the same exponent 
of the degree εw must be used This claim is not too idealistic, 
since in real storage containers the thickness of vertical ribs 
and the wall simultaneously and monotonously decrease with 
the height. 

 
3 CONCLUSION 

 
1. To calculate cylindrical silos influenced by the wind 

load we offer to decompose function of the aerodynamic 
coefficient into the finite trigonometric series. It simplifies 
the solution significantly, since this calculation can be 
conducted for each element separately. 

2. Coefficients of the given decomposition were 
calculated using the graph of norms. 

3. According to the equation of equilibrium by using the 
momentless theory, expressions for maximum value of linear 
longitudinal efforts in radial and meridional (longitudinal) 
direction and linear shearing force were obtained. 

4. The thesis about maximum shearing force was set up. 
Meaning of the incidence angle varies between 37° - 41°, 
depending on the number of components of the trigonometric 
series. 

5. From the analysis of design factors series, the 
opportunity of using the momentless theory to evaluate 
changes of linear efforts in radial direction and shearing 
forces was presented. There is a boundary meaning of the 
design factor for linear efforts in meridional direction that 
allows finding acceptable results according to the proposed 
formula. 

6. Quantitative assessment of the normal tension in 
laminas of the silos body (for maximum values of the 
diameter Dw = 40 m and the height Hw = 40 m) was made 
from the influence of maximum linear efforts and their 
connection with tension from the pressure of the bulk 
material at the top of the capacity. 

7. The expressions needed to define full radial and 
contacting displacements of the capacity in the plane of cross 
section from the element of the wind load were gotten. 

8. Recommendations about the calculation of silos with 
changeable thicknesses of body laminas and stiffening ribs in 
height were given. 
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INVESTIGATION ON THE INFLUENCE OF PARAMETER UNCERTAINTIES IN THE POSITION 
TRACKING OF ROBOT MANIPULATORS 

 
Habib GHANBARPOUR ASL, Kerim Youde HAN 

 
 

Abstract: This paper presents a novel trajectory tracking method for robot arms with uncertainties in parameters. The new controller applies the robust output feedback linearization 
method and is designed so that it is robust to the variation of parameters. Robustness of the algorithm is evaluated when the parameters of the system are floating over 10 percent 
up and down. An Unscented Kalman Filter (UKF) is applied for state and parameter estimation purposes. As the considered system has 8 unknown parameters while only 5 of 
them are independent parameters, UKF is applied only to the augmented system with independent parameters. Three types of simulations are applied depending on sensor 
groups – first with both position and joint sensors, second with only position sensors and third with only joint sensors. The observation of parameters in these groups is discussed. 
Simulation results show that when both position sensors and joint sensors are used, all the parameters and states are observable and good tracking performances are obtained. 
When only position sensors are used, the accuracy of the estimated parameters is reduced, and low tracking performances are revealed. Finally, when only joint sensors are 
applied, the lengths of robot arms are unobservable, but other parameters related to the dynamic system are observable, and poor tracking performances are given. 
  
Keywords: path following; parameter uncertainty; robot control; robust control; sensor fusion; unscented Kalman filter  
 
 
1 INTRODUCTION  
 

The robot arm (also called Robot manipulator) is a type 
of mechanical device which is usually programmable, and it 
usually has similar functions to a human arm. Traditionally, 
many Proportional-Derivative (PD) or Proportional-Integral-
Derivative (PID) controllers were designed for controlling 
robot arms. Takegaki et al. [1] and Arimoto [2] designed 
simple PI and PID feedback controllers. A PD controller with 
stability robustness in the presence of parameter uncertainty 
in the gravitational torques vector was presented by Hsia in 
[3]. However, these controllers are difficult to use in 
determining the appropriate PID gains in the cases of 
nonlinear and unknown controlled plants. The fixed PID 
parameters in these controllers may often deteriorate control 
performances, and while these controllers are enough for the 
general control, they usually result in weak robustness and 
poor performances due to the nonlinearity characteristics of 
robot arms. Research works on nonlinear PD or PID 
controllers of robot arms such as [4-6] were proposed for 
these purposes. Huang et al. [6] proposed a nonlinear PD 
controller with gravity compensation that is globally 
asymptotically stable in position control and a comparison 
was made between their proposed controller and the 
conventional PD controller, which showed that a faster 
response velocity and higher position accuracy were obtained 
by the former. Davoud et al. [7] proposed fractional order 
PID controllers by applying evolutionary algorithms (particle 
swarm optimization (PSO), the genetic algorithm and 
estimations of the distribution algorithm) and better tracking 
results were obtained compared to the normal PID 
controllers. Nevertheless, the nonlinearity of the kinematics 
and the dynamics of robot arms is inherited in the robot itself, 
which means that even if a well precisely calibrated model-
based controller may give good tracking performance for a 
given robot model [8], the difficulty of having an exact model 
of a robot arm makes the calibrated controllers unable to 

adapt to any changes and uncertainties in its model and 
environment. Under these circumstances, every time the 
robot arm picks up some tools of different dimensions, 
unknown orientations or gripping points, the overall 
kinematics and dynamics of the robot arm will also change, 
which requires the derivation of a new robot arm model, as 
well as the designing of a controller. It is also not possible for 
the robot arm to grip the tool at the same grasping point and 
orientation site, even if the same tool is used again. To solve 
these problems, many controllers with stronger robustness 
have been developed, such as back-stepping control [9], 
neural network control [10-12], fuzzy logic control [13], 
adaptive control [14, 15], sliding mode control [16, 17] and 
robust control [18, 19]. These controllers can achieve more 
accurate trajectory tracking results with faster convergent 
speed even under presence of various disturbances. Among 
these controllers, the focus of this paper will be concentrated 
on the adaptive and robust controller design of the robot arm. 
An important point in adaptive control is that the tracking 
error will converge regardless of whether the trajectory 
persistently exists or not [20, 21]. Many adaptive controllers 
[22-25] were designed for robot arms. However, these 
adaptive controllers all assumed that the kinematics of the 
robot arm was known in advance, and no uncertainties in 
kinematics and dynamics of robot arms were considered. To 
deal with uncertainty issues, Cheah et al. [26] developed an 
adaptive controller that can give concurrent adaptation to 
both kinematics and dynamic uncertainties of the robot arm 
by measuring its end-effector position, joint angles and joint 
velocities. Torres et al. [27] developed a controller that added 
an adaptive scheme to the standard robust controller in order 
to improve its performance, especially when unknown 
parameters or unknown variable loading exist. Yin et al. [28] 
applied the dynamic linearization technique and designed a 
controller that used only the input/output data of robotic 
manipulator systems. This paper will present a new adaptive 
control-based tracking method of a robot arm when there are 
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uncertainties in robot arm parameters. The output 
linearization method will also be applied so that the proposed 
controller will be robust to the variation of the parameters. In 
order to estimate the states and parameters, UKF is applied. 
The standard UKF was introduced in [29], and the 
implementation of this filter was proposed numerically with 
robustness in [30, 31]. Different combinations of sensors are 
to be used for validating the effectiveness of the proposed 
adaptive and robust controller. The rest of this paper is 
organized as follows: in Section 2, the problem is defined and 
the adaptive robust inverse controller is designed. UKF is 
used in Section 3 to estimate the states and parameters of the 
robot arm. Section 4 gives a numerical example to validate 
the effectiveness of the proposed controller. Conclusions and 
future research are given in Section 5. 
 
2 PROBLEM DEFINITION AND CONTROLLER DESIGN 
 

 In general, the dynamics of a robot manipulator is given 
in the form as follows: 
 
𝑀𝑀(𝜃𝜃)𝜃̈𝜃 + 𝐶𝐶�𝜃𝜃, 𝜃̇𝜃� + 𝐺𝐺(𝜃𝜃) = 𝑢𝑢          (1)    
 

Where 𝜃𝜃𝜃𝜃ℛ𝑛𝑛 denotes the set of configuration variables 
of the robot arm, 𝑢𝑢𝑢𝑢ℛ𝑛𝑛 is the torques applied at the joints. 
𝑀𝑀(𝜃𝜃) is the moment of the inertia matrix, 𝐶𝐶(𝜃𝜃, 𝜃̇𝜃) is the 
Coriolis/centripetal vector, and 𝐺𝐺(𝜃𝜃) is the gravity vector. 
The objective of the design problem here is to develop a 
suitable controller so that the robot arm can track the desired 
trajectory as close as possible. 

As a starting point, we apply the input-output 
linearization method, where the model of the system is 
summarized in its state space representation form as follows 
[32]: 

 
𝜃̇𝜃 = 𝜔𝜔 
𝜔̇𝜔 = 𝑀𝑀−1(𝑢𝑢 − 𝑓𝑓)            (2) 
𝑧𝑧 = 𝑔𝑔(𝜃𝜃) 
 
where 𝑓𝑓 = 𝐶𝐶�𝜃𝜃, 𝜃̇𝜃� + 𝐺𝐺(𝜃𝜃) is the summation of 
Coriolis/centrifugal and gravity effect, and 𝑧𝑧 is the output of 
the system representing the position of the end-effector 
(forward kinematic). By taking the derivative of the output 
functional equation in terms of the time t, it results in 

 
𝑧̇𝑧 = 𝜕𝜕𝜕𝜕(𝜃𝜃)

𝜕𝜕𝜕𝜕
𝜃̇𝜃 = 𝐽𝐽𝜃̇𝜃            (3) 

 
Here, J is the Jacobian matrix of the robot arm. Substitute 

𝜃̇𝜃 in the Eq. (2) into Eq. (3) and take the derivative of 𝑧̇𝑧 in 
terms of time t again, which results in the following 
representation: 

 
𝑧̈𝑧 = 𝐽𝐽𝜃̇̇𝜃 + 𝐽𝐽𝜃̈𝜃 = 𝐽𝐽𝜔̇𝜔 + 𝐽𝐽𝑀𝑀−1(𝑢𝑢 − 𝑓𝑓)                                    (4) 
 
Meanwhile, let us define the output error dynamics as: 
𝑒̇𝑒 = 𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝑧𝑧                                                                  (5) 
 

where 𝑧𝑧𝑟𝑟𝑟𝑟𝑟𝑟 is the desired reference path that is to be tracked. 
By doing so, the output error will include an integrator, which 
will increase the type of the system and let the error converge 
to zero in a steady state condition. Differentiate (5) twice and 
substitute (3) into (5), which will lead to 
 
𝑒𝑒 = 𝑧̈𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽𝜔̇𝜔 − 𝐽𝐽𝑀𝑀−1(𝑢𝑢 − 𝑓𝑓)                                      (6) 
 
Let us suppose that the desired error dynamic equation is 
given by  
 
𝑒𝑒 + 𝐾𝐾2𝑒̈𝑒 + 𝐾𝐾1𝑒̇𝑒 + 𝐾𝐾0𝑒𝑒 = 0𝑛𝑛×𝑛𝑛          (7)  
 
Here, 𝐾𝐾0,𝐾𝐾1 and 𝐾𝐾2 are assumed to be 𝑛𝑛 × 𝑛𝑛 matrices, so the 
characteristic equation is 𝐼𝐼𝑠𝑠3 + 𝐾𝐾2𝑠𝑠2 + 𝐾𝐾1𝑠𝑠 + 𝐾𝐾0 = 0,  
where 𝐼𝐼 is a 𝑛𝑛 × 𝑛𝑛 unit matrix. Substitute (6) into (7), it 
results in 
 
𝑢𝑢 = 𝑀𝑀𝐽𝐽−1�𝑧̈𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽𝜔̇𝜔 + 𝐾𝐾2𝑒̈𝑒 + 𝐾𝐾1𝑒̇𝑒 + 𝐾𝐾0𝑒𝑒� + 𝑓𝑓           (8) 
 
By selecting proper values for 𝐾𝐾0,𝐾𝐾1 and 𝐾𝐾2, the error 
dynamics become stable, and the controller can be defined in 
terms of (8). In real situations, however, the error dynamics 
will not be of the form of (7) due to parameter and state 
errors. Thus, input function can be defined as: 
 
𝑢𝑢 = 𝑀𝑀�𝐽𝐽−1 �𝑧̈𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽𝜔̇𝜔� + 𝐾𝐾2𝑒̈̃𝑒 + 𝐾𝐾1𝑒̇̃𝑒 + 𝐾𝐾0𝑒̃𝑒� + 𝑓𝑓           (9) 
 
Where 𝑀𝑀�  , 𝐽𝐽, 𝐽𝐽,̇ and 𝑓𝑓 are the approximated or estimated 
values of 𝑀𝑀, 𝐽𝐽, 𝐽𝐽 ̇and 𝑓𝑓, and 𝑒̃𝑒 = 𝑒𝑒 + ∆𝑒𝑒, 𝜔𝜔� = 𝜔𝜔 + ∆𝜔𝜔, ∆𝑒𝑒 
and ∆𝜔𝜔 are the errors of the output and angular velocity 
estimation. Next, substitute (9) into (6), it results in 
 
𝑒𝑒 = 𝑧̈𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽𝜔̇𝜔 − 𝐽𝐽𝑀𝑀−1 �𝑀𝑀�𝐽𝐽−1 �𝑧̈𝑧𝑟𝑟𝑟𝑟𝑟𝑟 − 𝐽𝐽𝜔̇𝜔� + 𝐾𝐾2𝑒̈̃𝑒 + 𝐾𝐾1𝑒̇̃𝑒 + 𝐾𝐾0𝑒̃𝑒� + 𝑓𝑓 − 𝑓𝑓�   (10)    
     
Rearranging (10) results in 
 
𝑒𝑒 + 𝐼𝐼𝐾𝐾2𝑒̈̃𝑒 + 𝐼𝐼𝐾𝐾1𝑒̇̃𝑒 + 𝐼𝐼𝐾𝐾0𝑒̃𝑒 = ∆𝑢𝑢                 
∆𝑢𝑢 = (𝐼𝐼 − 𝐼𝐼)𝑧̈𝑧𝑟𝑟𝑟𝑟𝑟𝑟 + �𝐼𝐼𝐽𝐽̇ − 𝐽𝐽�̇ 𝜔𝜔 + 𝐼𝐼 � 𝐽𝐽∆̇𝜔𝜔 − 𝐾𝐾2∆𝑒̈𝑒

+𝐾𝐾1∆𝑒̇𝑒 + 𝐾𝐾0∆𝑒𝑒
� − 𝐽𝐽𝑀𝑀−1�𝑓𝑓 − 𝑓𝑓�        (11)

          
where 𝐼𝐼 = 𝐽𝐽𝑀𝑀−1𝑀𝑀�𝐽𝐽−1. If there is not any error in the 
parameters or states of the system, the matrix 𝐼𝐼 should be a 
unit matrix 𝐼𝐼, and ∆𝑢𝑢 will be zero. The stability of error 
dynamics is affected only by the matrix 𝐼𝐼. When errors 
appear in the parameters and states, the input of error 
equation will be ∆𝑢𝑢 (non-zero function). Therefore, for the 
robustness of the proposed controller Eq. (9), we need an 
estimator to estimate the parameters and states of the system 
so that the tracking error will go to zero. 

The values of 𝐾𝐾0,𝐾𝐾1 and 𝐾𝐾2 can be selected for system 
stability when parameters are varied in the range. By doing 
so, we have a stable control system, and errors will arise in 
the steady state due to an unknown input error. In order to 
reduce the steady state errors, in Section 3, an unscented 
Kalman filter will be applied to estimate the states and 
parameters of the robot arm system. 
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At this stage, for calculating the controller gains that are 
represented in the Eq. (7), first we convert that equation in 
the state space form. 

 

�
𝑒𝑒
𝑒̈𝑒
𝑒̇𝑒
� = 𝐴𝐴 �

𝑒̈𝑒
𝑒̇𝑒
𝑒𝑒
� + 𝐵𝐵𝐵𝐵, 𝐴𝐴 = �

0 0 0
𝐼𝐼 0 0
0 𝐼𝐼 0

� ,𝐵𝐵 = �
𝐼𝐼�
0
0
�       (12) 

 
here 
 

𝒰𝒰 = 𝐾𝐾 �
𝑒̈𝑒
𝑒̇𝑒
𝑒𝑒
� = [𝐾𝐾2 𝐾𝐾1 𝐾𝐾0] �

𝑒̈𝑒
𝑒̇𝑒
𝑒𝑒
�       (13) 

 
The matrix 𝐴𝐴, does not have uncertainty, but the matrix 𝐵𝐵 is 
an uncertain matrix. The matrix B can be written as: 
 
𝐵𝐵 = 𝐵𝐵0  + ∆𝐵𝐵,  ∆𝐵𝐵 = 𝐷𝐷𝐷𝐷𝐷𝐷,   𝐹𝐹𝑇𝑇𝐹𝐹 ≤ 𝐼𝐼     (14) 
 

Here, the matrices 𝐷𝐷,𝐸𝐸 and 𝐹𝐹 are the known matrices. 
One can determine the gain K through the solution of the 
linear matrix inequality equation represented in (15) [34]. 
 
�(𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵) + (𝐴𝐴𝐴𝐴 + 𝐵𝐵𝐵𝐵)𝑇𝑇 + 𝜀𝜀𝜀𝜀𝐷𝐷𝑇𝑇 (𝐸𝐸𝐸𝐸)𝑇𝑇

𝐸𝐸𝐸𝐸 −𝜀𝜀𝜀𝜀
� < 0  (15) 

 
If the Eq. (15) has a feasible solution, in terms of 

variables (𝜀𝜀 > 0, 𝑆𝑆,𝑊𝑊), then the state feedback law 
represented by (13) is robustly stabilizing the system (12) 
with gain 
 
𝐾𝐾 = [𝐾𝐾2 𝐾𝐾1 𝐾𝐾0] = 𝑊𝑊𝑆𝑆−1        (16) 
 

Consequently, the beefcake (9) can guarantee the 
stability of the system (1), but the system will have a steady 
state error. For reducing steady state errors, we need to 
estimate the parameters of the system. 
 
3  STATE AND PARAMETER ESTIMATION 
 

In this section, a two degree of freedom robot arm is 
taken into consideration, the schematic diagram of which is 
given in Fig. 1. The manipulator has 8 unknown constant 
parameters, which are 𝐿𝐿1, 𝐿𝐿2,𝑚𝑚1,𝑚𝑚2, 𝑟𝑟1, 𝑟𝑟2, 𝐼𝐼1 and 𝐼𝐼2, 
representing lengths, masses, radius and the moment of 
inertia of the first and second link, respectively. 𝑟𝑟1 and 𝑟𝑟2 are 
the positions of the center of mass, 𝑚𝑚1 and 𝑚𝑚2 are the masses 
of links. The kinetic and potential energy equations are given 
by the following equation 
 

𝑇𝑇 = 1
2

[𝜃̇𝜃1 𝜃̇𝜃2] �𝛼𝛼 + 2𝛽𝛽𝑐𝑐2 𝛿𝛿 + 𝛽𝛽𝑐𝑐2
𝛿𝛿 + 𝛽𝛽𝑐𝑐2 𝛿𝛿 � �𝜃̇𝜃1

𝜃̇𝜃2
�, 𝑉𝑉 = 0, 𝐿𝐿 = 𝑇𝑇 − 𝑉𝑉      (17)  

 
𝑇𝑇,𝑉𝑉 and 𝐿𝐿 represent the kinetic energy, potential energy and 
Lagrangian of the manipulator, and  𝑐𝑐𝑖𝑖 = 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑖𝑖 , 𝑖𝑖 = 1.2. For 
simplicity, in this paper, time-based parameters will only be 
written with the parameters themselves, but omitting time 𝑡𝑡 
in notation. For instance, 𝜃𝜃𝑖𝑖 = 𝜃𝜃𝑖𝑖(𝑡𝑡). Meanwhile, 𝛼𝛼,𝛽𝛽 and 𝛿𝛿 
are represented by [33]: 

 
𝛼𝛼 = 𝐼𝐼1 + 𝐼𝐼2 + 𝑚𝑚1𝑟𝑟12 + 𝑚𝑚2(𝐿𝐿12 + 𝑟𝑟22) 
𝛽𝛽 = 𝑚𝑚2𝐿𝐿1𝑟𝑟2            (18) 
𝛿𝛿 = 𝐼𝐼2 + 𝑚𝑚2𝑟𝑟22 
 

 
Figure 1 Robot arm parameters 

 
By substituting the Lagrangian 𝐿𝐿 = 𝑇𝑇 into Lagrange’s 

equations, matrices 𝑀𝑀,𝐶𝐶 and 𝐺𝐺 will become the function of 
𝑝𝑝𝑠𝑠  =  [𝛼𝛼  𝛽𝛽  𝛿𝛿]𝑇𝑇. By discretizing the dynamic Eq. (2) by the 
4th order of the Runga Kutta method, the system equation is 
then given as 
 
𝜃𝜃𝑘𝑘  =  𝑓𝑓(𝜃𝜃𝑘𝑘−1,𝑢𝑢𝑘𝑘−1,𝑝𝑝𝑘𝑘−1𝑠𝑠 ),𝑝𝑝𝑘𝑘𝑠𝑠 = 𝑝𝑝𝑘𝑘−1𝑠𝑠               (19) 
 
Let us suppose that 𝑥𝑥𝑘𝑘  =  [𝜃𝜃𝑘𝑘𝑇𝑇    (𝑝𝑝𝑘𝑘𝑠𝑠)𝑇𝑇]𝑇𝑇 is the state of the 
augmented system. The model of the augmented system (14) 
is then considered as: 
 
 𝑥𝑥𝑘𝑘 = 𝒇𝒇(𝑥𝑥𝑘𝑘−1,𝑢𝑢𝑘𝑘−1)                           (20) 
 

For identification and control purposes, two types of 
sensors are considered. One of them is the joint sensor and 
the other one is the position sensor. The modeling of these 
sensors is as follows: 
 
𝑧𝑧𝑘𝑘 = [𝐼𝐼2×2 02×3]𝑥𝑥𝑘𝑘 = 𝑔𝑔(𝑥𝑥𝑘𝑘)                       (21-1) 
 

𝑦𝑦𝑘𝑘 = �𝐿𝐿1𝑐𝑐1 + 𝐿𝐿2𝑐𝑐12
𝐿𝐿1𝑠𝑠1 + 𝐿𝐿2𝑠𝑠12

� = ℎ(𝑥𝑥𝑘𝑘 ,𝑝𝑝𝑚𝑚)                       (21-2) 
 
where 𝑐𝑐𝑖𝑖 = 𝑐𝑐𝑐𝑐𝑐𝑐𝜃𝜃𝑖𝑖 , 𝑠𝑠𝑖𝑖 = 𝑠𝑠𝑠𝑠𝑠𝑠𝜃𝜃𝑖𝑖 , 𝑐𝑐12 = cos (𝜃𝜃1 + 𝜃𝜃2) and 𝑠𝑠12 =
sin (𝜃𝜃1 + 𝜃𝜃2).  𝑧𝑧𝑘𝑘 and 𝑦𝑦𝑘𝑘 are the output of joint sensors and 
position sensors respectively; 𝑝𝑝𝑚𝑚 = [𝐿𝐿1 𝐿𝐿2]𝑇𝑇  is the 
unknown parameter that appears in the position sensor 
output. 

If only two sensors are used for measuring the angles of 
links, (20) will be the system equation and (21-1) will be the 
measurement equation. Therefore, in the best condition, 𝑝𝑝𝑠𝑠 
will be identifiable (when the inputs are suitable) and 𝑝𝑝𝑚𝑚 will 
not appear in any measurement of the system equation. 
Consequently, it remains unidentifiable.  As a result, tracking 
errors will arise in the position control of the end-effector due 
to the errors which arise from 𝐿𝐿1 and 𝐿𝐿2, and that makes it 
impossible to get zero tracking errors without applying 
external sensors or measuring the end-effector’s position. 
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When the position sensor is available, (20) acts as a 
system dynamic and (21-1) and (21-2) are the measurement 
equations, in which case both 𝑝𝑝𝑠𝑠 and 𝑝𝑝𝑚𝑚 will be active, and 
they can both be identified in the best condition. 
Consequently, when both the joint and position sensors are 
available, tracking errors will be reduced. Let us put two 
unknown parameter vectors of 𝑝𝑝𝑠𝑠 and 𝑝𝑝𝑚𝑚 into a vector form 
𝑝𝑝 = [(𝑝𝑝𝑠𝑠)𝑇𝑇 (𝑝𝑝𝑚𝑚)𝑇𝑇]𝑇𝑇, and consider a random walk model 
[31] for the unknown parameter vector. Then the augmented 
system model is 
 
𝜃𝜃𝑘𝑘  =  𝒇𝒇(𝜃𝜃𝑘𝑘−1,𝑢𝑢𝑘𝑘−1,𝑝𝑝𝑘𝑘−1)

𝑝𝑝𝑘𝑘 = 𝑝𝑝𝑘𝑘−1 + 𝑤𝑤𝑘𝑘
𝑧𝑧𝑘𝑘 = 𝑔𝑔(𝑥𝑥𝑘𝑘) + 𝑣𝑣𝑘𝑘
𝑦𝑦𝑘𝑘 = ℎ(𝑥𝑥𝑘𝑘 ,𝑝𝑝) + 𝓋𝓋𝑘𝑘

            (22) 

 
Where 𝑤𝑤𝑘𝑘 and 𝑣𝑣𝑘𝑘 and 𝓋𝓋𝑘𝑘 are zero mean white noise 

signals with the covariances of 𝐸𝐸[𝑤𝑤𝑘𝑘(𝑤𝑤𝑘𝑘)𝑇𝑇] = 𝑄𝑄𝑘𝑘, 
𝐸𝐸[𝑣𝑣𝑘𝑘(𝑣𝑣𝑘𝑘)𝑇𝑇]  =  𝑅𝑅𝑣𝑣 and 𝐸𝐸[𝓋𝓋𝑘𝑘(𝓋𝓋𝑘𝑘)𝑇𝑇]  =  𝑅𝑅𝓋𝓋, respectively. 
𝑋𝑋𝑘𝑘 = [𝜃𝜃𝑘𝑘𝑇𝑇 𝑝𝑝𝑘𝑘𝑇𝑇]𝑇𝑇, as an augmented state space 
representation of the system in (22), can be 
re-written as: 
 
𝑋𝑋𝑘𝑘  =  𝐹𝐹(𝑋𝑋𝑘𝑘−1,𝑢𝑢𝑘𝑘−1) + 𝐺𝐺𝑤𝑤𝑘𝑘

𝑧𝑧𝑘𝑘 = 𝐻𝐻𝑋𝑋𝑘𝑘 + 𝑣𝑣𝑘𝑘
𝑦𝑦𝑘𝑘 = ℎ(𝑋𝑋𝑘𝑘) + 𝓋𝓋𝑘𝑘

       (23) 

 

where 𝐻𝐻 = [𝐼𝐼2×2 02×7], and 𝐺𝐺 = �04×5
𝐼𝐼5×5

�. Due to the fact 

that the filter falls off reducing the covariance of the system, 
some noises are added here for holding the robustness of the 
system, which will increase the covariance of unknown 
parameters. 

The following method will provide an augmented UKF 
method for parameter and state estimation. 

 
Table 1 Unscented Kalman Filter 

 
• Initialization: 

𝑋𝑋�0 = 𝐸𝐸(𝑋𝑋0),𝑃𝑃0 = 𝐸𝐸[(𝑋𝑋 − 𝑋𝑋0)(𝑋𝑋 − 𝑋𝑋0)𝑇𝑇] 
 

• for 𝑘𝑘 = 1 …∞ 
• set 𝑡𝑡 = 𝑘𝑘 − 1 
• calculate sigma points 

𝓍𝓍𝑡𝑡 = [𝑋𝑋�𝑡𝑡 𝑋𝑋�𝑡𝑡 + 𝛾𝛾𝑆𝑆𝑡𝑡 𝑋𝑋�𝑡𝑡 − 𝛾𝛾𝑆𝑆𝑡𝑡] 
• time update equations 

𝓍𝓍𝑖𝑖,𝑘𝑘|𝑡𝑡 = 𝐹𝐹�𝓍𝓍𝑖𝑖,𝑡𝑡 ,𝑢𝑢𝑘𝑘−1� 
𝑋𝑋�𝑘𝑘− = 𝑤𝑤𝑖𝑖𝑚𝑚𝓍𝓍𝑖𝑖,𝑘𝑘|𝑡𝑡 

𝑃𝑃𝑘𝑘− = � 𝑤𝑤𝑖𝑖𝑐𝑐�𝓍𝓍𝑖𝑖,𝑘𝑘|𝑡𝑡 − 𝑋𝑋�𝑘𝑘−�
2𝑙𝑙

𝑖𝑖=1
�𝓍𝓍𝑖𝑖,𝑘𝑘|𝑡𝑡 − 𝑋𝑋�𝑘𝑘−�

𝑇𝑇 + 𝐺𝐺𝑄𝑄𝑘𝑘𝐺𝐺𝑇𝑇 

𝒴𝒴𝑖𝑖,𝑘𝑘|𝑡𝑡 = ℎ(𝓍𝓍𝑖𝑖,𝑘𝑘|𝑡𝑡) 

𝑦𝑦𝑘𝑘− = � 𝑤𝑤𝑖𝑖𝑚𝑚𝒴𝒴𝑖𝑖,𝑘𝑘|𝑡𝑡

2𝑙𝑙

𝑖𝑖=1
 

 
• When position sensor data is available: 

𝑃𝑃𝑦𝑦�𝑘𝑘𝑦𝑦�𝑘𝑘 = � 𝑤𝑤𝑖𝑖𝑐𝑐�𝒴𝒴𝑖𝑖,𝑘𝑘|𝑡𝑡 − 𝑦𝑦𝑘𝑘−��𝒴𝒴𝑖𝑖,𝑘𝑘|𝑡𝑡 − 𝑦𝑦𝑘𝑘−�
𝑇𝑇2𝑙𝑙

𝑖𝑖=1
+ 𝑅𝑅𝓋𝓋 

𝑃𝑃𝑋𝑋�𝑘𝑘𝑦𝑦�𝑘𝑘 = � 𝑤𝑤𝑖𝑖𝑐𝑐�𝓍𝓍𝑖𝑖,𝑘𝑘|𝑡𝑡 − 𝑋𝑋�𝑘𝑘−��𝒴𝒴𝑖𝑖,𝑘𝑘|𝑡𝑡 − 𝑦𝑦𝑘𝑘−�
𝑇𝑇2𝑙𝑙

𝑖𝑖=1
 

𝐾𝐾𝑘𝑘 = 𝑃𝑃𝑋𝑋�𝑘𝑘𝑦𝑦�𝑘𝑘�𝑃𝑃𝑦𝑦�𝑘𝑘𝑦𝑦�𝑘𝑘�
−1

 
𝑋𝑋�𝑘𝑘 = 𝑋𝑋�𝑘𝑘− + (𝑦𝑦𝑘𝑘 − 𝑦𝑦𝑘𝑘−) 

 𝑃𝑃𝑘𝑘 = 𝑃𝑃𝑘𝑘− − 𝐾𝐾𝑘𝑘𝑃𝑃𝑦𝑦�𝑘𝑘𝑦𝑦�𝑘𝑘𝐾𝐾𝑘𝑘
𝑇𝑇 

𝑋𝑋�𝑘𝑘− = 𝑋𝑋�𝑘𝑘, 𝑃𝑃𝑘𝑘− =  𝑃𝑃𝑘𝑘 
 

• When joint sensor data is available: 
𝑃𝑃𝑧̂𝑧𝑘𝑘𝑧̂𝑧𝑘𝑘 = 𝐻𝐻𝑃𝑃𝑘𝑘−𝐻𝐻𝑇𝑇 + 𝑅𝑅𝑣𝑣 

𝐾𝐾𝑘𝑘 = 𝑃𝑃𝑘𝑘−𝐻𝐻𝑇𝑇(𝐻𝐻𝑃𝑃𝑘𝑘−𝐻𝐻𝑇𝑇 + 𝑅𝑅𝑣𝑣)−1 
𝑋𝑋�𝑘𝑘 = 𝑋𝑋�𝑘𝑘− + �𝑧𝑧𝑘𝑘 − 𝐻𝐻𝑋𝑋�𝑘𝑘−� 

 𝑃𝑃𝑘𝑘 = 𝑃𝑃𝑘𝑘− − 𝑃𝑃𝑘𝑘−𝐻𝐻𝑇𝑇𝑃𝑃𝑧̂𝑧𝑘𝑘𝑧̂𝑧𝑘𝑘𝐻𝐻𝑃𝑃𝑘𝑘
− 

End for 
 

Where 𝑙𝑙 is the summation of the lengths of states and 
parameters, 𝑤𝑤𝑖𝑖

𝑚𝑚 and 𝑤𝑤𝑖𝑖𝑐𝑐 are a set of scales weights as follows: 
 

𝑤𝑤0𝑚𝑚 = 𝜆𝜆
𝜆𝜆+𝑙𝑙

 ,𝑤𝑤0𝑐𝑐 = 𝜆𝜆
𝜆𝜆+𝑙𝑙

+ �1 − 𝛼𝛼�2 + 𝛽𝛽��               (24-1) 
 
𝑤𝑤𝑖𝑖𝑚𝑚 = 𝑤𝑤𝑖𝑖𝑐𝑐 = 𝜆𝜆

2(𝜆𝜆+𝑙𝑙)
 ,    𝑖𝑖 = 1, … ,2𝑙𝑙          (24-1) 

 
where 𝜆𝜆 = 𝑙𝑙(𝛼𝛼�2 − 1) and 𝛾𝛾 = √𝑙𝑙 + 𝜆𝜆 are the scaling 
parameters. The constant 𝛼𝛼� determines the spread of the 
sigma points around the estimated state and is usually set to 
10−4 ≤ 𝛼𝛼� ≤ 1 , 𝛽𝛽� is used to add prior knowledge of the 
distribution of the state (for Gaussian distribution, 𝛽𝛽� = 2 is 
optimal). 𝑆𝑆 is the square root matrix of 𝑃𝑃 (Choleski factor of 
𝑃𝑃). 
 
4  EXAMPLE APPLICATION 
 

In this section, the MATLAB simulation will be used to 
demonstrate the effectiveness of the proposed controller. We 
will start with a two-link robot arm whose system model is 
given by (25). 
 
�𝛼𝛼 + 2𝛽𝛽𝑐𝑐2 𝛿𝛿 + 𝛽𝛽𝑐𝑐2
𝛿𝛿 + 𝛽𝛽𝑐𝑐2 𝛿𝛿 � �𝜃̈𝜃1

𝜃̈𝜃2
� + �

−𝛽𝛽𝑠𝑠2𝜃̇𝜃2 −𝛽𝛽𝑠𝑠2�𝜃̇𝜃1 + 𝜃̇𝜃2�
𝛽𝛽𝑠𝑠2𝜃̇𝜃1 0

� �𝜃̇𝜃1
𝜃̇𝜃2
� = �

𝑢𝑢1
𝑢𝑢2�         (25) 

  
Let us consider the parameters of this robot arm that are given 
by the values in the Tab. 2. 
 

Table 2 Robot arm parameters 
Parameter Unit Value 

𝐿𝐿1 𝑚𝑚 0.5 
𝐿𝐿2 𝑚𝑚 0.5 
𝑟𝑟1 𝑚𝑚 0.2 
𝑟𝑟2 𝑚𝑚 0.25 
𝑚𝑚1 𝑘𝑘𝑘𝑘 1.5 
𝑚𝑚2 𝑘𝑘𝑘𝑘 1 
𝐼𝐼1 𝑘𝑘𝑘𝑘 −𝑚𝑚2 0.15 
𝐼𝐼2 𝑘𝑘𝑘𝑘 −𝑚𝑚2 0.1 

 
The initial conditions of the system are given in Tab. 3. 
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Table 3 State parameters without errors 
Parameter Unit Value 

𝜃𝜃1 𝑟𝑟𝑟𝑟𝑟𝑟 0 
𝜃𝜃2 𝑟𝑟𝑟𝑟𝑟𝑟 0.5𝜋𝜋 
𝜔𝜔1 𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑠𝑠𝑠𝑠 0 
𝜔𝜔2 𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑠𝑠𝑠𝑠 0 

 
The independet parameters that are calculated from Tab. 

2, through (18), are represented in the Tab. 4. 
 

Table 4 States as calculated parameters without errors 
Calculated Parameters Unit Value 

𝛼𝛼 𝑘𝑘𝑘𝑘 −𝑚𝑚2 0.6225 
𝛽𝛽 𝑘𝑘𝑘𝑘 −𝑚𝑚2 0.125 
𝛿𝛿 𝑘𝑘𝑘𝑘 −𝑚𝑚2 0.1625 

 
From the basic 8 parameters given in Tab. 2, three 

independent parameters of 𝛼𝛼, 𝛽𝛽 and 𝛿𝛿 that are defined in (18) 
will be calculated as 0.6225, 0.1250 and 0.1625 respectively 
as given in Tab. 4. Let us suppose that all independent 
parameters have their own uncertainties, and let us suppose 
that the estimation of parameters and states are shown in the 
Tab. 5. 
 

Table 5 Estimated parameters of the robot arm 
Parameter Unit Error range  or 

standard 
deviation 

Mean Value 

𝐿𝐿�1 𝑚𝑚 ±0.05 0.45 
𝐿𝐿�2 𝑚𝑚 ±0.05 0.55 
𝛼𝛼� 𝑘𝑘𝑘𝑘 −𝑚𝑚2 ±0.06 0.6845 
𝛽̂𝛽 𝑘𝑘𝑘𝑘 −𝑚𝑚2 ±0.01 0.1375 
𝛿𝛿 𝑘𝑘𝑘𝑘 −𝑚𝑚2 ±0.01 0.1463 
𝜃𝜃�2 𝑟𝑟𝑟𝑟𝑟𝑟 0.01 0.001 
𝜃𝜃�2 𝑟𝑟𝑟𝑟𝑟𝑟 0.01 0.5𝜋𝜋 + 0.003 
𝜔𝜔�1 𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑠𝑠𝑠𝑠 0.01 0.02 
𝜔𝜔�2 𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑠𝑠𝑠𝑠 0.01 0.03 

 
The Standard Deviation (STD) of the sensors’ noises 

used in this simulation example is also given in Tab. 6. 
 

Table 6 Standard deviation of sensors 

Joint sensors Joint 1 0.01 rad 
Joint2 0.01 rad 

Position sensors x-axis 0.05 m 
y-axis 0.05 m 

 
To design the controller’s gain,  here we apply the Monte 

Carlo simulation method. For this purpose, we generate 10 
thousand time parameters of the system with uniform 
distribution within the range given in Tab. 5 for determining 
the structured uncertain model represented by (14),  and then 
the controller gain is calculated as 
 

𝐾𝐾 = � −3.7156  − 0.0000    − 2.3804  − 0.0000  − 0.4145   − 0.0000
−0.0000   − 3.7156    0.0000   − 2.3804    0.0000   − 0.4145 � 

 
In order to test the robustness of the controller, by generating 
the above-mentioned data, and by calculating 𝑀𝑀�  and 𝐽𝐽, we 
can find the poles of random selected systems. The poles of 
this system are shown in Fig. 2. 

 
Figure 2 Poles of the uncertain system 

 
It is seen that the nominal poles of a closed-loop system 

are two repeated poles at −2.9575, −0.4154 and −0.3235. The 
slowest pole is −0.29, the fastest pole is −4.8 and the 
minimum damping of the system is 0.95 for an uncertain 
closed-loop system.  These conditions are acceptable. 

It is worth mentioning that, when the filter identifies all 
parameters after some time, the poles of the system will 
approach the nominal poles. Hence, the best way for the robot 
arm to give small tracking errors is to give more time to the 
filter for identifying the parameters of system. When the error 
estimations of 𝛼𝛼, 𝛽𝛽 and 𝛿𝛿 approach zero, the roots of the 
closed-loop system approach the nominal poles. Meanwhile, 
when the parameter errors of 𝐿𝐿1 and 𝐿𝐿2 approach zero, the 
tracking error will decrease. 

 

 
 Figure 3 Trajectory Tracking of Robot Arm 

 
Furthermore, to evaluate the power of the system in path 

tracking, a desired path is generated for tracking purposes. 
The equation of the desired path is in its polar coordinated 
form, which is characterized by = 0.5 + 0.3𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ,  𝑟𝑟 =
 0.5 + 0.3𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠, 𝜃𝜃 =  𝜃𝜃0 + 𝜔𝜔𝜔𝜔, 𝜔𝜔 =  𝜔𝜔0  +  𝜔̇𝜔𝑐𝑐𝑐𝑐𝑐𝑐(0.01𝑡𝑡), 
𝜔𝜔0  =  0.1𝑟𝑟𝑟𝑟𝑟𝑟, 𝜔̇𝜔  = 0.01𝑟𝑟𝑟𝑟𝑟𝑟/𝑠𝑠𝑠𝑠𝑠𝑠, 𝜃𝜃0 =  0.7854. When all 
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parameters of the robot are known, and the measurements are 
perfect, performances of the controller are presented in 
Figure 3. The desired and tracked path of the robot is given 
in Figure 3.a. Figure 3.b also shows that the first arm is 
rotated more than one time, but the second arm is oscillated 
between 1.28 − 2.74𝑟𝑟𝑟𝑟𝑟𝑟. Figures 3.c and 3.d show that the 
applied torques  and tracking errors of the robot are always 
lower than 0.3 𝑁𝑁 −𝑚𝑚 and 0.02𝑚𝑚 respectively. In all graphs, 
the blue and red colors represent the first and second 
parameters respectively.  

The first analysis will be made when both joint angles 
and position sensors are applied. The position tracking error 
and position estimating error is represented in Fig. 4.a and 
Fig. 4.b respectively. Here, the minimum position error is 
0.025𝑚𝑚 and finally, it reduces to a very small value that is 
lower than 1 × 10−3 𝑚𝑚. The joint angles and angular 
velocities and those 3δ bounds are shown in Fig. 5. Errors are 
in 3δ bounds, which is why the filter   
worked well. Fig. 6 represents the estimation of unknown 
parameters, the STD of parameters, errors of 𝛼𝛼,𝛽𝛽,𝛿𝛿 and 
errors of 𝐿𝐿1 and 𝐿𝐿2. It is shown that all parameters of the 
system are estimated correctly and the standard deviation of 
all parameters is close to zero. Therefore, in this case, good 
estimation and tracking are obtained. 

 

 
Figure 4 Errors of Position and Estimated Position 

 
The second simulation is done when there is only a 

position sensor, so the robot arm cannot find two solutions of 
inverse dynamics (elbow up and down) without using the 
historical data of the position sensor. Furthermore, it needs to 
have small errors in the initial condition of the robot arm 
angles. The position errors and position estimation errors are 
shown in Fig. 7. Their maximum position error is near 0.02m. 
The joint angles errors and its 3𝛿𝛿 bounds and angular 
velocities of joint angles and its 3𝛿𝛿 bounds are represented in 
Fig. 8. The errors of joint angles and angular velocities are 
higher than in the previous case. Nevertheless, all estimations 
are in the 3𝛿𝛿 bounds. In Fig.9, the estimated parameters, STD 
of parameters, estimation error of 𝛼𝛼,𝛽𝛽,𝛿𝛿 and estimation error 
of 𝐿𝐿1 and 𝐿𝐿2 are shown. The results show that the estimation 
errors of parameters are larger than of the previous case, but 

all errors are finally bounded, which indicates that tracking 
only with position sensors results in bounded errors. 

 

 
Figure 5 Joint Angle and Joint Angle Rates 

 

 
Figure 6 Estimated Parameters and Errors 

 

 
Figure 7 Errors of Position and the Estimated Position 
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Figure 8 Joint Angle and Joint Angle Rates 

 

 
Figure 9 Estimated Parameters and Errors 

 

 
Figure 10 Errors of Position and the Estimated Position 

 
In the third case, only joint sensors are used. The results 

of position tracking and estimation are shown in Fig. 10. The 
joint angle and angular velocities and those 3𝛿𝛿 bounds are 

represented in Fig. 11. The estimated parameters and those 
3𝛿𝛿 bounds are shown is Fig. 12. The results show that 
position tracking errors are large, but the errors of joint 
angles and joint velocities are very small and in 3δ bounds. 
In addition to that, the parameter errors, standard deviation 
of errors, estimation errors of 𝛼𝛼,𝛽𝛽, 𝛿𝛿 and estimation errors of 
𝐿𝐿1 and 𝐿𝐿2 are represented in Fig. 12. It shows that errors of 
𝛼𝛼,𝛽𝛽, 𝛿𝛿 are small, but the filter is not able to estimate the value 
of 𝐿𝐿1 and 𝐿𝐿2. Therefore, large position tracking errors will 
always appear due to the errors of 𝐿𝐿1 and 𝐿𝐿2, and then these 
parameters are not identifiable. 

 

  
Figure 11 Joint Angle and Joint Angler Rates 

 

 
Figure 12 Estimated Parameters and Errors 

 
4  CONCLUSIONS 
 

In this paper, a new adaptive robust inverse control 
algorithm is developed for the position tracking of the end-
effector of a 2 DOF robot arm. Analyses were done on this 
controller under uncertain conditions. It has been shown that 
the stability of the controller depends only on the 
independent parameters of the system, and under the 
considered range of parameters, the proposed controller is 
stable. To achieve better tracking results, all independent 
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parameters need to be identified. An augmented UKF is used 
for state and parameter estimation purposes. This filter is able 
to identify all parameters and states when joint sensors, as 
well as an external position sensor, are used to measure the 
position of the end-effector, which is how the best tracking 
performance is achieved. When only the external position 
sensor is available, all states are observable, but parameters 
have large errors. Nonetheless, tracking errors are getting 
very close to zero. Finally, when only joints sensors are 
present, but without any external sensors, states become 
observable but 𝐿𝐿1 and 𝐿𝐿2 are not observable and poor 
tracking results are obtained due to the error which arises 
from estimating the position of the end-effector. It is 
worthwhile to mention that when only a position sensor is 
present, errors of the initial condition will be important 
because two solutions will appear in this case. These two 
solutions are of the link up and down.  When the initial 
condition does not have large errors, the algorithm will 
converge to the true condition. Future work can be carried 
out to apply the proposed analyzing method to robot  
manipulators with a higher DOF to finalize the role of 
position sensors in robot manipulator position tracking 
problems. 
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MINIMUM-TIME PATH PLANNING FOR ROBOT MANIPULATORS USING PATH PARAMETER 
OPTIMIZATION WITH EXTERNAL FORCE AND FRICTIONS 

Habib GHANBARPOUR ASL 

Abstract: This paper presents a new minimum-time trajectory planning method which consists of a desired path in the Cartesian space to a manipulator under external forces 
subject to the input voltage of the actuators. Firstly, the path is parametrized with an unknown parameter called a path parameter. This parameter is considered a function of time 
and an unknown parameter vector for optimization. Secondly, the optimization problem is converted into a regular parameter optimization problem, subject to the equations of 
motion and limitations in angular velocity, angular acceleration, angular jerk, input torques of actuators’, input voltage and final time, respectively. In the presented algorithm, the 
final time of the task is divided into known partitions, and the final time is an additional unknown variable in the optimization problem. The algorithm attempts to minimize the final 
time by optimizing the path parameter, thus it is parametrized as a polynomial of time with some unknown parameters. The algorithm can have a smooth input voltage in an 
allowable range; then all motion parameters and the jerk will remain smooth. Finally, the simulation study shows that the presented approach is efficient in the trajectory planning 
for a manipulator that wants to follow a Cartesian path. In simulations, the constraints are respected, and all motion variables and path parameters remain smooth. 

Keywords: constrained optimization; dynamic constraints; minimum-time robot path planning; path parameter optimization; trajectory tracking 

1 INTRODUCTION 

In the field of robotics, there is a need for the tracking of 
a known path for robot manipulators in the Cartesian space 
with maximum velocity or minimum-time algorithms for 
their economic benefits. Minimum-time path planning 
problems for robotic manipulators have widely been studied 
in the past, especially for industrial applications. Many 
techniques have been proposed in the past for this problem; 
however, due to factors such as non-linearity, coupling 
dynamics, and torque limitation, the task of finding a 
minimum-time path for robot manipulators is quite 
complicated. Therefore, an efficient motion planning 
technique for robot manipulators to move along a pre-defined 
trajectory is required. The most notable earliest studies in the 
domain of minimum-time path planning along a specified 
path were [1-3]. Additionally, ref. [4] is also included in one 
of the earliest studies in this domain, which presents an 
analysis of time-optimal trajectories in the case of fixed 
initial and final positions. In another study of the same era, 
the authors present a method to compute robotic paths in 
cases of closed kinematic chain mechanisms [5]. The earliest 
works in this domain also included solutions to the problem 
of minimum-time robotic manipulator motion along a 
specified geometric path, considering constraints such as 
force and torque [6]. That was the first attempt of its kind to 
address the minimum-time problem involving constraints. 
The minimum-time trajectory planning was similarly 
discussed in [7, 8]. Bobrow took the research further and 
devised a technique to find a collision-free path to obtain a 
minimum-time motion of a robotic manipulator [9]. Bobrow 
used B-spline polynomials and nonlinear equations of motion 
to produce optimal trajectories in the Cartesian space of the 
manipulator. These early studies paved the way for progress 
in robotics research and gave rise to further advancements in 
this domain. Bobrow’s uses of B-spline polynomials to 

produce optimal trajectories were further investigated by 
researchers [10], most recently in [11]. Furthermore, 
minimization of the spline curve path was studied in [12-14]. 
More notable studies which contributed to further 
advancements in the research include techniques for making 
the robot manipulator learn from the previous path devised 
in [15], where waypoints are determined with the help of a 
robot manipulator tracking the path. This procedure of 
specifying a set of waypoints for path planning for robot 
manipulators is further elaborated in [16, 17], where 
previous path velocities are estimated for trajectory 
generation, and several continuous trajectories are 
considered between two points in a path so that they are 
blended. That is also referred to as point-to-point trajectory 
motion in other studies, such as in [18, 19], where a method 
for generating a smooth, time-optimal trajectory is presented. 
In [19], the authors used the third derivative of the path 
parameter with respect to time as an input, and it limits the 
torque rate in order to achieve the smoothness of the path. 
The point-to-point trajectory motion was investigated 
in [20], where the authors generated trajectories in joint space 
for the point-to-point motion. In this study, the authors also 
considered the constraints of the actuators’ velocity, 
acceleration and jerk limits while calculating the minimum-
time path [21, 22]. In more recent studies, the type of path 
that a robot manipulator needs to follow between given 
waypoints, such as a straight-line path, cubic spline or a 
circular path, are included in the path planning techniques. 
This consideration has been taken into account in [22]. In 
addition to considering the path type, the point-to-point 
motion planning also includes the polynomial coefficients of 
the constraints such as the position, velocity, acceleration and 
jerk constraints, as presented in [23-26]. Moreover, recent 
studies, namely [27, 28], focus on the user-defined 
trajectories for path planning, as well as on the development 
of a commercial robotics software. Many previous 
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researchers have also focused on iterative and geometric 
methods as well as on optimal switching structures in 
accordance with Pontryagin’s Maximum Principle, as 
mentioned in [8, 29]. Other approaches have applied B-spline 
cubical methods for trajectory planning as mentioned in [30-
32]. The optimization of the point-to-point minimum-time 
path problem has also been analyzed using the Sequential 
Quadratic Programming (SQP) method, as mentioned 
in [33]. For the purpose of optimization, the above-
mentioned method involves the determination of minimum 
transmission time with electromagnetic constraints such as 
kinematics. Building up to that, [34] uses a similar approach 
with a dynamic programming algorithm in order to solve the 
minimum-time optimization problem. The dynamic 
programming approach has also been applied in [35]. After 
the early advancements in this domain, an ample amount of 
research has been undertaken on the constrained motion of 
robots. For example, [36, 37] propose a method to find the 
minimum-time considering the constraints of a jerk or higher 
order derivatives of position. Other studies presenting an 
approach for minimum-time calculation subject to kinematic 
constraints can be found in [38-40]. Another approach for a 
robot arm with path planning is the connection of straight-
lines with circular arcs, perturbations about a straight-line 
with a Fourier series and cubic Bezier splines, as suggested 
in [41]. Furthermore, solutions to the path planning problem 
with end-effector constraints for robotic manipulators have 
also been studied, as presented in [42]. Another approach to 
path planning with torque constraints includes either the 
bang-bang trajectory or the bang-singular-bang trajectory as 
presented in [43]. Other interesting approaches for solving 
the path planning problem include a continuous genetic 
algorithm for path generation of robotic manipulators in a 
Cartesian space as presented in [44]. More recently, the 
robotic methodologies of a point-to-point trajectory planning 
have also been applied in other applications, as mentioned 
in [45]. Other examples using trajectory planning include 
agricultural field machines [46] and trajectory generation for 
animal movement [47]. Most significant studies on robotic 
manipulators include those, which estimate the minimum 
path and generate trajectories while handling any kinematic 
constraints on the velocity and acceleration [48-50]. This 
study proposes a path planning mechanism, whereby 
trajectories are generated in the operational space subject to 
certain dynamic constraints. The studies, which have been 
hitherto mentioned, do not usually consider the factors of 
external force and friction while calculating the minimum 
path for robotic manipulators. However, there is some 
significant research focusing on external forces as well as 
friction as factors influencing the calculation of the minimum 
path for a robotic manipulator. For example, [51, 52] present 
studies on robotic manipulators being controlled by DC 
motors, and considering the forces and friction generated by 
the motors that are dependent upon the kinematic constraints 
of velocity and acceleration. 

A few of these studies have presented an approach for 
trajectory tracking control with taking into account the 
actuator dynamics [53]. However, most recent studies have 
found it necessary to include actuator dynamics and 

constraints as a part of the trajectory tracking control. For 
example, [54] proposed a trajectory tracking mechanism 
where geometrical constraints, impulsive force constraints, 
torque constraints, maximum acceleration and velocity 
constraints are considered. Another interesting study in this 
regard [55] compares different frameworks of trajectory 
tracking controllers for unmanned vehicles, where 
nonlinearity of the dynamics, uncertainties, noise, 
disturbances and several constraints are considered. The 
actuating machines usually used for robotic manipulators are 
DC motors. Hence, the actuator dynamics mostly consist of 
the force, energy and friction required for the DC motors 
which are attached to the manipulators [56]. However, there 
is some significant research focusing on external forces as 
well as friction as factors influencing the calculation of the 
minimum path for a robotic manipulator. 

In this paper, the minimum-time path planning problem 
for a parametric approach to the solution of path planning in 
robotic manipulators uses a manipulator’s path description, 
dynamic relations, and other defined constraints. Thus, an 
optimization strategy has been devised for path planning 
considering the mentioned constraints. The paper is 
presented in the following manner: Section 2 describes and 
illustrates the dynamics of the robotic manipulator. The 
problem is formulated and presented in Section 3, and the 
approach to solving the problem of optimization of a robotic 
manipulator is presented in Section 4. Afterward, the results 
of the simulation and path planning are presented and 
discussed in Section 5. Finally, a summary and conclusion of 
the paper are presented in Section 6. 
 
2 DYNAMIC MODELLING OF THE MANIPULATOR  
  

 If we suppose that the manipulator’s joint angles are 
represented by a vector 𝑞𝑞, the joint angle velocity vector will 
be 𝑞̇𝑞, and 𝑞̈𝑞 will be the angular acceleration vector. The 
dynamic equation of the motion of the robot manipulator can 
be written as [49, 50]: 
 
𝑀𝑀(𝑞𝑞)𝑞̈𝑞 + 𝐶𝐶(𝑞𝑞, 𝑞̇𝑞)𝑞̇𝑞 + 𝐺𝐺(𝑞𝑞) = 𝑇𝑇                                      (1.1) 
 

The total torque 𝑇𝑇 is then given by: 
 
𝑇𝑇 = 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 + 𝑇𝑇𝑐𝑐 + 𝑇𝑇𝑓𝑓                                                          (1.2) 
 
where 𝑀𝑀(𝑞𝑞) ∈ 𝑅𝑅𝑛𝑛×𝑛𝑛is the inertia matrix and 𝐶𝐶(𝑞𝑞, 𝑞̇𝑞) ∈
𝑅𝑅𝑛𝑛×𝑛𝑛is a matrix that contains the information of centrifugal 
and Coriolis torques. Here, 𝐶𝐶 is not a unique matrix, 
but 𝐶𝐶(𝑞𝑞, 𝑞̇𝑞)𝑞̇𝑞 is a unique vector. 𝐺𝐺(𝑞𝑞) ∈ 𝑅𝑅𝑛𝑛×𝑛𝑛 is the gravity 
torque, 𝑇𝑇 is the vector of total torques, and 𝑛𝑛 is the number 
of joints angles. 𝑇𝑇𝑒𝑒𝑥𝑥𝑥𝑥 ,𝑇𝑇𝑐𝑐 , and 𝑇𝑇𝑓𝑓 are the external force, control 
and friction torques, respectively. The external torque 
𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 can be modelled as [49]: 
 
𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 𝐽𝐽𝑇𝑇𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒                                                                      (2) 
 
where 𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒is the external force at the robot’s end-effector, 
and 𝐽𝐽𝑇𝑇is the transpose of the Jacobian matrix. We consider 
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that the external force is generated by friction between the 
end-effector and task plane and its direction is along the 
opposite direction of the end-effector’s velocity. We can 
consider a model such as: 
 
𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒 = −𝜇𝜇𝜇𝜇𝑓𝑓𝑛𝑛𝑛𝑛�𝑣𝑣                                                                 (3) 

 
where 𝑣𝑣 is the norm of the velocity vector of the end-effector, 
𝑓𝑓𝑛𝑛is a normal force which is perpendicular to the surface 
which contains the velocity vector and the end-effector’s 
link, 𝜇𝜇 is the friction coefficient, and 𝑛𝑛�𝑣𝑣 is a unit vector along 
the velocity vector tangent to the path. The joint angle 
friction torque is thus modeled as [49, 50]: 
 
𝑇𝑇𝑓𝑓 = 𝐾𝐾𝑐𝑐𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑞̇𝑞) + 𝐾𝐾𝑣𝑣𝑞̇𝑞                                                      (4) 

 
where 𝐾𝐾𝑐𝑐is a diagonal matrix which contains the coulomb 
friction coefficients for any joint, and 𝐾𝐾𝑣𝑣 is another diagonal 
matrix that contains the viscous friction coefficients of the 
joint angles. There are a number of constraints due to the 
limitations of the robot manipulator. These constraints can be 
divided into two groups, the first of which is related to 
kinematics constraints, such as the constraints in joint angles, 
angular velocity, angular acceleration, jerk and higher time 
derivatives of the joint angles. We can consider limitations 
for the higher time derivatives of the joint angles. The second 
group is related to the constraints on the actuators. Many 
researchers consider 𝑞̇𝑞 and 𝑞̈𝑞 to have constraints, but when 
the actuator is able to generate more torque, it will be able to 
generate higher jerk and acceleration, so the limitations on 
the time derivatives of the joint angles come from the 
actuators. Consequently, the added limitations on the time 
derivatives of the joint angles will cause more limitation on 
the robot, which is why we will not use the actual potential 
of the robot. Here, we will consider the transmission of 
rotation between the actuators and the arm of the robot as 
being guaranteed by the mechanical transmission system of 
the gears. Although this mechanism reduces the angular 
velocity of the motor, it increases the generated torque of the 
motor, thus [49]: 
 
𝑇𝑇𝑐𝑐 = 𝑁𝑁𝑇𝑇𝑚𝑚,𝑁𝑁 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑([𝑁𝑁1, … ,𝑁𝑁𝑛𝑛])                                    (5) 
𝑞̇𝑞 = 𝑁𝑁−1𝑞̇𝑞𝑚𝑚 
 
where 𝑁𝑁 is the diagonal matrix of the transmission gear 
system, 𝑇𝑇𝑚𝑚the vector of motor’s torque, and 𝑞̇𝑞𝑚𝑚 is the speed 
of the motor. When the joint angle motors are DC motors, 
and using Kirchhoff’s voltage law for armature windings as 
represented in Fig. 1, the equations of the DC motor 
become [52]: 
 
𝐼𝐼̇ = 𝐿𝐿−1�−𝑅𝑅𝑅𝑅 − 𝐾𝐾𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑞̇𝑞𝑚𝑚 + 𝑈𝑈�                                         (6) 
𝑇𝑇𝑚𝑚 = 𝐾𝐾𝑚𝑚𝐼𝐼 
 
where 𝐿𝐿 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑([𝐿𝐿1, 𝐿𝐿2, … , 𝐿𝐿𝑛𝑛])is a diagonal matrix which 
contains the element of motor inductances and 𝑅𝑅 =
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑([𝑅𝑅1,𝑅𝑅2, … ,𝑅𝑅𝑛𝑛])is a matrix which contains armature 
resistances, 𝐾𝐾𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑔𝑔([𝐾𝐾𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏1,𝐾𝐾𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏2, … ,𝐾𝐾𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑛𝑛]) is 

the back electromotive force constant matrix, 𝑈𝑈 =
(𝑈𝑈1,𝑈𝑈2, … ,𝑈𝑈𝑛𝑛) is the input voltage vector, 𝐼𝐼 = (𝐼𝐼1, 𝐼𝐼2, … , 𝐼𝐼𝑛𝑛) 
is the armature current of each DC motor, and 𝐾𝐾𝑚𝑚 =
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑([𝐾𝐾1,𝐾𝐾2, … ,𝐾𝐾𝑛𝑛]) is the motor torque constant matrix. 
By substituting Eq. (6) into Eq. (5), we find that: 
 

𝑇𝑇𝑐̇𝑐 = 𝐴𝐴𝑇𝑇𝑐𝑐 + 𝐵𝐵𝑞̇𝑞 + 𝐷𝐷𝐷𝐷
𝐴𝐴 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ��− 𝑅𝑅1

𝐿𝐿1
,−𝑅𝑅2

𝐿𝐿2
, … ,−𝑅𝑅𝑛𝑛

𝐿𝐿𝑛𝑛
 ��

𝐵𝐵 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ��−
𝐾𝐾𝑚𝑚1𝐾𝐾𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏1𝑁𝑁1

2

𝐿𝐿1
,−

𝐾𝐾𝑚𝑚2𝐾𝐾𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏2𝑁𝑁2
2

𝐿𝐿2
, … ,−

𝐾𝐾𝑚𝑚𝑛𝑛𝐾𝐾𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑛𝑛𝑁𝑁𝑛𝑛
2

𝐿𝐿𝑛𝑛
��

𝐷𝐷 = 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 ��𝐾𝐾𝑚𝑚1𝑁𝑁1
𝐿𝐿1

, 𝐾𝐾𝑚𝑚2𝑁𝑁2
𝐿𝐿2

, … , 𝐾𝐾𝑚𝑚𝑛𝑛𝑁𝑁𝑛𝑛
𝐿𝐿𝑛𝑛

��

       (7)      

 

 
Figure 1 DC motor equivalent circuit. 

 
As a result, the augmented equations of the motion of the 

manipulator can be summarized as: 
 
𝑇𝑇𝑐𝑐 = 𝑀𝑀𝑞̈𝑞 + 𝐶𝐶𝑞̇𝑞 +G(𝑞𝑞) − 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑇𝑇𝑓𝑓                                                (8) 
 

By calculating the time derivative of Eq. (8), we have: 
 
𝑇𝑇𝑐̇𝑐 = 𝑀̇𝑀𝑞̈𝑞 + 𝑀𝑀𝑞𝑞 + 𝐶̇𝐶𝑞̇𝑞 + 𝐶𝐶𝑞̈𝑞 + 𝜕𝜕𝜕𝜕

𝜕𝜕𝜕𝜕
𝑞̇𝑞 − 𝑇̇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑇̇𝑇𝑓𝑓                      (9) 

 
Eq. (7) is rearranged as: 

 
𝑈𝑈 = 𝐷𝐷−1(𝑇𝑇𝑐̇𝑐 − 𝐴𝐴𝑇𝑇𝑐𝑐 − 𝐵𝐵𝑞̇𝑞)                                                     (10) 
 

Here, 𝑇̇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 and 𝑇̇𝑇𝑓𝑓 are calculated using Eq. (2), thus: 
 
𝑇̇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 = 𝐽𝐽𝑇̇𝑇𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒 + 𝐽𝐽𝑇𝑇𝐹̇𝐹𝑒𝑒𝑒𝑒𝑒𝑒                                                     (11) 
 

When the normal force is constant, by calculating the 
time derivative of 𝐹𝐹𝑒𝑒𝑒𝑒𝑒𝑒 using Eq. (3), we obtain: 
 
𝐹̇𝐹𝑒𝑒𝑒𝑒𝑒𝑒 = −𝜇𝜇𝑣̇𝑣𝑓𝑓𝑛𝑛𝑛𝑛�𝑣𝑣 − 𝜇𝜇𝜇𝜇𝑓𝑓𝑛𝑛𝑛𝑛�𝑣̇𝑣                                              (12) 
 
where 𝑛𝑛�𝑣𝑣 and 𝑛𝑛�𝑣̇𝑣 are the unit vector of velocity and its time 
derivative, respectively. Consequently, when the desired 
joint angles and their first, second and third time derivatives 
are known, to calculate 𝑈𝑈, we need to calculate 𝑇𝑇𝑐𝑐 using the 
desired path, after which Eq. (9) is used to calculate 𝑇𝑇𝑐̇𝑐. 
Finally, by using Eq. (10), 𝑈𝑈 is calculated. The constraints of 
the motors are as follows [52]: 
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�𝑞̇𝑞𝑚𝑚𝑖𝑖� ≤ 𝑞̇𝑞�𝑚𝑚𝑖𝑖                                                                   (13.1) 
 
|𝐼𝐼𝑖𝑖| ≤ 𝐼𝐼𝑖̅𝑖                                                                          (13.2) 
 
|𝑈𝑈𝑖𝑖| ≤ 𝑈𝑈�𝑖𝑖                                                                       (13.3) 
 
�𝐼𝐼𝑖̇𝑖� ≤ 𝐼𝐼̇𝑖̅𝑖                                                                           (13.4) 
 

�
1
𝑡𝑡𝑓𝑓
∫ 𝐼𝐼𝑖𝑖2(𝑡𝑡) 𝑑𝑑𝑑𝑑𝑡𝑡𝑓𝑓
0 ≤ 𝐼𝐼𝑐̅𝑐𝑖𝑖 ,  (𝑖𝑖 = 1, 2, … ,𝑛𝑛)                       (13.5) 

 
where 𝑛𝑛 is the number of joint angles, and 𝑞̇𝑞�𝑚𝑚𝑖𝑖 , 𝐼𝐼𝑖̅𝑖 , 𝑈𝑈�𝑖𝑖 , 𝐼𝐼̇𝑖̅𝑖 , 𝐼𝐼𝑐̅𝑐𝑖𝑖 , 
are the maximum admissible motor speed, current, feeding 
voltage, the time derivative of current and braked motor 
current, respectively. Finally, we have to convert these 
constraints into robot manipulator constraints: 
 
|𝑞̇𝑞𝑖𝑖| ≤ 𝑁𝑁−1𝑞̇𝑞�𝑚𝑚𝑖𝑖                                                                (14.1) 
 
�𝑇𝑇𝑐𝑐𝑖𝑖� ≤ 𝑁𝑁𝐾𝐾𝑚𝑚𝐼𝐼𝑖̅𝑖                                                                  (14.2) 
 
�𝑇𝑇𝑐̇𝑐𝑖𝑖� ≤ 𝑁𝑁𝐾𝐾𝑚𝑚𝐼𝐼̇𝑖̅𝑖                                                                           (14.3) 
 

�
1
𝑡𝑡𝑓𝑓
∫ 𝑇𝑇𝑐𝑐𝑖𝑖

2(𝑡𝑡)𝑑𝑑𝑑𝑑𝑡𝑡𝑓𝑓
0 ≤ 𝑁𝑁2𝐾𝐾𝑚𝑚2𝐼𝐼𝑐̅𝑐𝑖𝑖

2,(𝑖𝑖 = 1, 2, … ,𝑛𝑛)           (14.4)                    

 

where 𝑞̇𝑞𝑖𝑖 ,𝑇𝑇𝑐𝑐𝑖𝑖 , 𝑇𝑇𝑐̇𝑐𝑖𝑖 and�
1
𝑡𝑡𝑓𝑓
∫ 𝑇𝑇𝑐𝑐𝑖𝑖

2(𝑡𝑡)𝑑𝑑𝑑𝑑𝑡𝑡𝑓𝑓
0  are the angular 

velocity of joint angles, the control torque, the time 
derivative of the control torque, and the guaranteed term for 
harmless overtaking of the permanent operating range [33]. 

 
3 DEFINITION OF THE PARAMETRIC TRAJECTORY 

OPTIMIZATION PROBLEM  
 
We are interested in performing a task with the 

manipulator in the minimum-time. Therefore, the cost 
function can be expressed as: 
Cost function: 
 
𝐽𝐽 = ∫ 𝑑𝑑𝑑𝑑 =𝑡𝑡𝑓𝑓

0 𝑡𝑡𝑓𝑓                                                              (15.1) 
 
Subject to the constraints: 
 

𝑇𝑇𝑐𝑐 = 𝑀𝑀𝑞̈𝑞 + 𝐶𝐶𝑞̇𝑞 + 𝐺𝐺(𝑞𝑞) − 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑇𝑇𝑓𝑓 

     (15.2) 
𝑇𝑇𝑐̇𝑐 = 𝑀̇𝑀𝑞̈𝑞 + 𝑀𝑀𝑞𝑞 + 𝐶̇𝐶𝑞̇𝑞 + 𝐶𝐶𝑞̈𝑞 +

𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

𝑞̇𝑞 − 𝑇̇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑇̇𝑇𝑓𝑓 

𝑈𝑈 = 𝐷𝐷−1(𝑇𝑇𝑐̇𝑐 − 𝐴𝐴𝑇𝑇𝑐𝑐 − 𝐵𝐵𝑞̇𝑞) 

|𝑞̇𝑞𝑖𝑖| ≤ 𝑁𝑁−1𝑞̇𝑞�𝑚𝑚𝑖𝑖 

�𝑇𝑇𝑐𝑐𝑖𝑖� ≤ 𝑁𝑁𝐾𝐾𝑚𝑚𝐼𝐼𝑖̅𝑖 

�𝑇𝑇𝑐̇𝑐𝑖𝑖� ≤ 𝑁𝑁𝐾𝐾𝑚𝑚𝐼𝐼̇𝑖̅𝑖 

�
1
𝑡𝑡𝑓𝑓
� 𝑇𝑇𝑐𝑐𝑖𝑖

2(𝑡𝑡)𝑑𝑑𝑑𝑑
𝑡𝑡𝑓𝑓

0
≤ 𝑁𝑁2𝐾𝐾𝑚𝑚2, (𝑖𝑖 = 1, 2, … ,𝑛𝑛) 

 
where 𝑀𝑀 and 𝐶𝐶 are functions of 𝑞𝑞 and 𝑞̇𝑞, respectively. 
Therefore, the time derivatives of these matrices are: 
 

𝑀̇𝑀 = ∑  𝑛𝑛
𝑖𝑖=1

𝜕𝜕𝜕𝜕
𝜕𝜕𝑞𝑞𝑖𝑖

𝑞̇𝑞𝑖𝑖

𝐶̇𝐶 = ∑  𝑛𝑛
𝑖𝑖=1

𝜕𝜕𝜕𝜕
𝜕𝜕𝑞𝑞𝑖𝑖

𝑞̇𝑞𝑖𝑖 + ∑  𝑛𝑛
𝑖𝑖=1

𝜕𝜕𝜕𝜕
𝜕𝜕𝑞̇𝑞𝑖𝑖

𝑞̈𝑞𝑖𝑖
                                         (16) 

 
Let us suppose that the purpose of path planning is to 

track a desired path in the Cartesian space that is 
parameterized by 𝛾𝛾. The position of end-effector 𝑟𝑟 is the 
function of the path parameter (𝛾𝛾). 
 

 
Figure 2 Trajectory planning along a parameterized path. 

 
In Fig. 2, the coordinates of the start and stop points are 

𝑟𝑟0 and 𝑟𝑟𝑓𝑓. When the robot is at the starting point, for 
simplicity 𝛾𝛾 is 𝛾𝛾(𝑡𝑡0) = 0, and at the stopping point, it is 
𝛾𝛾�𝑡𝑡𝑓𝑓� = 𝛾𝛾𝑓𝑓. The aim of an optimization problem is to find 
𝛾𝛾(𝑡𝑡) to minimize the cost function equation Eq. (15.1) by 
considering the constraints equation Eq. (15.2). In this paper, 
a polynomial approach is taken to convert the function 
optimization problem into a parameter optimization problem. 
Therefore, the approach will be a suboptimal solution. 
However, 𝛾𝛾(𝑡𝑡) has a number of constraints due to the 
limitations of a manipulator. Firstly, we know that 𝛾𝛾 has two 
constraints due to the definition of the path at the initial and 
the final times as: 

 
𝛾𝛾(𝑡𝑡0) = 𝛾𝛾(0) = 0

𝛾𝛾�𝑡𝑡𝑓𝑓� = 𝛾𝛾𝑓𝑓
                                                             (17) 

 

Y 

Z 

 X 
 

𝑡𝑡 = 𝑡𝑡0 𝑡𝑡 = 𝑡𝑡𝑓𝑓 

𝑟𝑟𝑓𝑓 𝑟𝑟0 

𝑟𝑟(𝛾𝛾) 

desired path 
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To find other constraints, we have to find the relation 
between the kinematic constraints in the Cartesian space and 
the joint space. Therefore, we start by finding the relation 
between the velocity, acceleration, and jerk as functions of 
time in the Cartesian space, thus: 
 
𝑟̇𝑟 = v = 𝑟𝑟′𝛾̇𝛾 
 
𝑟̈𝑟 = 𝑎𝑎 = 𝑟𝑟′′𝛾̇𝛾2 + 𝑟𝑟′𝛾̈𝛾                                                        (18) 
 
𝑟𝑟 = 𝒥𝒥 = 𝑟𝑟′′′𝛾̇𝛾2 +2𝑟𝑟′′𝛾̈𝛾 + 𝑟𝑟′𝛾𝛾 

 
Here, v,𝑎𝑎, and 𝒥𝒥  are the velocity, acceleration and jerk 

of the end-effector, respectively. The relation between 
kinematic parameters in the Cartesian space and the joint 
space are: 
 
v = 𝐽𝐽𝑞̇𝑞 
 
𝑎𝑎 = 𝐽𝐽𝑞̇̇𝑞 + 𝐽𝐽𝑞̈𝑞                                                                      (19) 
 
𝒥𝒥 = 𝐽𝐽𝑞̇̈𝑞 + 2𝐽𝐽𝑞̈̇𝑞 + 𝐽𝐽𝑞𝑞 
 
where 𝐽𝐽, 𝐽𝐽,̇ and 𝐽𝐽 ̈ are the Jacobian, first and second time 
derivatives of the Jacobian matrix at any time, respectively. 
It is desirable for the velocity, acceleration and jerk to be zero 
at the initial time. Therefore, by using Eq. (18), 𝑞̇𝑞,  𝑞̈𝑞, 𝑞𝑞,⃛ will 
be zero. These conditions are simple in the view of the 
actuators for starting because the commands of the actuator 
will not jump to the maximum. Hence, if at the starting point 
the velocity, acceleration and jerk in the Cartesian space are 
zero, then the time derivatives of the path parameter 𝛾̇𝛾(0), 
𝛾̈𝛾(0) and 𝛾𝛾(0) will be zero. Therefore, the initial conditions 
for 𝛾𝛾(𝑡𝑡) are: 
 
𝛾𝛾(0) = 0 
 
𝛾̇𝛾(0) = 0                                                                           (20) 
 
𝛾̈𝛾(0) = 0 
 
𝛾𝛾(0) = 0 

 
It is necessary to define the final conditions for the path 

parameter. We know that 𝛾𝛾𝑓𝑓 is known by the definition of the 
path, hence again, in order to have zero velocity, zero 
acceleration, and zero jerk in the Cartesian and joint spaces, 
the final condition for 𝛾𝛾(𝑡𝑡) will be: 

 
𝛾𝛾�𝑡𝑡𝑓𝑓� = 𝛾𝛾𝑓𝑓  

           
(21) 

𝛾̇𝛾�𝑡𝑡𝑓𝑓� = 0  

𝛾̈𝛾�𝑡𝑡𝑓𝑓� = 0  

𝛾𝛾�𝑡𝑡𝑓𝑓� = 0  
 

For a suboptimal solution, let us suppose that the 
function 𝛾𝛾(𝑡𝑡) is approximated by a time series as: 
 
𝛾𝛾(𝑡𝑡) = ∑ 𝑎𝑎𝑖𝑖𝑛𝑛

𝑖𝑖=4 𝑡𝑡𝑖𝑖                                                              (22) 
 

In the above format, all initial conditions will satisfy, but 
the final conditions will not satisfy. Because of the 
simplicity, for the satisfaction of the final conditions, we will 
consider a model for 𝛾𝛾(𝑡𝑡) to be: 
 
𝛾𝛾(𝑡𝑡) = 𝐴𝐴𝛾𝛾1(𝑡𝑡) + 𝐵𝐵𝛾𝛾2(𝑡𝑡) + 𝐶𝐶𝛾𝛾3(𝑡𝑡) + 𝐷𝐷𝛾𝛾4(𝑡𝑡)                        (23) 
 

Here, 𝐴𝐴,𝐵𝐵,𝐶𝐶, and 𝐷𝐷 are constant and unknown 
parameters and 𝛾𝛾1, 𝛾𝛾2, 𝛾𝛾3 and 𝛾𝛾4 have a format as in 
Eq. (22); therefore, they will satisfy the initial conditions: 

 

𝛾𝛾1(𝑡𝑡) =  �𝑎𝑎𝑖𝑖

𝑛𝑛

𝑖𝑖=4

𝑡𝑡𝑖𝑖 

    (24) 

𝛾𝛾2(𝑡𝑡) = �𝑏𝑏𝑖𝑖

𝑛𝑛

𝑖𝑖=4

𝑡𝑡𝑖𝑖 

𝛾𝛾3(𝑡𝑡) = �𝑐𝑐𝑖𝑖

𝑛𝑛

𝑖𝑖=4

𝑡𝑡𝑖𝑖 

𝛾𝛾4(𝑡𝑡) = �𝑑𝑑𝑖𝑖

𝑛𝑛

𝑖𝑖=4

𝑡𝑡𝑖𝑖 

 
Therefore, when 𝑎𝑎𝑖𝑖 , 𝑏𝑏𝑖𝑖 , 𝑐𝑐𝑖𝑖 , and 𝑑𝑑𝑖𝑖 , (𝑖𝑖 =  4, … ,𝑛𝑛), and 

𝑡𝑡𝑓𝑓 are known, we are able to calculate 𝐴𝐴,𝐵𝐵,𝐶𝐶, and 𝐷𝐷 as: 
 

𝐴𝐴𝛾𝛾1�𝑡𝑡𝑓𝑓� + 𝐵𝐵𝛾𝛾2�𝑡𝑡𝑓𝑓� + 𝐶𝐶𝛾𝛾3�𝑡𝑡𝑓𝑓� + 𝐷𝐷𝛾𝛾4�𝑡𝑡𝑓𝑓� = 𝛾𝛾𝑓𝑓  

(25) 
𝐴𝐴𝛾𝛾1̇�𝑡𝑡𝑓𝑓� + 𝐵𝐵𝛾𝛾2̇�𝑡𝑡𝑓𝑓� + 𝐶𝐶𝛾𝛾3̇�𝑡𝑡𝑓𝑓� + 𝐷𝐷𝛾𝛾4̇�𝑡𝑡𝑓𝑓� = 0  

𝐴𝐴𝛾𝛾1̈�𝑡𝑡𝑓𝑓� + 𝐵𝐵𝛾𝛾2̈�𝑡𝑡𝑓𝑓� + 𝐶𝐶𝛾𝛾3̈�𝑡𝑡𝑓𝑓� + 𝐷𝐷𝛾𝛾4̈�𝑡𝑡𝑓𝑓� = 0  

𝐴𝐴𝛾𝛾1⃛�𝑡𝑡𝑓𝑓� + 𝐵𝐵𝛾𝛾2⃛�𝑡𝑡𝑓𝑓� + 𝐶𝐶𝛾𝛾3⃛�𝑡𝑡𝑓𝑓� + 𝐷𝐷𝛾𝛾4⃛�𝑡𝑡𝑓𝑓� = 0  

 
In Eq. (25), there are four unknown parameters 𝐴𝐴,𝐵𝐵,𝐶𝐶, 

and 𝐷𝐷, when 𝛾𝛾1, 𝛾𝛾2, 𝛾𝛾3 and 𝛾𝛾4 at the final time are known. 
Therefore, for the satisfaction of the final conditions, we can 
then write: 
 

�
𝐴𝐴
𝐵𝐵
𝐶𝐶
𝐷𝐷

� =

⎣
⎢
⎢
⎢
⎡𝛾𝛾1�𝑡𝑡𝑓𝑓�   𝛾𝛾2�𝑡𝑡𝑓𝑓�   𝛾𝛾3�𝑡𝑡𝑓𝑓�   𝛾𝛾4�𝑡𝑡𝑓𝑓�
𝛾̇𝛾1�𝑡𝑡𝑓𝑓�   𝛾̇𝛾2�𝑡𝑡𝑓𝑓�   𝛾̇𝛾3�𝑡𝑡𝑓𝑓�   𝛾̇𝛾4�𝑡𝑡𝑓𝑓�
𝛾̈𝛾1�𝑡𝑡𝑓𝑓�   𝛾̈𝛾2�𝑡𝑡𝑓𝑓�   𝛾̈𝛾3�𝑡𝑡𝑓𝑓�   𝛾̈𝛾4�𝑡𝑡𝑓𝑓�
𝛾𝛾1�𝑡𝑡𝑓𝑓�   𝛾𝛾2�𝑡𝑡𝑓𝑓�   𝛾𝛾3�𝑡𝑡𝑓𝑓�   𝛾𝛾4�𝑡𝑡𝑓𝑓�⎦

⎥
⎥
⎥
⎤
−1

�

𝛾𝛾𝑓𝑓 
0
0
0

�                 (26) 

 
Hence, when 𝐴𝐴,𝐵𝐵,𝐶𝐶, and 𝐷𝐷 are selected from Eq. (26), 

the initial and final conditions will always be satisfied. 
Consequently, 𝛾𝛾(𝑡𝑡) will be a function of the unknown vector 
as: 
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𝛾𝛾(𝑡𝑡) = 𝛾𝛾(𝑥𝑥, 𝑡𝑡)
𝑥𝑥 = [𝑎𝑎4, … ,𝑎𝑎𝑛𝑛,𝑏𝑏4, … , 𝑏𝑏𝑛𝑛, 𝑐𝑐4, … , 𝑐𝑐𝑛𝑛,𝑑𝑑4, … ,𝑑𝑑𝑛𝑛, 𝑡𝑡𝑓𝑓]𝑇𝑇          (27)                            

 
Here, 𝑥𝑥 is an unknown vector that has to be found by the 

minimization of the cost function in Eq. (15.1) subjected to 
the constraint Eq. (15.2). Therefore, the objective function 
Eq. (15.1) and constraints Eq. (15.2) will updated as: 
Cost function: 
 
𝐽𝐽(𝑥𝑥) = [01x4(𝑛𝑛−4) 1]𝑥𝑥 
 
The constraint equations are: 
 
𝑇𝑇𝑐𝑐 = 𝑀𝑀𝑞̈𝑞 + 𝐶𝐶𝑞̇𝑞 + 𝐺𝐺(𝑞𝑞) − 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑇𝑇𝑓𝑓 
 

𝑇𝑇𝑐̇𝑐 = 𝑀̇𝑀𝑞̈𝑞 + 𝑀𝑀𝑞𝑞 + 𝐶̇𝐶𝑞̇𝑞 + 𝐶𝐶𝑞̈𝑞 +
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

𝑞̇𝑞 − 𝑇̇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 − 𝑇̇𝑇𝑓𝑓 

 
𝑈𝑈 = 𝐷𝐷−1�𝑇𝑇𝑐̇𝑐 − 𝐴𝐴𝑇𝑇𝑐𝑐 − 𝐵𝐵𝑞̇𝑞� 
 
|𝑞̇𝑞𝑖𝑖| ≤ 𝑁𝑁−1𝑞̇𝑞�𝑚𝑚𝑖𝑖                                                                  (28) 
 
�𝑇𝑇𝑐𝑐𝑖𝑖� ≤ 𝑁𝑁𝐾𝐾𝑚𝑚𝐼𝐼𝑖̅𝑖 
 
�𝑇𝑇𝑐̇𝑐𝑖𝑖� ≤ 𝑁𝑁𝐾𝐾𝑚𝑚𝐼𝐼̇𝑖̅𝑖 
 

�
1
𝑡𝑡𝑓𝑓
� 𝑇𝑇𝑐𝑐𝑖𝑖

2(𝑡𝑡)𝑑𝑑𝑑𝑑
𝑡𝑡𝑓𝑓

0
≤ 𝑁𝑁2𝐾𝐾𝑚𝑚2𝐼𝐼𝑐̅𝑐𝑖𝑖

2, (𝑖𝑖 = 1, 2, … ,𝑛𝑛) 

 
4 MANAGING THE CONSTRAINTS OF THE OPTIMIZATION 

PROBLEM 
 
The purpose of the optimization problem is to minimize 

the final time subjected to the dynamic of the manipulator. 
As mentioned previously, parameters are unknown. 

Here they are collected in the vector x. Therefore, the 
objective function can be written as: 
 
𝐽𝐽(𝑥𝑥) = 𝑥𝑥𝑁𝑁�+1 = 𝑡𝑡𝑓𝑓                                                                    (29) 
 

Here, 𝑁𝑁� is the number of unknown parameters for the 
modelling of γ(t); therefore, 4(𝑛𝑛 − 4) = 𝑁𝑁�. However, there 
are a number of constraints due to the limitations related to 
the angular velocity and the motor input voltages, and the 
torques of the motors. These constraints may appear at any 
time. We can manage the constraints of the problem at any 
time by adding the previous constraints. A simple method of 
doing this is to divide the time between the initial and final 
time with known and constant 𝑚𝑚 incremental times. The 
constraints listed in Table 1 are divided into two types. The 
first type consists of differential equations and the second 
type consists of normal nonlinear or linear inequality 
equations. 

In this paper, we suggest rewriting every constraint 
without solving the differential equations. We know that 
some constraints may appear at all times, hence we can 

manage the constraints of the problem at any time by adding 
to the previous constraints. A simple method for doing so is 
to generate new constraints for any time interval. Therefore, 
when the vectors 𝑥𝑥 and 𝑡𝑡𝑓𝑓 are known, we can divide the 𝑡𝑡𝑓𝑓 to 
𝑚𝑚 incremental times as: 

 
∆𝑡𝑡 =

𝑡𝑡𝑓𝑓 

𝑚𝑚
, 𝑡𝑡𝑘𝑘 = ∆𝑡𝑡𝑡𝑡, (𝑘𝑘 = 0, … ,𝑚𝑚)                                   (30) 

 
To prepare the constraints as a function of the unknown 
vector x, the initial time x0 is first generated as a random 
vector. This random vector will guarantee the initial and final 
condition of the path parameter, but it is necessary for it to be 
tuned for other constraints. Tab. 1 shows the processes of the 
generating of constraints for each time as listed in Tab. 1. 
 

Table 1 Managing constraints for the optimization problem at time 𝑡𝑡𝑘𝑘 
Initial time - Initial estimate of the final time 𝑡𝑡𝑓𝑓(0) 

- Generating a random vector 𝑥𝑥 

For 
(𝑘𝑘 = 1, … ,𝑚𝑚) 

- using of 𝑥𝑥, calculate 𝛾𝛾𝑘𝑘 , 𝛾̇𝛾𝑘𝑘 , 𝛾̈𝛾𝑘𝑘 ,𝛾𝛾𝑘𝑘 
- using Eq. (18), calculate 𝑟𝑟𝑘𝑘 , 𝑟̇𝑟𝑘𝑘 , 𝑟̈𝑟𝑘𝑘 , 𝑟𝑟𝑘𝑘 
- Calculate: 
𝑞𝑞𝑘𝑘 = 𝑞𝑞(𝑟𝑟𝑘𝑘) 
𝐽𝐽𝑘𝑘 and 𝐽𝐽𝑘̇𝑘 
𝑞̇𝑞𝑘𝑘 = 𝐽𝐽𝑘𝑘−1𝑟𝑟𝑘𝑘′𝛾̇𝛾𝑘𝑘 𝐽𝐽𝑘̇𝑘 
𝑣𝑣 = 𝐽𝐽𝑘𝑘𝑞𝑞𝑘̇𝑘 
- Calculate: 
𝑀𝑀𝑘𝑘(𝑞𝑞𝑘𝑘),𝐶𝐶𝑘𝑘(𝑞𝑞𝑘𝑘 , 𝑞̇𝑞𝑘𝑘), 𝐺𝐺𝑘𝑘 , 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘 ,𝑇𝑇𝑓𝑓𝑘𝑘 
𝑞̈𝑞𝑘𝑘 = 𝐽𝐽𝑘𝑘−1(−𝐽𝐽𝑘̇𝑘𝑞̇𝑞𝑘𝑘 + 𝑟𝑟𝑘𝑘′′𝛾̇𝛾𝑘𝑘2 + 𝑟𝑟𝑘𝑘′𝛾̈𝛾𝑘𝑘) 
𝑇𝑇𝑐𝑐𝑘𝑘 = 𝑀𝑀𝑘𝑘𝑞̈𝑞𝑘𝑘 + 𝐶𝐶𝑘𝑘𝑞̇𝑞𝑘𝑘 + 𝐺𝐺𝑘𝑘𝑞𝑞𝑘𝑘 − 𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘 − 𝑇𝑇𝑓𝑓𝑘𝑘 
- Calculate: 
𝑀̇𝑀𝑘𝑘(𝑞𝑞𝑘𝑘 , 𝑞̇𝑞𝑘𝑘),𝐶𝐶𝑘̇𝑘 ,𝐺𝐺𝑘̇𝑘 , 𝑇̇𝑇𝑒𝑒𝑒𝑒𝑒𝑒𝑘𝑘, 𝑇̇𝑇𝑓𝑓𝑘𝑘 
𝑞𝑞𝑘𝑘 = 𝐽𝐽𝑘𝑘−1(−𝐽𝐽𝑘𝑘−1𝑞̇𝑞𝑘𝑘 − 2𝐽𝐽𝑘̇𝑘𝑞̈𝑞𝑘𝑘 + 𝑟𝑟𝑘𝑘′′′𝛾̇𝛾𝑘𝑘2

+ 2𝑟𝑟𝑘𝑘′′𝛾̈𝛾𝑘𝑘 + 𝑟𝑟𝑘𝑘′𝛾𝛾𝑘𝑘) 

𝑇̇𝑇𝑐𝑐𝑘𝑘 = 𝑀̇𝑀𝑞̈𝑞 + 𝑀𝑀𝑞𝑞 + 𝐶̇𝐶𝑞̇𝑞 + 𝐶𝐶𝑞̈𝑞 +
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

𝑞̇𝑞 − 𝑇̇𝑇𝑒𝑒𝑒𝑒𝑒𝑒 

𝑈𝑈𝑘𝑘 = 𝐷𝐷−1(𝑇̇𝑇𝑐𝑐𝑘𝑘 − 𝐴𝐴𝑇𝑇𝑐𝑐𝑘𝑘 − 𝐵𝐵𝑞̇𝑞𝑘𝑘) 
Constraints are: 

𝐶𝐶𝑘𝑘 =

⎩
⎪
⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎪
⎧ 𝑈𝑈𝑘𝑘 − 𝑈𝑈�
𝑈𝑈 − 𝑈𝑈𝑘𝑘 

 𝑇𝑇𝑐𝑐𝑘𝑘 − 𝑇𝑇�𝑐𝑐
𝑇𝑇𝑐𝑐 − 𝑇𝑇𝑐𝑐𝑘𝑘
𝑞̇𝑞𝑘𝑘 − 𝑞̇𝑞� 
𝑞̇𝑞 − 𝑞̇𝑞𝑘𝑘 

𝑇̇𝑇𝑐𝑐𝑘𝑘 − 𝑇̇𝑇�𝑐𝑐
𝑇̇𝑇𝑐𝑐 − 𝑇̇𝑇𝑐𝑐𝑘𝑘
𝛾𝛾𝑘𝑘 ≥ 0
𝛾̇𝛾𝑘𝑘 ≥ 0 ⎭

⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎫

≤ 0 

 
In Tab. 1, 𝑎𝑎 and 𝑎𝑎 are respectively used to represent the 

maximum and minimum of the parameter 𝑎𝑎. Therefore, the 
size of constraints at each step will increase. There are ten 
constraints in each 𝑡𝑡𝑘𝑘, hence the size of the constraint vector 
at the end will be 10(𝑚𝑚 +  1). In Eq. (28), there is an integral 
equation for any motor. This integral can be approximated as: 
 
∆𝑡𝑡 ∑  𝑁𝑁

𝑖𝑖=1 𝑇𝑇𝑐𝑐𝑖𝑖
2 = 𝑁𝑁∆𝑡𝑡𝑇𝑇�𝑐𝑐𝑖𝑖

2                                                  (31) 
 

Therefore, at the end of each iteration, another constraint 
will be added to the previous constraints. 
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5 SIMULATION STUDY 
 
Simulations in the MATLAB environment were used to 

test the performance of the proposed algorithm. A model of 
the SCARA robot (Selective Compliance Assembly Robot 
Arm) used in the simulation study are given in ref. [33]. 
However, there are some additional parameters and small 
changes that we considered in the simulations. The model of 
the manipulator (represented in Fig. 3) that is considered for 
the simulation is: 
 
�
(3.78 + 0.272cos𝑞𝑞2 + 0.022sin𝑞𝑞2) + (0.08 + 0.136cos𝑞𝑞2 + 0.011sin𝑞𝑞2)

(0.08 + 0.136𝑐𝑐𝑐𝑐𝑐𝑐𝑞𝑞2 + 0.011sin𝑞𝑞2)       0
0.08� �

𝑞̈𝑞1
𝑞̈𝑞2
� +

�
(0.011cos𝑞𝑞2 − 0.136sin𝑞𝑞2) + (𝑞̇𝑞2 + 𝑞̇𝑞1) + 0.07  

(0.011𝑐𝑐𝑐𝑐𝑐𝑐𝑞𝑞2 − 0.136𝑠𝑠𝑠𝑠𝑠𝑠𝑞𝑞2)𝑞̇𝑞1
 (0.011cos𝑞𝑞2 − 0.136sin𝑞𝑞2)𝑞̇𝑞1

0.013
� �𝑞̇𝑞1𝑞̇𝑞2

� = �
𝑇𝑇𝑐𝑐1
𝑇𝑇𝑐𝑐2

� +

�0.62𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑞̇𝑞1 
0.17𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑞̇𝑞2

� + �𝐾𝐾𝑣𝑣1
0

 
0
𝐾𝐾𝑣𝑣2

� �𝑞̇𝑞1𝑞̇𝑞2
� + �

𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒1
𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒2

�                                               (32-1) 
 
The position of the end-effector is a function of the 

length of the robot arm and joint angles, thus: 
 

𝑟𝑟 = �
𝑥𝑥
𝑦𝑦� = �𝐿𝐿1𝑐𝑐𝑐𝑐𝑐𝑐𝑞𝑞1 + 𝐿𝐿2𝑐𝑐𝑐𝑐𝑐𝑐(𝑞𝑞1 + 𝑞𝑞2)

𝐿𝐿1𝑠𝑠𝑠𝑠𝑠𝑠𝑞𝑞1 + 𝐿𝐿2𝑠𝑠𝑠𝑠𝑠𝑠(𝑞𝑞1 + 𝑞𝑞2)�                       (32-2) 

 
By using the above forward kinematic, the inverse 

kinematic of the robot is: 
 
𝑞𝑞1 = tan−1 �𝑦𝑦

𝑥𝑥
� − tan−1 �𝐾𝐾2

𝐾𝐾1
�                                                  (33) 

 
𝑞𝑞2 = tan−1 �sin(𝑞𝑞2)

cos(𝑞𝑞2)
�                                                                       (34) 

 
where 𝐾𝐾1, 𝐾𝐾2, sin(𝑞𝑞2) and cos(𝑞𝑞2) are: 

 
𝐾𝐾1 = 𝐿𝐿1 + 𝐿𝐿2cos(𝑞𝑞2),  𝐾𝐾2 = 𝐿𝐿2sin(𝑞𝑞2) 
 
sin𝑞𝑞2 = ±�1 − cos𝑞𝑞22 
 

cos𝑞𝑞2 =
𝑥𝑥2 + 𝑦𝑦2 − 𝐿𝐿12 − 𝐿𝐿22

2𝐿𝐿1𝐿𝐿2
 

 

 
Figure 3 Photo of the IRCCyN SCARA robot 

 
The parameters of the robot are presented in Tab. 2. 
 

Table 2 Parameters of the IRCCyN SCARA robot. 
Task No 𝜇𝜇 𝐾𝐾𝑣𝑣 𝐾𝐾𝑐𝑐 𝐿𝐿 (𝑚𝑚) 

1 0.2 0.4 0.01 0.21 
2 0.2 0.3 0.01 0.3 

 
The normal force is fn = 0.1N. The electro-mechanical 

constraints of the actuators are presented in Tab. 3. 
 

Table 3 Electro-mechanical constraints of the SCARA robot. 
Axis 𝑈𝑈� (volt) 𝑞𝑞 (deg) 𝑞̇𝑞� (rad · s−1) 

1 20 0-270 1.5 
2 20 0-180 2 
 
The purpose of the simulations is to plot Fig. 3 with a 

pencil attached to the end-effector. Hence, there is the desired 
path, and the end-effector has to track that path. Here, the 
Cartesian path as a function of the path parameter is 
considered to be: 
 

𝑟𝑟 = � 𝜌𝜌sin(𝛾𝛾)
0.5𝜌𝜌cos(𝛾𝛾)�                                                             (35) 

         
Then, the derivative of 𝑟𝑟 with respect to the path 

parameter (𝛾𝛾) are listed as follows: 
 

𝑟𝑟′ = � 𝜌𝜌′ sin(𝛾𝛾) + 𝜌𝜌cos(𝛾𝛾)
0.5𝜌𝜌′cos(𝛾𝛾) − 0.5𝜌𝜌sin(𝛾𝛾)�                                                

(36) 
 

𝑟𝑟′′ = � 𝜌𝜌′′ sin(𝛾𝛾) + 2𝜌𝜌′ cos(𝛾𝛾) − 𝜌𝜌𝜌𝜌𝜌𝜌𝜌𝜌(𝛾𝛾)
0.5𝜌𝜌′′cos(𝛾𝛾) − 𝜌𝜌′sin(𝛾𝛾) + 0.5𝜌𝜌cos(𝛾𝛾)�                   (37) 

 
𝑟𝑟′′′ = �

𝜌𝜌′′′ sin(𝛾𝛾) + 3𝜌𝜌′′cos(𝛾𝛾) − 3𝜌𝜌′sin(𝛾𝛾) + 𝜌𝜌cos(𝛾𝛾)
0.5𝜌𝜌′′′cos(𝛾𝛾) − 1.5𝜌𝜌′′sin(𝛾𝛾) − 0.5𝜌𝜌′cos(𝛾𝛾) − 𝜌𝜌sin(𝛾𝛾)�               (38) 

 
Here ρ, ρ', ρ'', ρ''', are: 
 

𝜌𝜌 = 0.4 − 0.1𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝛾(𝛾𝛾), (0 ≤ 𝛾𝛾 ≤ 2000) 
 
𝜌𝜌′ = −0.1𝑐𝑐𝑐𝑐𝑐𝑐(𝛾𝛾) + 0.1𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝛾(𝛾𝛾) 
 
𝜌𝜌′′ = 0.2 𝑠𝑠𝑠𝑠𝑠𝑠(𝛾𝛾) + 0.1𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝛾 (𝛾𝛾) 
 
𝜌𝜌′′′ = −0.4 𝑠𝑠𝑠𝑠𝑠𝑠(𝛾𝛾) − 0.1𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝛾 (𝛾𝛾) 

 
The desired path is presented in Fig. 4 and the starting 

and stopping points are: 
 
𝑟𝑟0 = � 0

0.2�𝑚𝑚, 𝑟𝑟𝑓𝑓 = �−0.1965
−0.2699�𝑚𝑚 

 
The desired path, start-point and end-point in the 

Cartesian space are shown in Fig. 4. To provide an 
approximation for 𝛾𝛾 as a function of time, 𝑛𝑛 in Eq. (22) is set 
to be 𝑛𝑛 = 10. The Taylor expansion will contain terms up to 
𝑡𝑡10 and 𝑎𝑎𝑖𝑖 = 𝑏𝑏𝑖𝑖 = 𝑐𝑐𝑖𝑖 = 𝑑𝑑𝑖𝑖 = 0, (𝑖𝑖 = 1, … ,4). The number of 
unknown parameters for the representation of 𝛾𝛾 is (4 × 6) and 
by adding 𝑡𝑡𝑓𝑓 , there will be (4 × 6 + 1) = 25 unknown 
parameters. To initialize the unknown parameters, we use a 
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normal distribution to generate the coefficients of the path 
parameter. Moreover, the initial estimation of the final time 
is considered to be (17) seconds. The time between (0 and 
17) seconds is divided into (5000) points; then, as mentioned 
in Tab. 1, the number of constraints is (50 000). For any 
iteration, when the time is increasing, the number of 
constraints will increase. After running the optimization 
algorithm, the final time is found to be (14.4296) seconds and 
the results below are found. The path parameter and its first, 
second and third time derivatives are presented in Figs. 5 and 
6. 

 

 
Figure 4 Desired path along the 𝑥𝑥 and 𝑦𝑦 axes 

 

 
Figure 5 Optimal path parameter 

 

 
Figure 6 Time derivatives of the path parameter 

Fig. 5 shows that the path parameter starts at zero and 
stops at (200 deg = 3.4907 rad). The path parameter has a 
smooth graph and Fig. 6 shows the first three-time 
derivatives of the path parameter. Those parameters are 
smooth and have zero values at the start and stop points. In 
addition to that, the first-time derivative has a positive value. 
Consequently, 𝛾𝛾 is an increasing function. Then, when the 
time increases, the end-effector always goes toward the final 
point and it does not have any backward motion. However, 
the other derivatives are sometimes positive and sometimes 
they are negative because the system changes the 
acceleration along the Cartesian path. 

 

 
Figure 7 Time history of joint angles 

 

 
Figure 8 Time derivative of the first joint. 

 

 
Figure 9 Time derivative of the second joint. 
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Fig. 7 shows the joint angles and Figs. 8 and 9 show the 
first, second and third time derivatives of the joint angles. We 
can see that the time derivatives of the joint angles are smooth 
and at the initial and final times, they are equal to zero. The 
figures show that the angular velocity of the joint angles has 
positive and negative values, which is why the robot changes 
its angular velocity. The absolute values of the maximum 
angular velocities are � 1.5

1.757� rad, and are in the defined 
range, as presented in Tab. 2. 

 

 
Figure 10 Velocity, acceleration and jerk along the 𝑥𝑥 direction in the Cartesian-

space 
 

 
Figure 11 Velocity, acceleration and jerk along the 𝑦𝑦 direction in the Cartesian-

space 
 
Figs. 10 and 11 show that the third time derivatives of 

position have zero values at the initial and the final times and 
are smooth graphs; and then the end-effector moves smoothly 
in the Cartesian space. 

Fig. 14 shows the feeding voltage of the motors, which 
are smooth factions and have zero values at the start and stop 
points. We can see that the robot uses maximum voltages for 
link one, which is (20) volts and uses (15.161) volts for the 
second links. Therefore, the feeding voltages are in the range. 
 
 

6 CONCLUSIONS 
 
In this work, a new technique based on path parameter 

optimization is used for the path planning problem in the 
Cartesian space with external forces and frictions. The 
actuators of the robot are modeled as permanent magnet DC 
motors with a consideration of their constraints. By dividing 
the time between the start and stop times to known portions, 
the path parameter optimization problem is converted to the 
optimization of a function subject to certain equality and 
inequality constraints. A MATLAB simulation is used for the 
path planning of a two-degree robot manipulator with a 
desired path in the Cartesian space. The path parameter is 
used in the formulation of the desired path as a function of 
time. A polynomial model is considered for the path 
parameter so that it can guarantee constraints at the start and 
stop points. Consequently, the three first-time derivatives of 
the joint angles and the position of the end-effector will be 
zeros. Additionally, the voltages, torques and time 
derivatives of the torques are zeros at boundary conditions. It 
is shown that the approach can hold all constraints related to 
the actuators and other kinematics constraints between the 
initial and final times. The method was suboptimal due to the 
consideration of a polynomial model for the path parameter 
and it will not be a global optimum point for the problem. 
The best advantages of the method are all the dynamic and 
kinematic parameters which remain smooth, and it is 
practically more important that we be able to automatically 
control the start and stop conditions. Computer simulation 
results show the satisfactory performance responses of the 
method on a robotic manipulator path planning. 
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BIG DATA FOR PRODUCT INNOVATION IN MANUFACTURING: 
EVIDENCE FROM A LARGE-SCALE SURVEY 

  
Jasna PRESTER, Mihaela JURIĆ  

 
 

Abstract: The article analyses big data usage in the Croatian manufacturing sector. Big data usage is still low but present. We analysed the influence of six sources of big data 
and their influence on share of returns generated by new products using two step OLS regression analysis. The results are robust but they show that some sources have positive 
and some have negative effects on share of returns generated by new products. Based on the most recent research of scholarly papers we define big data and show a clear 
research gap by linking big data and innovation. That is, only six papers deal with big data and innovation. In five papers big data comes from social media data, and in the 
remaining one paper they use data from sensors but predominantly to reduce cost or support the product. Therefore, we contribute by closing this research gap of linking big data 
and innovation.  
 
Keywords: Big data; Croatia; EMS Survey; Manufacturing; Product innovation  
 
 
1 INTRODUCTION 
 

Big data is a buzz word that appeared approximately in 
2005 according to three most recent scientific papers on big 
data literature research [1-3]. The current Google trends 
show even greater numbers than reported in [2, p. 97]. For 
the current state please see Fig. 1.  
 

 
Figure 1 Goggled: Innovation and Big data cumulative per year 

 
Big data is defined by 5V, namely; volume, variety, 

velocity, veracity, value [1-2]. However, for the purpose of 
this paper we adopted the description given by [2]: 
"extremely large amount of structured, semi structured or 
unstructured data continuously generated from diversified 
sources, which inundates business operations in real time and 
impacts on decision-making through mining insightful 
information from rambling data. For research clarity, big data 
includes large structured datasets and unstructured data in the 
form of text (e.g. documents, natural language), web data 
(e.g. web structure, web usage, web content), social media 
data (e.g. virtual network), multimedia data (e.g. image, 
audio, video), and mobile data (e.g. sensor, geographical 
location, application)."  According to [2] who analysed more 

than 300 scholarly peer reviewed papers, only 6 papers deal 
with big data and innovation. We analysed all six of them: 
four of them use social data for innovation [4-7], one focuses 
the research on product defects discovery [8], and one uses 
social data for smart cities thus not directly related to product 
innovation [9]. Most papers, according to [2], focus on a 
specific problem that is solved by big data. Therefore, there 
is a clear gap in literature that is simultaneously using big 
data (but not social data) and innovation. We start the paper 
by explaining in more details what big data is, mostly based 
on three prominent literature reviews [1-3], which all 
investigated more than 150 scholarly journals. Then we 
briefly define innovation to a larger extent as defined by the 
OSLO manual [10]. In the methodology section, we describe 
the model, variables and data gathering methodology. Next, 
we present results and discussion. Finally, we conclude the 
article.  
 
2 BIG DATA 
 

The literature is abundant with grand terms of how big 
data will revolutionize innovation [11], the fourth 
industrial/scientific revolution [12], the next frontier for 
innovation [13], "transforming processes, altering corporate 
ecosystems, and facilitating innovation" [3]. However, as [3] 
states, potential adopters of ‘big data’ are struggling to better 
understand the concept and therefore capture the business 
value from ‘big data’. A recent report by McKinsey on big 
data shows the current state of big data in US, showing that 
manufacturing by far exceeds the data gathered when 
compared to other sectors [14]. This is illustrated in Fig. 2.  

However, recent report by McKinsey [15] shows that 
despite the largest chunk of data being in manufacturing, only 
20-30% of that data is actually used for improvement (p. 2). 
According to [2], a clear path towards management and usage 
of this data is an urgent need. But big data is not without 
challenges. Data has to be collected in a systematized way in 
order to be processed. The processing of data is a challenge 
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in itself [1]. So far, [1] identified the following processing 
methods: descriptive analytics scrutinizes data and 
information to define the current state of a business situation 
in a way that developments, patterns and exceptions become 
evident, in the form of producing standard reports, ad hoc 
reports, and alerts [16]; inquisitive analytics is about probing 
data to certify/reject business propositions, for example, 
analytical drill downs into data, statistical analysis, factor 
analysis [17], predictive analytics is concerned with 
forecasting and statistical modelling to determine the future 
possibilities [18]; prescriptive analytics is about optimization 
and randomized testing to assess how businesses enhance 
their service levels while decreasing the expenses[16]; and 
preemptive analytics is about having the capacity to take 
precautionary actions on events that may undesirably 
influence the organizational performance, for example, 
identifying the possible perils and recommending mitigating 
strategies far ahead in time [19]. We overtook these 
definitions from [1] because all five data analysis processes 
would be beneficial for either innovation of the product or 
modifying a product based on the failure data recorded by 
either sensors or other data capturing techniques. This now 
brings to the question of what is defined as innovation.  

 

 
Figure 2 Data stored in Petabytes US, 2009 [14] 

 
3 INNOVATION   
 

Every innovation starts with an idea [20]. An "idea" is an 
opportunity to create value through further investment [21] 
or a recognized opportunity [22]. An idea may be recognizing 
a new need; a new modified product providing a solution to 
an existing need; an existing solution that could meet needs 
from new markets; and ideas evolve over the course of the 
innovation process [23]. An idea/ideas emerge through 
iterative process after identifying a problem [24], or 
opportunity identification [25]. And these sources of 
information will differ depending on the type of innovation 
[22].   

According to Oslo manual (OECD 2005, 32) [10] 
product innovations are divided into improved products and 
products new to the market or radically new products. An 
improved product "is an existing product whose performance 
has been significantly enhanced or upgraded. A simple 
product may be improved (in terms of better performance or 
lower cost) through use of higher-performance components 
or materials, or a complex product which consists of a 
number of integrated technical sub-systems may be improved 
by partial changes to one of the sub-systems". 

A new product "is a product whose technological 
characteristics or intended uses differ significantly from 
those of previously produced products. Such innovations can 
involve radically new technologies, can be based on 
combining existing technologies in new uses, or can be 
derived from the use of new knowledge". 

In this analysis we define New products as both of these 
categories, even though in the questionnaire there is an 
additional question regarding these "Radically new 
products". 
 
4    HYPOTHESES  

 
 According to the previous paragraph on innovation, it is 

evident that sources of idea coming from big data are not 
explored enough. Usual sources of ideas for innovation [10] 
(p. 78-80) can be internal sources of information (R&D, 
marketing, and production departments etc.) or external 
sources (customer/user, supplier, research units, conferences, 
scientific papers etc.). In this paper we investigate the sources 
of ideas coming from the usage of big data, which is stored 
in the manufacturing plant. Specifically, we explored data 
coming from providing remote support to customers, data 
coming from Sensor or remote control, data coming from the 
Enterprise Resource Planning software (ERP), data coming 
from exchange with supply chain partners (SCM), data 
coming from automation of flow of goods and storage, 
identification systems such as bar codes, RFID tags, etc., 
which for simplicity we abbreviated to (RFID), and data 
coming from digital devices used to program equipment 
which we abbreviated to Mobile programing. All these data 
sources fall into mobile big data as defined by [2]. All this 
data is supposed to enable companies to detect potential 
problems of the current product and enable and give ideas 
how to improve a product either incrementally giving raise to 
what Oslo manual calls Improved products or radically new 
products which Oslo manual defines as New products.  

The model we propose is fairly simple. Each of these six 
sources will improve revenues from new products.  

H1: data coming from Remote support will enhance share 
of revenues generated by new products 

H2: data coming from Sensor or remote control will 
enhance share of revenues generated by new products 

H3: data coming from ERP system will enhance share of 
revenues generated by new products  

H4: data coming from SCM system will enhance share of 
revenues generated by new products  

H5: data coming from RFID system will enhance share of 
revenues generated by new products  

51
106
116

194
202
227
243
269

364
411
429
434

619
715

848
1660

0 500 1000 1500 2000

Construction
Consumer & recreational services

Resource industries
Utilities

Wholesale
Transportation

Insurance
Education

Retail
Professional services

Securities and investment services
Health care providers

Banking
Communications and media

Government
Manufacturing



Jasna PRESTER, Mihaela JURIĆ: BIG DATA FOR PRODUCT INNOVATION IN MANUFACTURING: EVIDENCE FROM A LARGE-SCALE SURVEY 

38                                                                                                                                                                                   TECHNICAL JOURNAL 13, 1(2019), 36-42 

H6: data coming from Mobile programing system will 
enhance share of revenues generated by new products  
 

These hypotheses will be tested through two step OLS 
regression analysis. Therefore, here is the place to introduce 
control variables.  
 
4.1 Size of the Company 

 
There is a difference in innovation output in small and 

large firms [26-28]. Bigger companies have larger and better 
R&D background, more staff, suppliers, customers that are 
all sources of innovative ideas. Size of a company is 
considered as a contingency because size of a company in 
terms of number of employees does not change overnight and 
depends also on labour market and overall conditions of the 
economy. Therefore, size of the company is considered as a 
control variable and a contingency; it is expected that larger 
companies will have more benefit in terms of generated 
revenues from new products. Therefore, H7 is as follows: 

H7: Larger companies obtain higher share of return from 
new products 
 
4.2 Complexity of the Product 

 
Complexity is usually measured in number of 

components, newness, or number of functions designed into 
the product [29-31]. However, [32] in their research found 
that this complexity also brings in new growth opportunities 
(58% of responders), and possible competitive advantage 
(59.4% of responders). [33] researched product complexity 
in new product development (NPD). Although, as [32] show, 
complexity of the product should increase new product 
potential developments, [33] found no impact of complexity 
on new product performance measures. The impact of 
complexity on manufacturing performance has not been 
clearly articulated in the previous empirical studies despite 
the widely expected negative relationship between them [34]. 
For example, [35] and [36] show that the higher the 
complexity of products is, the more complicated the supply 
chain is, and with that the risk of operating performance 
failures raises. [37] show that the more complex the product 
is, it might lead to poor delivery performance. [38] observe 
that the lead time increases with the number of parts. By 
analogy, complexity would also impact new product 
performance. Therefore, [32], [33] show that complexity 
might increase the chance of better innovative results, but 
also that it might bring problems to supply chain and 
consequently prolong the period of generating positive 
results. Therefore, we will hypothesize that H8 is as follows: 

H8: complexity of the new product positively affects 
share of return from sales of new products. 
 
5      METHODOLOGY 

 
The research data was collected using the European 

Manufacturing Survey (EMS), coordinated by the 
Fraunhofer Institute for Systems and Innovation Research – 
ISI, the largest European survey of manufacturing activities 

[39]. The survey’s questions deal with manufacturing 
strategies, application of innovative organizational and 
technological concepts in production, cooperation issues, 
production off-shoring, servitisation, and questions of 
personnel deployment and qualification. In addition, data on 
performance indicators such as productivity, flexibility, 
quality and returns are collected. The survey is conducted 
among manufacturing companies (NACE Revision 2 codes 
from 10 to 31) having at least 20 employees. The EMS 
project researches the whole manufacturing sector through a 
condensed eight-page questionnaire. To collect valid data 
permitting international comparisons, the EMS consortium 
employs various procedures recommended by the Survey 
Research Centre designed to avoid problems arising from the 
use of different languages and specific national terminology. 
First, a basic questionnaire is developed in English, which is 
then translated to the language of a country and then back to 
English to check consistency. Second, in each participating 
country pre-tests are conducted. Third, identical data 
harmonization processes are applied [40]. The sample used 
in the present paper consists of 105 Croatian manufacturing 
companies with over 20 employees. The questionnaire was 
sent to 1275 Croatian Chief Operating Officers who were 
asked to help in responding to the survey. A response rate of 
8% was achieved, which is satisfactory for such large-scale 
voluntary surveys. The data collection was conducted in 
2015.  
 
6    RESULTS 
  

We firstly analyse the sample using descriptive statistics. 
That is, we show the sample in terms of researched industries, 
size categories of companies and complexity of the produced 
product. 

Distribution of industries, size of companies and 
complexity are given in Tab. 1 and Figs. 3-6. 

Representativeness according to size and industry was 
performed and it was valid for both industry and size. That 
enables us to generalize conclusions for the whole Croatian 
manufacturing sector. 

In the sample, 30.5% of companies are small with less 
than 50 employees, medium-sized companies having 50 to 
249 employees are represented by 44.8% of companies, and 
24.8% companies are large companies.  

NACE code is not usually a good descriptor of 
complexity of the product, so additional analysis was 
performed in order to describe the sample in terms of 
complexity of the product they provide.  

In the sample, 33.3% of companies produce simple 
products of not many parts, 41.2% of companies produce 
products of medium complexity, and 25.5% of companies 
produce complex products. 

Fig. 5 shows share of revenues generated by new 
products depending on the complexity of the product. 

From Fig. 5 it can be already seen that the Hypothesis 
H8 is confirmed, that more complex products can obtain 
higher share of revenues from new products. 
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Table 1 Distribution of the sample by industry 
No Sector (NACE rev. 2) - 2 digits Frequency % 
10 Manufacture of food products 11 10.5 
11 Manufacture of beverages 2 1.9 
12 Manufacture of tobacco products 
13 Manufacture of textiles 10 9.5 
14 Manufacture of wearing apparel 2 1.9 

15 Manufacture of leather and 
related products 3 2.9 

16 

Manufacture of wood and of 
products of wood and   cork, 
except furniture; manufacture of 
articles of straw and plaiting 
materials 5 4.8 

17 Manufacture of paper and paper 
products 4 3.8 

18 Printing and reproduction of 
recorded media 5 4.8 

19 Manufacture of coke and refined 
petroleum products 

20 Manufacture of chemicals and 
chemical products 1 1 

21 
Manufacture of basic 
pharmaceutical products and 
pharmaceutical preparations  

22 Manufacture of rubber and plastic 
products 3 2.9 

23 Manufacture of other non-metallic 
mineral products 8 7.6 

24 Manufacture of basic metals 

25 
Manufacture of fabricated metal 
products, except machinery and 
equipment 26 24.8 

26 Manufacture of computer, 
electronic and optical products 1 1 

27  Manufacture of electrical 
equipment  4 3.8 

28 Manufacture of machinery and 
equipment n.e.c. 13 12.4 

29 Manufacture of motor vehicles, 
trailers and semi-trailers 1 1 

30 Manufacture of other transport 
equipment 2 1.9 

31 Manufacture of furniture 4 3.8 
Total 105 100 

Figure 3 Percentage of companies by size 

Figure 4 Percentage by complexity of produced products 

Figure 5 Share off revenues by new products (%) 

Figure 6 Percentage of companies using digital source 

Fig. 6 presents the percentage of companies using the 
digital source of data. The 7th column displays the question 
"Do you use your digital data" and it can be seen that 52% of 
companies do use their digital data. However, the question 
has limitations because it was not possible to ask for which 
purpose they use data (marketing, operations or like).   

Tab. 2 presents the results of the regression analysis. 
Looking at overall results of the regression analysis R = 

0.526 with significance p = 0.024 we can conclude that the 
model is significant. Coefficient of determinacy R2 shows 

42%

6%

38%

28%

17%
11%

52%

0%

10%

20%

30%

40%

50%

60%



Jasna PRESTER, Mihaela JURIĆ: BIG DATA FOR PRODUCT INNOVATION IN MANUFACTURING: EVIDENCE FROM A LARGE-SCALE SURVEY 

40                                                                                                                                                                                   TECHNICAL JOURNAL 13, 1(2019), 36-42 

that 15.6% of share of revenues are generated by these 
sources of innovation ideas.  

 
Table 2 Results from the regression analysis 

 Standardized Beta Sig. 
(Constant) 

 
0.615 

Number of employees -0.127 0.355 
Complexity  0.287 0.019 
NACE Code 0.09 0.47 
Remote support -0.021 0.864 
Sensor or remote control -0.092 0.462 
ERP 0.233 0.08 
SCM -0.165 0.196 
RFID -0.198 0.142 
Mobile programing 0.01 0.935 
Data usage from digital sources 0.07 0.562 
R  0.526 

 

R2  0.156 
 

F 2.291 
 

Sig. 0.024 
 

a Dependent Variable: Share of revenues by new products (%) 
 

Two step regression analysis first evaluates the influence 
of control variables. In our case that was size of the company, 
complexity of the product produced and NACE code. The 
control variables show that only complexity of the product 
matters and therefore the hypothesis H8 is confirmed. 
Hypothesis H7 that larger companies will have a higher share 
of revenues by new products is not confirmed, that is shares 
of revenues from the new products do not depend on size of 
the company, is not confirmed which is in line with [41], who 
show that even small companies with limited resources are 
able to successfully innovate. Control variables account to 
only R = 0.229, R2 = 5.2%, not significant p = 0.170, F = 
1.710. 

Contrary to our hypotheses, only usage of data from 
Enterprise Resource Planning software has most influence on 
revenues from new products. Although significance is over 
the limit of p = 0.05, this hypothesis H3 has to be rejected. 
Data coming from remote support H1, data coming from 
sensors and remote control H2, data coming from digital 
exchange of information from suppliers and customers H4 
and data coming from identification devices (shortened 
RFID) all have to be rejected because they show a negative 
sign, i.e., this data for some reason negatively affects share 
of revenues generated by new products. However, results 
cannot be generalised as the significances are over the limit 
of p = 0.05. One hypothetical explanation might be that this 
data is still dominantly used for solving current operational 
problems and it has not yet been analysed as prescribed in [1] 
and thus this negative sign. If this data was analysed as 
prescribed by [1], then maybe the effects of analysing this 
data would be positive on share of revenues generated by new 
products. Even though this was not put in the form of a 
hypothesis, Data usage from digital sources has a small but 
positive, although not significant effect. However, even this 
percentage is low (only 52% of companies analyse their 
digital data), which is in line with McKinsey’s report [15] 
that although manufacturing generates and stores most data 
as compared to other industries (see Fig. 2), they are still not 
using it to their full potential.    

To try to interpret these results we have to go back to 
the definition of "Big data" as given by [2]. They name 
sources of big data as Text, Web data, Social media data, 
Multimedia data and Mobile data. Of the five named sources 
of big data we have researched only the last source – mobile 
data (sensors, geographical location, and application). If one 
looks at Fig. 6, sensor and remote control source of data, one 
sees that this source of data is still very low (only 6% of 
companies gather data through this channel of data 
generation). Also, although the percentages are larger for 
sources of data from Enterprise Resource Planning and 
exchange of data with supply chain partners (SCM), the 
percentages are still very low (28%). It would be expected 
that in current days all of the companies, large and small, 
would have had installed an Enterprise Resource Planning 
system which is obviously still not the case (only 38% of 
companies use it). One possible explanation for this is that 
the research was conducted in 2015 and maybe the 
percentage in the next round, which is scheduled for this year 
(the survey is based on a three-year period), would be higher. 

The limitation of the study is that, at the time the study 
was conducted, the question regarding what they use 
collected data for was not included in the questionnaire. This 
should be included in the next round as it may represent a 
source of competitive priority.       
 
7 CONCLUSION 
 

In this work we have shown on grounds of literature 
research that there is a clear gap in researching big data for 
usage for innovation. Also, most big data used in literature 
are Web data, Text data, and Social media data and only a 
small part of this big data is coming from mobile data 
(sensors, GPS or application). Therefore, in this work we 
have closed this gap by providing an analysis of how big data 
in Croatian manufacturing enhances or reduces share of 
revenues by new products as a measure of a successful 
innovation. 

Of our 8 hypotheses only one has been partially 
confirmed (H3) – Enterprise Resource Planning systems 
positively affect share of revenues generated by new 
products, and H8 has been fully confirmed (Producers of 
complex products obtain better share of revenues from new 
products), while other hypotheses had to be rejected. They 
have shown a negative sign, contrary to our hypotheses, 
although the coefficients were not significant at p=0.05. 
Based on descriptive data we hypothesized that the rejection 
of these hypotheses is for one in low level of usage of big 
data, and it is probably more used for problem solving than 
for analysing this data for new potential improvements and 
new products. This is actually in line with current research 
that manufacturing is still not using the full potential of the 
data it gathers as suggested in McKinsey’s report [15].   

Some general conclusion and advice to managers is to 
invest more into some kind of ERP system and to analyse this 
data, as those two sources showed positive effect on share of 
revenues generated by new product. As for the other four 
sources of data (Remote support, Sensors and Remote 
control, Supply Chain Management Software and 
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Identification devices (abbreviated RFID), it might be useful 
to analyse the data after the problem is solved. As it seems 
now, the data is used for solving operational problems and 
maybe not enough effort is put into post analysis of this data 
as described in McKinsey’s report [15]. 
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CONTROL OF A NON-HOLONOMIC MOBILE ROBOT SYSTEM WITH PARAMETRIC 
UNCERTAINTY 

 
Hassan ZARABADIPOUR, Zahra YAGHOUBI 

 
 
Abstract: In this paper, the control of a mobile robot system via a feedback linearization controller and anti-control of chaos with parametric uncertainty is researched. Anti-control 
is also applied to convert non-chaotic systems to chaotic ones and to create chaos dynamic. The synchronization of system errors with a chaotic gyroscope system is researched 
for energy reduction and performance improvement. In the other words, control effort is based on synchronizing the error system with chaos for decreasing control cost. The 
combination of these techniques yields high efficiency and global convergence of trajectories, even in the presence of parametric uncertainty, which has been shown by simulation. 
Finally, the energy of control signals is calculated and compared for showing the energy reduction. 
 
Keywords: anti-control of chaos; feedback linearization controller; non-holonomic mobile robot; parametric uncertainty 
 
 
1 INTRODUCTION  
      

Recently, the controller of non-holonomic systems 
became a challenging area for engineers; however, a lot of 
work has been done in this field. Non-holonomic systems 
have non-holonomic constraints on velocities. Constraints 
are considered in wheeled mobile robots [1]. The control of 
a non-holonomic system is more difficult than that of a 
holonomic system. Non-holonomic control problems are 
studied in [2]. The time-varying adaptive control based on 
backstepping for uncertain non-holonomic chained systems 
was studied in [3]. There are two approaches for mobile robot 
control: one of them is stabilization and the other is trajectory 
tracking, which means the control of robots to track a desired 
trajectory. Many researchers pay attention to tracking [4-6]. 
The Lyapunov function is used for designing a tracking 
controller in [2]. Feedback linearization for tracking is 
studied in [7], backstepping in [8-9], the sliding mode control 
in [10], adaptive control in [11], fuzzy control in [12, 13], 
neural network control in [14], etc. 
     The mechanical system is synchronized with a chaotic 
system to control the system in [15]. The chaotification or 
anti-control of chaos means that a non-chaotic system is to 
be chaotified. Recently, the application of chaos in control 
attracts a lot of attention. Some features, such as initial 
conditions and limitations, are creating complexity in chaotic 
systems. 
     Due to the global stability of the chaos system, it is used 
in this paper, and errors of the states of the system are 
synchronized with a small ratio of the chaotic system, so that 
the states of the system can follow the reference path. In this 
paper, this concept of the anti-control of chaos is used, which 
refers to the synchronization of the error system with chaotic 
system. 
     The gyroscope system is studied in several research 
papers because of its applications in navigational, 
aeronautical and space engineering [17, 18]. There are 
different types of the linear/nonlinear gyroscope which has 
periodic or chaotic motions [19, 20].  

     The organization of this paper is as follows: in section 2, 
the chaotic gyroscope system is introduced, in section 3, 
mobile robot dynamics are described, sections 4 and 5 deal 
with the feedback linearization controller for nonlinear 
systems and mobile robot, in section 6, the control of mobile 
robot systems with feedback linearization via the anti-control 
of chaos is researched, in section 7, the linearization 
controller for the mobile robot with parametric uncertainty is 
studied, the simulation results are provided in section 8 and 
finally, the conclusion is provided in the last section.  
 
 2 CHAOTIC GYROSCOPE SYSTEM 
    

The gyroscope is modelled as follows and the scheme of 
it is shown in Fig. 1(c) [21]: 
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     Where the parameters are defined as follows: 32 < f < 36, 

2

1α =100, 1β =1, 1c = 0.5, 2c = 0.05, and ω = 2. Fig. 1(a) and 



Hassan ZARABADIPOUR, Zahra YAGHOUBI: CONTROL OF A NON-HOLONOMIC MOBILE ROBOT SYSTEM WITH PARAMETRIC UNCERTAINTY 

44                                                                                                                                                                                   TECHNICAL JOURNAL 13, 1(2019), 43-50 

1(b) illustrates the irregular motion exhibited by this system 
for f = 35.5 and the initial conditions of (x1, x2) = (1, −1). 

 

 

 
Figure 1 (a) Time series of x1 and x2, (b) Phase Portrait of a gyroscope, (c) A 

schematic diagram of a symmetric gyroscope 
 
3      MOBILE ROBOT KINEMATICS AND DYNAMICS 

 
The mobile robot system is modelled as follows: 
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Where the control inputs of v  and ω  are the forward 

and angular velocities, as shown in Fig. 2(a). The non-
holonomic constraint, which comes from the non-slip 
condition, is described as follows [24]: 
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Let us assume that T( ), , , ,r r r r rx y vθ ω  are the 
references, hence the following equations are satisfied: 
 

cos 0
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0 1

r r
r

r r
r

r

x
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y

θ

θ
ω

θ

=

   
    
           







                                              (5) 

 

 
Figure 2 (a) Illustration of error transformation where the following vehicle follows 

the path of the leading vehicle at the distance L [24]; (b) Mobile robot with two 
actuated wheels 

      
Where the control inputs references are derived as follows: 
 

2 2
2 2,r r r

r r r r
r

r r

v x y
x y y x

x y
ω= +

−
=

+
 

   

 

                      (6) 

 
Fig. 2(a) shows the error when the real vehicle follows 

the reference vehicle. The error system is described as 
follows [24]: 
 

cos sin 0

sin cos 0 .

0 0 1

x r

y r

r

e x x

e e y y

eθ

θ θ

θ θ

θ θ

−

= = − −

−
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                     (7) 

 
By differentiating Eq. (7), the nonlinear error model of 

the system is obtained as follows: 
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cos 1
sin 0

0 1

x r y

y r x

r

e v e e
v

e v e e

e

θ

θ

θ

ω
ω

−

= + −

−

     
      
                 







                           (8) 

 
For the dynamic model, Eq. (9) is added to Eq. (3): 

 

1 2

1 2

1
( )

( )
2

v
m r

b

I r

τ τ

ω τ τ

= +

= −











                                                          (9) 

 
Where m is the mass and I the moment inertia of mobile 

robot with the radius of the rear wheels r and the length the 
between wheels b, 1τ  and 2τ are the control torques of each 
rear wheel as it is shown in Fig. 2(b). 

The error ( , , )x y
Te e eθ converges to zero with control 

laws for v  andω , and this is a tracking control problem. 
 
4 FEEDBACK LINEARIZATION CONTROLLER FOR MIMO 

NONLINEAR SYSTEMS 
 

The general system is considered as follows: 
 

1

1

( ) .

[ , , ]

m

i i
i

T

m

x f x g u

y h h

=

= +

=






∑



                                                                   (10) 

1

( ) ( )
i

m

k f k g k i
i

y L h L h u
=

= +∑                                                 (11) 

 

kr is the relative degree and Lf (h) is the lie bracket [f, h]. 

For some i ,  1( )) 0(
i

k
g k

r
fL hL − ≠ . 

( )J x is the decoupling matrix and the m×m matrix is 
defined as follows: 
 

1 1

1

1

1 1
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1 1
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

  



                   (12) 

 
Where rk is the relative degree, Lf(h) is the lie bracket 

[f,h] and ( )J x  is assumed to be non-singular. 
Let the m×1 be a vector yr: 

1

1
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m

m

r

r

r

r
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d y
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1

1( )

( )

( )m

r
f

r
f m

L h

l x

L h

=

 
 
 
 
 

                                                             (14) 

 
Therefore, 
 

( ) ( ),  ry l x J x u v= + =                                                      (15) 
 

Where ( )l x is the 1m×  vector and v  is the 1m×  input. 
A decoupled set of equations are given as follows: 
 

1

1

1
1

m

m

r

r

r
m

mr

d y
v

dt
so y v

d y
v
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=
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=
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The input v  is designed by methods such as: pole 

placement method, LQR, etc. For example, 
 

0 1 2

( ) ( 1)
1 0 0r r

r

v c y c y c y

y c y c y−
−

= − − −

⇒ + + + =

 




                                  (17) 

 
The control, u, is given as: 
 

1( )u J v l−= −                                                                  (18) 
 
5 FEEDBACK LINEARIZATION CONTROLLER  FOR 

MOBILE ROBOT 
 
The feedback linearization controller will be designed 

for the system described by Eq. (3), as shown in Fig. 3. 
 

 
Figure 3 Block diagram of the control system. 

 
If we define 11y x= and 22y x= as outputs, then we have: 
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1
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sin 0
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θ

θ
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 is singular and its rank is one. 

Let us suppose that 3 3 1 2, , .v x v x u uω= = = =   
The states have been extended as: 
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                                                                  (20) 

 
Take 11y x= and 22y x= . 
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                                    (21) 

 
The relative degree of the system is 2 and the matrix ( )J x  is 

3

3

cos sin
( )

sin cos

x
J x

x

θ θ

θ θ

−
=
 
  

, which is non-singular for 3 0.x ≠  

Let us suppose  
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y V
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                                                                          (22) 

 
The control, u, is obtained as: 

 

1 1 11

2 2 2

3 3

cos sin

( ) 1 1
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u V V
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                       (23) 

       
Now (V1, V2)T can be obtained by using the pole 

placement technique in Eq. (17) and 1v u= . 
It should be noted that, by using the pole placement 

method, the mobile robot converges faster or more slowly to 
the desired path depending on the occasion of poles.  
 
6 FEEDBACK LINEARIZATION CONTROLLER FOR A 

MOBILE ROBOT BY USING THE ANTI-CONTROL OF 
CHAOS (CHAOTIFICATION) 
 
In this section, the errors of states track the chaotic 

gyroscope system with a small amplitude, but in section 5, 
error signals are converged to zero, as shown in Fig. 4. The 
coefficient α is used to reduce the magnitude of chaotic 

systems and 1010 1α− ≤ ≤ . 

 
Figure 4 Block diagram of the control system 

     
     Thus, the error system in Eq. (8) is studied by using the 
feedback linearization technique. 1 yy e=  and 2y eθ=  are 
defined as outputs. 
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  with rank one is singular. 

      Let 41 4 2,, .v x x uu ω ω= = = =   
 
The states have been extended as: 
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                                              (25) 

 
Assuming that 1 yy e= and 2y eθ= . 
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The relative degree of the system is 2 and the matrix ( )J x  is 
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=
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The control, u, is obtained by using Eq. (22): 
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Designing 1 2( , )TV V  by using pole placement technique in Eq. 

(17) and 2uω = . 
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7       FEEDBACK LINEARIZATION CONTROLLER FOR A 
MOBILE ROBOT WITH PARAMETRIC UNCERTAINTY 
 
In this section, nonlinear control laws are proposed for 

the control of the mobile robot motion described by Eq. (3) 
and Eq. (9). Feedback control for 1τ  and 2τ in the presence of 
uncertainty in the parameter m is derived. 

Assuming that 1y x= and 2y θ= . The relative degrees 
are 2 and the control signals without the anti-control of chaos 
are obtained as: 
 

1 2
1

2
1 2
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     
  

                       (28) 

      

The control signals with the anti-control of chaos with 
the Eqs. (8) and (9) are obtained as Eq. (29): 
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



 (29)  

   
8 SIMULATION RESULTS  
8.1 Control of the Mobile Robot 

 
Feedback linearization control is applied to a mobile 

robot system with a different desired reference and the results 
are shown in Fig. 5. Reference paths are Circle (circular 
reference: (xr = cos t, yr = sin t), Sine wave (xr = t, yr = sin t) 
and Sinc wave (xr = t, yr = sin t/t = sinc t). In these cases, 
poles=−100 were chosen for the linear controller. 

 

 
Figure 5 Control signals for references and path following 
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Figure 6 Control signals for references and path following 

 
8.2 Anti-control of Chaos for Controlling the Mobile Robot 
 

The mobile robot system is controlled via the anti-
control of chaos with a different desired reference, and they 
are shown in Figure 6. In these cases, poles=−150 were 
chosen for the linear controller. As shown in Fig. 4, the two 
states of the mobile robot system and the error system are 
synchronized with the two states of chaotic gyroscope 
systems. 
 
8.3 Mobile Robot Control with Parametric Uncertainty 
 

In this section, the performance of the feedback 
linearization controller with parametric uncertainty is 
illustrated. The parameters were adopted as follows for the 
circle reference: m = 10 kg, I = 1.25 kgm2, b = 1 m and r = 
0.1 m. 

The parameter m with uncertainty is in Fig. 7.(a), a poor 
tracking of variables x and y  by using the feedback 
linearization controller in the presence of parametric 
uncertainty is shown, while in Fig. 7(d), the feedback 
linearization controller with the anti-control of chaos was 

applied to better tracking. Fig. 7(b) and 7(c) shows control 
signals and 7(d) shows the tracking comparison of the 
feedback linearization controller with the anti-control of 
chaos, whether in the presence of parametric uncertainty or 
not. 
 
8.4 Energy Comparison 
  

In this paper, the main purpose is the reduction of energy 
or control cost with synchronization error system with chaos 
system. The energy is defined as follows, which it means the 
integral of signals squared (area under the curve):  
 

2 2( )energy v ω= +∑                                                       (30) 
 

The energy comparison is shown in Tab. 1. It is shown 
that the anti-control of chaos causes the energy reduction. 
 

Table 1 Energy comparison. 
Control circle sine wave sinc wave 

feedback linearization control 15683 31415 30890 
anti-control of chaos 592.08 818.55 565.29 
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Figure 7 Path following in the presence of parametric uncertainty. (a) Using the 
feedback linearization controller. Feedback linearization controller with the anti-
control of chaos: (b) Control signal (v), (c) Control signal (ω), (d) Path following. 

 
9 CONCLUSION 
    

In this paper, the control of the mobile robot system has 
been researched in two different ways, and the feedback 
linearization controller has been used in both of them. 
Different desired references have been applied for a better 
comparison. Due to the positive feature of chaotic systems 
such as energy improvement and control cost, the errors of 
the states of the mobile robot system are synchronized with 
the chaotic system. 

While the desired tracking error is permanently zero, the 
control effort is based on the convergence of the error to zero, 
which is a somewhat strict way of dealing with the issue. The 
fact is that although by decreasing the error, the desired 
control is obtained, but too much control cost should be 
applied, while the anti-control of chaos solves this problem. 

The non-linear control laws that yield convergence of the 
trajectories in the presence of parametric uncertainty have 

been derived. Simulation results are proposed to illustrate the 
effectiveness of the proposed controller. 
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PROPOSED CHANGES TO THE CROTIS TOPOGRAPHIC MODEL FOR THE BASIC PACKAGE  
AND THE OBJECT ENTITY OF HYDROGRAPHY 

 
Ivan LANDEK, Saša CVITKOVIĆ, Milan REZO 

 
 

Abstract: In 1992, the State Geodetic Administration started with the development of cartography in the Republic of Croatia. After making a certain number of studies, STOKIS 
(the Official Topographic-Cartographic Information System) was defined. Topographic and cartographic data models were then defined by STOKIS. According to the STOKIS 
guidelines, the Croatian topographic information system (CROTIS) was developed as a data model and on the basis of CROTIS, the Basic Topographic Database (TTB) was 
established. One thematic entity contained in CROTIS 2.0, and whose data is often used, is the object entity of Hydrography. This article will provide an insight into the need to 
expand/correct the TTB data model in relation to the underlying basic package and the object entity of Hydrography, all in line with international standards and the INSPIRE 
directive. 
 
Keywords: CROTIS; hydrography; topography; TTB 
 
 
1 INTRODUCTION  
 

Previously, in the former state, the Republic of Croatia 
was one of the six federal republics until gaining 
independence (1991) and international recognition (1992). In 
the former state, the production of topographic maps in the 
scale of 1:25 000 (TM25>TK25) and smaller was exclusively 
under the jurisdiction of the federal military authority, 
respectively in the institution responsible for this activity, 
which was the Military Geographic Institute (MGI>VGI) in 
Belgrade. The Republic Geodetic Administration in Croatia 
could only order a certain number of printed copies of 
topographic maps (only civilian publications). After the 
proclamation of independence, the Republic of Croatia was 
without the possibility of printing and updating the 
topographic maps because the reproductive originals were 
still only in MGI>VGI [11]. Later, during the Homeland 
War, copies of some remaining maps were used [12].  

Major changes in space caused by war events, the 
demographic changes, as well as the general progress of the 
society, followed by strong technological development and 
excessive spending of natural resources, have significantly 
influenced the awareness of the priceless value of the space 
we live in. Therefore, thoughtful use, purposeful planning 
and systematic environmental protection of the space we live 
in have become very important tasks of the modern society. 
In this process, information about the space we live in is 
extremely important [13]. In the past, spatial data were 
mainly in the form of cartographic representation, and more 
recently, digital data is being used in the form of spatial 
databases for various designing, spatial planning, making of 
various studies etc. 

In 1992, the Republic of Croatia began with the 
independent development of topographic cartography. The 
State Geodetic Administration (SGA>DGU), in cooperation 
with other relevant experts from the academia and private 
companies that had a long-standing experience in the 
production of large scale maps, has launched several studies 

and the designing of a future topographic and cartographic 
system. The result of these activities is the creation of the 
official topographic and cartographic information system in 
1993 which was named STOKIS. The current STOKIS data 
model is shown in Fig. 1 [2]. 
 

 
Figure 1 STOKIS Data Model 

 
According to Article 23 of the Ordinance on 

Topographic Survey and State Maps Designs [1], the basic 
principles for the establishment of topographic and 
cartographic databases conforming to STOKIS are laid 
down, and Article 25 specifies the creation of topographic 
databases (TTB). Article 26 of the Ordinance clarifies the 
model of the creation of cartographic databases (KB).  

After the establishment of STOKIS, an analysis was 
carried out to make the model of the data, which would be 
the most suitable for the current situation in the Republic of 
Croatia. 
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For a research of the state of geospatial data in the 
Republic of Croatia [5], a large number of experts were hired 
to collect data on the need and usage of geospatial 
information in different fields. When the research and 
analysis of the collected data were done, the Croatian 
Topographic Information System of the Republic of Croatia 
(CROTIS) was proposed and adopted [6]. 

Based on the Croatian Topographic Information System 
(CROTIS), in the period from 2003 to 2010, the Basic 
Topographic Database (TTB) was established. TTB is the 
basis for the first edition of the Topographic Map at a scale 
of 1:25 000 (TK25), as well as for all topographic maps that 
will be developed in the future. During the creation of the 
basic topographic database, a deficit of objects in the data 
model was noticed. This paper aims to supplement the 
existing data model to better classify the collected data into 
certain thematic entities or classes. The intention is to reduce 
the possibility that there is an object on the ground and that 
when data is collected, we do not know where to place it or 
we do not have where to place it (we do not have an object 
entity or class and we cannot assign a value to the attribute). 
The proposal for improvement is based on the experience and 
comments/suggestions from the data collection process and 
the creation of a Basic Topographic Database by the 
contractors and employees of SGA who have been working 
on data quality control. 

 
2 DEVELOPMENT OF THE CROATIAN TOPOGRAPHIC 

INFORMATION SYSTEM (CROTIS) 
 

The official topographic-cartographic information 
system [4] is the fundamental document in which the strategy 
of multiannual cartographic development in the Republic of 
Croatia has been written. After the establishment of STOKIS, 
an analysis has been carried out to make the model of the data 
which would be the most suitable for the current situation in 
the Republic of Croatia. CROTIS is the basic document for 
topographic data that prescribes the classification of 
topographic data in their collection, processing, accuracy, 
topological relations and exchange of topographic data. Data 
which is obtained by photogrammetric restitution and 
topological processing is stored in the Basic Topographic 
Database (TTB). TTB was established in the year 2003, and 
at the end of 2010, the first initial upload of TTB data for the 
entire territory of the Republic of Croatia was completed [3]. 

The first version of the CROTIS data model was made 
based on the ATKIS (Amliches Topographisch-
Kartographishes Informationssystem – German Official 
Topographic Cartographic Information System) data model. 
ATKIS is a project of the Working Committee of the 
Surveying Authorities of the Laender of the Federal Republic 
of Germany, consisting of one Digital Topographic Model 
(DLM) and Multiple Digital Cartographic Models (DKM), 
and is annex to classical analogue (printed) maps. The 
Republic of Croatia did not have any experience about the 
production of topographic maps at the scale larger than the 
1:5000 scale (Croatian Basic Map - HOK). Parallel with the 
independence of the Republic of Croatia in the year 1991, 
analyses for the most suitable data model for the Republic of 

Croatia began. After the analysis and the production of 
numerous studies in cooperation with the professors at the 
Faculty of Geodesy in Zagreb, the staff of the State Geodetic 
Administration and the experts in the field of cartography, it 
was concluded that ATKIS was the most appropriate data 
model and according to it, a data model for the Republic of 
Croatia should be established. In the period between 1990 
and 1996, several studies were produced which provided the 
basic determinants for the topographic data model named 
CROTIS 1.0. The CROTIS 1.0 data model (Tab. 1) is a 
defined and standardized data model for the collecting, 
processing, accuracy, topological relations and exchange of 
topographic data [3]. 
 

Table 1 CROTIS 1.0, CROTIS 1.2, CROTIS 2.0 data model object entities 

 
 

The data model consisted of 9 object entities, 31 object 
groups, and 101 object types. Object entities that made up the 
first CROTIS 1.0 document were: permanent geodetic points, 
buildings, commercial and public objects, utility lines, 
transport, vegetation and land types, waters, relief, 
administrative and territorial division, boundaries and 
geographical names (toponyms) (Tab. 1). 

After the CROTIS 1.0 data model, the version CROTIS 
1.1 was created [15]. By conducting additional analyses and 
due to the technological progress, it was concluded that the 
EXPRESS exchange format was to be accepted, which was a 
universal exchange format at that time. CROTIS 1.1. was 
created in 2002. In the CROTIS 1.1 data model, 9 object 
entities were kept, as well as in the CROTIS 1.0 data model.  

Subsequently, the CROTIS 1.2 data model was created. 
(Tab. 1) In it, the object entities of permanent geodetic points, 
as well as the administrative and territorial division and 
boundaries, were extracted and maintained in separated 
databases. The CROTIS 1.2. data model was adopted in 2006 
[3]. 

Having in mind the technological advances in the field 
of spatial data and EU directives, new occurrences in the 
development of spatial data happened. At that time, the 
Republic of Croatia had a pre-accession agreement with the 
European Union and all the information regarding spatial 
data was closely followed. The EU issued the INSPIRE 
2007/2/EC Directive of the European Parliament and the 
Council of the European Union on 14 March 2007. The 
CROTIS 2.0 data model [7] was largely aligned with the 
INSPIRE directive and adopted in 2014 [8]. The basic idea 
of the Directive is to share (exchange) spatial data among all 
interested parties, and considering the fact that the scope of 
the INSPIRE themes is very extensive, CROTIS 2.0 met the 
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basic components of the concepts of interoperability and 
harmonization – also known as the components of 
interoperability [9]. 

In CROTIS 2.0 (Tab. 1), the data model was modified 
so that Relief (3D) was excluded and the object entity of 
Vegetation and Land Type was renamed into Land Cover and 
Land Use. Compared to the previous versions of the data 
model, this version was minimally expanded with new 
content. The newly created object classes, attributes, and 
values are the result of a new approach to objects grouping, 
a new catalog of objects and aligning names with definitions, 
all in order to minimize the number of unidentified objects. 
Furthermore all object classes that are an integral part of the 
Digital Relief Model (DRM) are also omitted from the Relief 
object entity. Major changes were also made in the former 
entity of Vegetation and Land Types, and the Land Use Class 
was introduced as a special layer within an entity which 
conceptually differs from other classes within the Coverage 
and Land Use. The biggest change occurred in the way of 
displaying area objects, since the data collection was adapted 
to primitive graphic elements (point, line), so the area objects 
consisted of boundaries (lines) that contained the attributes 
of the area object. In the new model, each object can have 
one of the three predefined geometries (point, line, polygon) 
and contains all the attributes provided by the model [14]. In 
addition to the definition of object entities, attributes and 
classes, in the new model, attribute values definitions are also 
provided. In the CROTIS 2.0 model, the abstract object of 
upper-class "CROTIS objects" has been introduced, which is 
the carrier of the basic attributes of all classes in the model, 
for example the unique identifier, accuracy of collection, 
origin, life cycle of the object and so on [3]. 

CROTIS 2.0 is a topographic model similar to the 
topographic models of the Kingdom of Denmark and the 
Netherlands [10], in which topographic databases are in the 
scale of 1:10 000 [3]. 
 
3 CROATIAN TOPOGRAPHIC INFORMATION SYSTEM – 

CROTIS 2.0 
 

The Croatian topographic information system (CROTIS 
2.0) consists of seven object entities, namely: Geographical 
Names, Buildings, Transport, Land Cover and Land Use, 
Utility, Relief and Hydrography (Fig. 2). 

The object entity of Geographical Names consists of the 
class: GeographicalName, and the list of allowed attribute 
values of the class: GeographicalNameCategoryType and 
GeographicalNameType. 

The object entity of Buildings consists of the following 
classes: Abstract Buildings, Buildings, BuiltBarriers, 
SmallStructures, PurposeType, BigStructures, 
VerticalLevelType, BuiltBarrierType, OtherStructuresType, 
BuildingType and Building. 

The components of the object entity of Transport 
consist of the following classes: Transport Elements, Curve 
Transport Elements, Road Axis, Surface Transport Elements, 
Traffic Area, Rail and the list of allowed attributes of the 
class: Road Category Type, Transport Category Type, Rail 
Type, Type of Transport Element Value, Type of Pavement 

Value, Type of Road Axis, Type of Traffic Area Value, Rail 
Category Type. 

 

 
Figure 2 CROTIS 2.0 object entities 

 
The object entity of Land Cover and Land Use consists 

of the following classes: Spatial Purpose Surface, Alley 
Hedge, Commercial Surface, Built-up Area, Public Surface, 
Other Natural Surface, Under Tree Surface, Agriculture 
Surface, Tree, Wood Surface, Land Use, and the list of 
allowed attributes of the class: Tree Category Type, 
Commercial Surface Type, Agricultural Surface Type, 
Natural Surface Type, Raw Material Type, Land Use Type. 

According to the topographic data model of CROTIS 
2.0, the object entity of Utility consists of the class: Abstract 
Utility Element, Belonging Utility Element, Line, and the list 
of allowed attributes of the class: Belonging Utility Element 
Value, Utility Type Value. 

The object entity of Relief consists of the following 
classes: Single Mark Point, Relief Forms, Depth Point, 
Isobath, Contours, Isolines, Height Point, Height Object, and 
the list of allowed attributes of the class: Relief Forms Type, 
Isolines Category Type. 

Finally, the object entity of Hydrography consists of the 
following classes: Watercourse Element, Sea Standing 
Water, Small Standing Water, Topographic Coast Line, Wide 
Watercourse, Narrow Watercourse, Water Object, 
Watercourse, Water Barrier, and the list of allowed attributes 
of the class: Hydrologic Category Type, Type of Standing 
Water Value, Type of Watercourse Element Value, Type of 
Watercourse Value, Type of Water Barrier Value. 

All listed object entities contain a basic package 
consisting of the following upper-class: FeatureType 
CROTIS_Object and dataType Life Cycle Type and the list 
of allowed attributes of the upper-class: enumeration 
Accuracy Type, enumeration Definition Method Type, code 
list Vertical Position Type, code List Material Type, code 
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List Dana >source Type, code list Reason of change type and 
code list State of Object Type. (Fig. 3). 

 

 
Figure 3 CROTIS 2.0_basic package 

 
The article depicts images with diagrams marked with 

different colors which have the following meaning: 
• red color – base Package (entity) 
• blue color – upper-class or class 
• green color – list of allowed values of the upper-class or 

class attribute. 
 

4 PROPOSED IMPROVEMENT OF THE CROATIAN 
TOPOGRAPHIC INFORMATION SYSTEM – CROTIS 2.1 

 
The CROTIS 2.0 topographic data model is largely in 

line with the INSPIRE 2007/2/EC directive. However, a 
careful analysis has shown some inconsequence that we will 
present and propose the correction of, thereby improving 
CROTIS 2.0. The proposal of a new upgraded topographic 
information system will be labeled as CROTIS 2.1. 

 
4.1 CROTIS 2.1_basicPackage 

 
Changes to the CROTIS 2.0 topographic model in 

relation to CROTIS 2.1 topographic model will be explained 
in an italic text. 

The CROTIS 2.1_basicPackage does not differ from the 
CROTIS 2.0_basicPackage in the number and title of classes 
and upper-class, and it contains the following upper-classes: 
FeatureType CROTIS_Object and DataType LifeCycleType, 
and a list of allowed values of the upper-class attributes: 
AccuracyType, DefinitionMethodType, 
VerticalPositionType, StateOfObjectType, MaterialType, 
ReasonsOfChangeType and DataSourceType (Fig. 4). 

In the CROTIS 2.1_basicPackage topographic model 
(Fig. 4), the following improvements are proposed: 

In the code list (CodeList), the StatusOfObjectType 
excludes attribute values and codes: Abandoned: 2 and 
InFunction: 4. This part is unnecessary since the primary 
purpose of collecting data in TTB is not to know whether or 
not a building is in use or not or whether it is in function. This 
type of information is collected and maintained by other 

institutions. If the object is in function, the assumption is that 
the object is built, and that the attribute already exists. 

 

 
Figure 4 CROTIS 2.1_basic package 

 
 Therefore, in the CROTIS 2.1_basicPackage 
topographic data model (Fig. 4), the code list (CodeList) of 
the StatusOfObjectType should consist of the following 
attribute values and codes:  
 
Built: 1, Planned: 2, InDevelopment: 3, Destroyed: 4. 
  

In the CROTIS 2.1_basicPackage topographic data 
model (Fig. 4), in the code list (CodeList) of the Vertical 
PositionType, the proposition is to exclude the values and 
codes of the value of the attribute: UnderSea: 4, as these data 
are under the responsibility of the Croatian Hydrographic 
Institute (CHI), and additionally, the majority of the data 
collected and maintained in TTB is from photogrammetric 
images where the data below the sea cannot be detected and 
collected. Data which is available to the CHI are very specific 
and required for a smaller and more specific group of users. 

Therefore, in the CROTIS 2.1_basicPackage 
topographic data model (Fig. 4), the code list (CodeList) of 
VerticalPositionType consisted of the following attribute 
values and codes: 
 
UnderGround: 1, Raised: 2, AboveGround: 3 

 
The upper-class feature type of CROTIS_Object and the 

data type of LifeCycleType, as well as the list of allowed 
values of the upper-class attribute values, AcurracyType, 
VerticalPositionType, StateOfObjectType, MaterialType, 
ReasonOfChangeType and DataSourceType (Fig. 4), will all 
remain the same, except for the above-mentioned changes, as 
it is the case in the CROTIS 2.0 _basicPackage topographic 
data model (Fig. 3). 
 
4.2 CROTIS 2.1_ object entity Hydrography  

 
The object entity of Hydrography is intended for storing 

and displaying all waters: streams and stands, underwater 
objects, natural and built objects on watercourses that in any 
way affect water flow or retain water. Fig. 5 depicts in detail 
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the object entity of Hydrography according to the CROTIS 
2.0 data model. 

 

 
Figure 5 CROTIS 2.0_Hydrography 

 
 In the topographic data model of CROTIS 2.1, the object 
entity of the Hydrography (Fig. 6), the proposal is to add, in 
the class feature type of Watercourse, the value of attribute 
navigability: Boolean. 
 Thus, in the topographic model of CROTIS 2.1, the 
object entity of Hydrography (Fig. 6) in the class of 
FeatureType Watercourse would consist of the following 
titles and attribute types: 
hydrologicCategory: HydrologicCategoryType, 
typeOfWatercourse: typeOfWatercourseValue length: 
Integer, navigability: Boolean. 
 In the topographic data model of CROTIS 2.1, the object 
entity of Hydrography (Fig. 6), the proposal is to add, in the 
code list the HydrologicCategoryType, the value and 
attribute value codes: Dry: 3. 
 Thus, in the topographic model of CROTIS 2.1, the 
object entity of Hydrography (Fig. 6), the CodeList 
HydrologicCategoryType would contain the following 
values and attribute values codes: 
 
Periodically: 1, Permanent: 2, Dry: 3 
  

In the topography model of CROTIS 2.1, the object 
entity Hydrography (Fig. 6), the proposal is to add, in the 
CodeList TypeOfWatercourseElementValue, the value and 
attribute value codes: Puddle: 9. 

Thus, in the topographic model of CROTIS 2.1, the 
object entity of Hydrography (Fig. 6), the CodeList 
TypeOfWatercourseElementValue would contain the 
following values and attribute values codes: 
 
Bollard: 1, FountainTap: 2, Spring: 3, 
MineralWaterSpring: 4, SpringWanishingPoint: 5, 
Lighthouse: 6, Buoy: 7, Anchorage: 8, Puddle: 9 
  

In the topography model of CROTIS 2.1, the object 
entity of Hydrography (Figure 6), the proposal is to add, in 

the CodeList TypeOfStandingWaterValue, the values and 
attribute value codes: Plash: 6. 
 Thus, in the topographic model of CROTIS 2.1, the 
object entity of Hydrography (Fig. 6), the CodeList 
TypeOfStandingWaterValue would contain the following 
values and attribute values codes: 
 
Lake: 2, Sea: 4, Pond: 5, Plash: 6  
  

In the topographic data model of CROTIS 2.1, the object 
entity of Hydrography (Fig. 6), the proposal is to delete the 
value and attribute value codes in the CodeList 
CategoryOfWidthType: 5do10m: 2.  
 The cartographic key for TK25 and Product 
Specifications for TTB define that narrow watercourses up to 
3 m in width are displayed as line objects; watercourses from 
3 to 10 m width are defined as surface watercourses and are 
displayed on TK25 as line objects; watercourses up to 10 to 
20 m in width are line objects that are displayed with a special 
type of line; and objects wider than 20 m are displayed as 
areas. Therefore, the attribute value of an object from 5 to 10 
m in width is unnecessary. 

Thus, in the topographic model of CROTIS 2.1, the 
object entity of Hydrography (Fig. 6), the CodeList 
CategoryOfWidthType would contain the following values 
and attribute values codes: 
 
3 to 10m: 1, 10 to 20m: 2, over20m: 3 

 

 
Figure 6 CROTIS 2.1_Hydrography 

 
5 CONCLUSION 

 
 After the creation of the Official Topographic 
Cartographic Information System, STOKIS, as the basic 
document for the development of cartography in the Republic 
of Croatia, the Croatian Topographic Information System 
(CROTIS) was established in 1996. By establishing 
CROTIS, a topographic data model was defined. 
 Several versions of the topographic data model were 
made, including CROTIS 1.0, CROTIS 1.1, CROTIS 1.2 and 
finally CROTIS 2.0. The last version of the topographic data 
model, CROTIS 2.0, is in large proportion in line with the 
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INSPIRE 2007/2/EC Directive. In the topographic data 
model of CROTIS 2.0, certain object classes have been 
replicated from one object entity to another object entity, and 
some object classes have been omitted because the State 
Geodetic Administration does not have the jurisdiction for it 
and the classes have not been collected for the Basic 
Topographic Database (TTB). According to the proposition 
from the topographic data model, the object entity of 
Geographical Names and the object entity of Utility Lines are 
excluded and those object entities will be placed in separate 
databases. This would be similar to CROTIS 1.2, when the 
object entities of Permanent Geodetic Points and of 
Administrative and Territorial Division and Boundaries were 
excluded and placed in a separate database. 
 From a detailed analysis of the topographic data model 
of CROTIS 2.0, and based on the experience in data 
collection and processing, a number of suggestions were 
made to improve the topographic data model. The proposal 
for improvement is given for the CROTIS basic package and 
for the thematic entity of Hydrography. For the basic 
package, the proposed change is in the StateOfObjectType 
code list. For the object entity of Hydrography it is given in 
the FeatureType Watercourse, and the proposal is to add the 
attribute of Navigability. It is also proposed to change the 
Code List for the TypeOfWatercourseElementValue, 
TypeOfStandingWaterValue, and HydrologicCategoryType. 
It is strongly advised to continue in the future a close 
cooperation with all interested parties (institutions) and to 
supplement and harmonize the existing data model with other 
spatial data users' data models. Advances in technologies that 
use spatial data create a growing need for spatial data both in 
the geometric and attributive form. Therefore, it is evident 
that this proposed cooperation is simply necessary and 
unavoidable. 
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OPTIMIZATION OF THE STRUCTURE OF INSULATING COMPOSITE MATERIALS 
 

Zeljko KOS, Valerii VYROVOI, Volodymyr SUKHANOV, Mykhailo ZAVOLOKA, Aleksandr GOKHMAN, Iryna GRYNYOVA  
 
 

Abstract. The article deals with the interdependent relationship between the properties of a structure and the properties of a material, which sets the task of reducing them, even 
they are indistinguishable, to a certain integrity. The object of research and analysis in the article is a building structure, which is seen as an open self-organized complex structural 
system. In the main part, the processes of the formation of structures are considered, as well as the classification of structural elements. The article concludes with structural 
changes related to the self-support and self-development of the network of active elements, which allow the manifestation of adaptation effects and the design-system to function 
during the normalized period. The importance of self-organization processes during the development and operation of construction systems allow us to attribute it to a self-
organizing system. Thus, the building structure can be represented as an open and complex self-organizing system. 
 
Keywords: construction systems; open system; self-organized complex; self-organization processes; structural organization 
 
 
1 INTRODUCTION 
 

Operable in adverse conditions, construction structures 
leave the safe operation mode by changing the properties of 
the material from which they are made. The main task is to 
combine the relationships between the properties of the 
structure and the properties of the material, down to 
indistinguishability, into a certain integrity. Identifying ways 
to solve this problem may be due to the attraction of the ideas 
and methods of the system approach [1]. The object of the 
research and analysis is the building structure, which is seen 
as an open complex of the structural self-organized system. 

The rationale for such a representation is based on the 
following: 
-  it is an integral object; 
-  it consists of subsystems, which are in certain 

relationships and connections with each other; 
-  construction is strictly focused on the implementation of 

the target laid down in target functions; 
-  properties of the construction do not reduce to the 

properties of its components. 
 

Continuing the justification for the allocation of the 
structure in the form of a system, we can conclude the 
following: 
-  the structure-system, being an element of a system of 

structural systems, creates an uninterrupted structural 
series of systems of any complexity; 

-  the representation of the design-system in the system-
systems and in megasystems allows us to consider the 
issues of a rational use of material and technical 
resources, taking into account the environmental 
requirements, both at the construction stage and in the 
period of individual structures, structures and urban 
complexes, from unified technical and economic 
positions; 

-  the design-system, being a node of interstructural 
interactions in the system-structure-systems, determines 
by its state the safe functioning of the entire system; 

-  the implemented structure is in the design-system and so 
are the properties of the material, allowing the material 
to enter into all structural levels of hierarchical systems. 
 
The representation of the design in the form of a priori 

system involves its structural design [2]. This gives rise to 
another interpretation of the history of the change in the 
parameters of the structure and, consequently, of the 
properties of the system design. 

For a different interpretation, the functioning of system 
designs should be presented as continuous structural 
transitions, under which the homeostasis of the system is 
preserved under the conditions of external and internal 
factors, under the permissible limits of variation of structural 
parameters. 

The fact of continuous change in indicators and structure 
parameters allows us to present the structure as a function of 
motion, which defines a certain range of material properties 
and determines the functional state of the system design. The 
intensity of the structural transformation of the material when 
exposed to an operational load structure depends on the 
initial qualitative composition and the quantitative 
relationships of structural elements [3, 4]. The outcomes of 
structure parameters are a certain set of structural elements at 
the time of putting the structure into operation. At this point, 
the structure of the contraction-system has already passed a 
certain history of formation and development. The beginning 
of this history falls on the technological period of obtaining 
the design – the period of the birth and formation of the 
system. 

The technological period is a relatively short period in 
comparison with the life of the structures. During this period, 
efforts of designers, engineers and technologists were 
realized. Prior to this, the disparate models began to merge 
into a finished model construction system. 

The process period is information-intensive. This is due 
to the concentration of information on the requirements for a 
product and the information databases that predecessors 
accumulated on the technological-technical and economic 
factors for the rational way of producing a concrete 
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construction structure, both in the industrial method and 
under construction conditions. 

The functioning of designs systems is seen as an ongoing 
process of structural transformation that depends on the 
prehistory of the structural design, which sets the 
technologist with the following tasks: 
-  the selection of the design-system model of the structure 

based on the options of its interaction with the 
environment during the maintenance period; 

-  the determination of the dominant elements of the 
structure, which should ensure the safe operation of the 
structure-system under the influence of external and 
internal factors; 

-  the design of concrete compositions and the designation 
of technological modes for obtaining a concrete mixture, 
taking into account the geometric parameters of the 
structure in order to create the required set of structural 
elements by their qualitative composition and 
quantitative ratio; 

-  the assignment of the design technology production 
system with a desired set of physical and mechanical 
properties. 
 
The elements of the structure are classified in 3 

categories according to the speed of their reaction to external 
and internal effects. The three categories are  conservative, 
metastable and active, as the active structural elements have 
taken cracks and internal interfaces [5]. Their activity is 
manifested in the following manners: 
- the presence of cracks creates in the surrounding material 

an uneven distribution of internal deformations and 
stresses, in which stresses relax near the cracks with the 
concentration at the mouth along the crack front; 

-  volumetric deformations caused by internal and external 
factors appear on the shores of cracks and internal 
interfaces, which leads to their partial dissipation and 
redistribution between individual subsystems; 

-  the specificity of cracks is the ability to spontaneously 
concentrate the stresses caused by almost any external 
influences, which leads to a change in their parameters 
and, consequently, to structural changes in individual 
subsystems and the entire system design. 
 
Thus, the history of the functioning of the structure-

system is directly connected with the history of the self-
development of the network of active elements of the 
structure at all levels of structural heterogeneities. By taking 
for granted the reality of active elements in the design of the 
system structure, you can get answers to legacy issues: 
-  why the destruction of the structure takes place when the 

required quality evidence is provided; 
-  why with the medium, far from critical, deformations 

and stresses, localized zones of appearance to the 
development of cracks appear; 

-  why cracks grow in the compression zone; 
-  why cracks as a phenomenon, as a rule, are absent in the 

calculation schemes; 

-  why calculations do not take into account the residual 
(technological, initial, hereditary) deformations; 

-  why in the analytical methods there are no data on the 
influence of the material structure on the redistribution 
and dissipation of the deformation energy; 

-  how the structure of the structure material is combined; 
-  how to realize the structure of the product by using the 

material structure; 
-  how the structure of the material actually participates in 

the structural design and operation of the structure. 
 
The process of the formation of structures in their history 

can be viewed as a kind of scenario for the formation and 
modification of the properties of CBM (composite building 
materials). In this case, the scenario itself, as a certain plot 
scheme, should include a detailed description of the 
emergence, development and implementation, significant for 
the system of events. Due to the fact that practically for all 
CBMs, the organization of the structure begins with 
interparticle interactions, the task is to manage the 
mechanisms of directed "guidance" of structure elements that 
are responsible for the safe operation of the final consumer 
product. 

The structure of CBM is formed as a result of rather 
complex phenomena associated with the occurrence of 
diverse chemical, physical and mechanical processes. Any 
process should be studied in the dynamics of its development, 
which poses the problems of a reasonable choice of dynamic 
models that enable the describing of the mechanisms of the 
formation of dynamic structures with the definition of 
structural elements, the appearance and development of 
which determines the functional state of the CBM. Under the 
elements of the structure in the present context are integral 
components which implement the objectives that contribute 
to achieving the specified functions and levels of each 
structural material as a whole. 

The principal difference in the mechanisms of 
organization of cluster structures of disperse systems (CBM 
models), depending on the qualitative and quantitative 
compositions of the particles of the disperse phase, leads to 
the manifestation of equifinality effects – from different 
initial states, various qualitative elements of the structure are 
formed in different ways in the system. In this case, the final 
act of the three possible scenarios for the organization's 
structure is the formation in the beginning of a structurally 
disordered system periodically arranged structural units – 
clusters of various levels of structural inhomogeneities. As a 
result of such local cooperative interaction in the system, 
what is spontaneously formed is a fundamentally new 
structure for the elements of the inter-cluster interface 
system. 

With the advent of new elements of the structure, the 
history of the dominant influence of interparticle interactions 
on the ends of the processes of structure formation ends. The 
period of further structural design by CM cluster-cluster 
interactions through intercluster interfaces that require the 
use of other structural dynamic models.  Scenarios for the 
formation of a microstructure naturally fit into other 
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storylines of the formation of structures at other levels of 
structural heterogeneity. The polystructural organization of 
CBM assumes the coexistence and interdependent influence 
of structural features of fundamentally dissimilar levels of 
heterogeneity, which must be taken into account when 
designing and producing materials and products based on 
mineral binders. 

One of the ways to ensure the safe functioning of the 
system-design in the system-structure system with the 
negative effect of the operating environment is to maintain 
interrelated relationships of active elements at all levels of 
the subsystems. This can be achieved by directing the 
organizational structure based on the self-organization 
phenomena in the process during the manufacture of 
structures. By the time the design begins to work, a certain 
set of active elements at all levels of structural heterogeneity 
should be created in the system with similar ones in the 
material. A specific set of design involves an 
interconnectivity and interdependence network of active 
elements based on their interaction and self-support during 
the period of a system of external and internal loads. Thus, 
the principle of self-organization of the system during the 
entire period of its functioning will be realized, which makes 
it possible to manifest the whole complex of adaptation 
mechanisms and, therefore, to avoid crisis situations for 
systems of situations. 

In previous works on this topic [6, 7, 11], the temperature 
method proposed by us allows us to reliably identify a 
number of structural inhomogeneities, without resorting to 
more expensive and time-consuming methods of 
defectoscopy, such as ultrasound and X-ray. Based on the 
research conducted in this work, it can be concluded that 
according to the Wiedemann-Franz law, there will be less 
heat loss on the surface of the heat-insulating material if the 
material has both a low thermal conductivity and high 
specific electrical conductivity. However, this is only 
possible when using composite materials from an insulator 
and a conductor. 
 
2 THE METHODOLOGY OF THE RESEARCH  
 

Experimental work was carried out on the model of 
structural cells of concrete, taking into account the 
interaction of the matrix material with reinforcement (Fig. 
1a), porous (Fig. 1b) and dense aggregates (Fig. 1c) with 
fillers. 
 

 
Figure 1 Models of the structural cells of concrete 

 
a) a fragment of reinforcement in the matrix material 
(concrete), b) coarse aggregate in a cement matrix, с) square-
shaped aggregate in the matrix material, 1 - cement stone; 2 

- armature; 3 - epoxy resin; 4 - expanded clay gravel; 5 - 
fillers of a square shape. 

The matrix material used the cement paste with W / C = 
0.27 to examine the nature of the cracking of cured matrix 
material during its interaction with various nature and shape 
of aggregates. To analyze the influence of the kind of 
aggregates on the formation of the fields of local and integral 
deformations, an optically sensitive epoxy resin of the ED-
20 type with the hardener polyethylene polyamine was used 
as the matrix.  

Condition of development of residual deformations 
carried graph – analytical method, the method of 
photoelasticity and speckle – interferometry [7, 8]. A 
schematic diagram of the interferometer for quantitative and 
qualitative analysis of deformations in models of structural 
cells in a three-dimensional measurement is shown in Fig. 2.  

 

 
Figure 2 Scheme speckle – interferometer: 1 - helium neon laser, 2 - beam 

expander, 3 - diffuse diffuser fixed on piezoceramics, 4 - semitransparent mirror, 5 - 
sample, 6 - heater (tungsten helix about 10×5 mm in size), 7 - camera. 

 
The procedure for carrying out the experiment 

was as follows: the local temperature was supplied by 
a 10×5 mm heater from the bottom in the geometric 
center of the model of structural cells. At the same 
time, the change in surface temperature was 
monitored with an accuracy of 0.5 °C with an interval 
of 5 s and deformations occurring on the surface of 
the models with an accuracy of 0.03 μm. 
 
3 ANALYSIS OF THE EFFECT OF LOCAL HEATING ON THE 

NATURE OF THE DEVELOPMENT OF DEFORMATIONS 
 

In the article [9, 10] it is told that when local or 
unilateral change of volume associated with a local or 
homogeneous change of the humidity and temperature 
of the samples and products "deformation waves" 
appear and develop, which are distributed throughout 
the sample and the product. It was suggested that the 
material of the article perceiving the energy of the 
arising deformations transfers it to neighboring parts 
with a partial distance. As a result, standing waves 
with variable amplitudes and period are formed, 
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which can develop as the volume of local sections 
changes. A similar pattern of occurrence and 
development of deformation processes must occur at 
the level of concrete structural inhomogeneities. 

Experimental results showed that the 
development of deformation processes in the models 
of structural cells of concrete begins almost 
simultaneously with the supply of thermal energy. 
Local and thermal deformations cause the 
deformation of adjacent volumes of a material and 
appear on the opposite surface without changing its 
temperature. A local increase in volume causes the 
development of deformations of neighboring areas, 
forming a kind of "deformation wave". The nature of 
the formation of a deformation wave in a sample of a 
structurally homogeneous material is shown in Fig. 3 
 

 
Figure 3 The mechanism of the formation of deformation waves at the local 

heating of the sample: 1 - sample; 2 - heater; 3 - zone of development of 
temperature deformations; 4 - change of deformations; T - initial temperature; T1 - 

temperature change. 
 

In the case of using materials with a certain 
structural organization, the transfer of deformation 
energy from one kind of structural inhomogeneities to 
other will be determined by the state of the interface 
between the components and their deformation 
characteristics. This changes the appearance of 
emerging deformation waves. Fig. 4 shows the 
mechanism of the formation of deformation waves 
during the local heating of a sample made of a 
multicomponent material. 
 

 
Figure 4 Formation of a deformation wave for the local heating of a sample and a 

structurally inhomogeneous material: 1 - sample; 2 - heater; 3 - zone of 
development of temperature deformation; 4 - change of deformations; 5 - structural 

component with increased deformation characteristics; 6 - perfect adhesion on 
interphase interfaces; 7 - absence of adhesion forces, bonds on interphase 

interfaces; T1 - temperature change. 
 

With perfect adhesion of the matrix material to 
the surface of the structural inhomogeneity (under the 
condition EM < ECH, where is EM - the modulus of 
elasticity of the matrix, and ECH - the modulus of 

elasticity of the structural component), the 
deformation energy varies, which affects the nature of 
the basic deformation wave. In the case of weakened 
adhesion, the matrix material "sags" on the inclusion, 
causing half the appearance of local deformations. It 
can be assumed that similar perturbations of the 
deformation wave with the local heating of the 
structurally inhomogeneous material will occur when 
it meets the shores of the cracks and internal 
interfaces. The initial local and integral deformations, 
both at the level of the structural heterogeneities of 
the material and at the levels of the sample or article, 
should have a special effect on the character of the 
development and the type of deformation waves. An 
example of the emergence and development of the 
deformation wave is instantaneous volume "portraits" 
of the deformation state, which arose when local 
models of structural concrete cells were heated in 
Figs. 5, 6 and 7. 

 

 
Figure 5 Deformations of the surface of models of structural cells of concrete with 

fittings 
 

 
Figure 6 Deformations of the surface of models of structural cells of concrete with 

expanded clay gravel 
 

The comparison of the deformation state of the 
model obtained by the speckle-interferometry method 
after the local temperature supply by the nature of the 
residual strain distribution obtained by the grapho-
analytical method and the photoelasticity method 
made it possible to determine the effect of residual 
deformations, the state of the interfaces between the 
matrix and inclusions, and the type and orientation of 
the inclusion on the formation deformation waves. 
This allowed us to recommend this method, after 
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improvement, to detect, fix and quantify structural 
heterogeneities of complexly organized materials. 
 

 
Figure 7 Deformations of the surface of models of structural cells of concrete with 

a low-modulus filler 
 
The analysis of the kinetics of the formation and 

propagation of deformation waves made it possible to 
conclude that the arising deformation perturbations 
superimposing on the existing non-uniform 
deformation fields change their general form. In the 
material there are spontaneously zones, regions, and 
extent (streams) of material with increased density. It 
is logical to assume that the transfer of thermal energy 
will occur through the zones of material with 
increased density, which will lead to local thermal 
deformations and, as a consequence, to the formation 
of deformation microwaves, the latter entering into a 
component part of the basic deformation waves. In 
addition to that, the wave process of changing the 
deformation state should be considered one of the 
main factors affecting the formation of heat transfer 
conditions. The coexistence of the zones of different 
density in the matrix material assumes the formation 
of heat flows in the form of separate channels or 
streams, the runoff of which will be determined by the 
zones of maximum density. Such a stream pattern of 
heat fluxes will form a kind of percolation cluster in 
the sample, design and product. Changing the form of 
percolation clusters due to directed structure 
formation and "guidance" of residual deformations in 
the material can be regulated by heat transfer 
processes in the enclosing structures. 
 
4 CONCLUSIONS 
 

The conducted research has shown that when local heat 
is applied to complex materials, deformation waves arise that 
pass through the entire sample obtained from these materials. 
The velocity of propagation of deformation waves is higher 
than the rate of transfer of thermal energy, which leads to the 
spontaneous formation of density fluctuations in the material. 
The formation of density gradients assumes that complex 
trajectories of heat fluxes are formed in the material, the 
changing of which makes it possible to change the thermal 
protective properties of heat-insulating and heat-insulating is 
a structural materials. Moreover, structural changes related to 

self-support and self-development of the network of active 
elements enable the manifestation of adaptation effects, 
which allows the design-system to function during the 
normalized period. The importance of the processes of self-
organization during the creation and operation of the system-
design allows it to be attributed to a self-organizing system. 
Thus, the building structure can be represented as an open 
and complex self-organizing system. Based on the 
experiments conducted on the formation of the structure of 
heterogeneous materials, it is possible to predict and produce 
composite materials with desired properties. In the future, 
plans are to study the influence of structural inhomogeneities 
in the form of an interface (cracks), local media and capillary-
compacted porous structure of materials to improve their 
thermal performance. 
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THE CANTILEVER BEAMS ANALYSIS BY THE MEANS OF THE FIRST-ORDER SHEAR 
DEFORMATION AND THE EULER-BERNOULLI THEORY 

 
Dino KLJUČANIN, Abaz MANĐUKA 

 
 

Abstract: The effect of the Timoshenko theory and the Euler-Bernoulli theory are investigated in this paper through numerical and analytical analyses. The investigation was 
required to obtain the optimized position of the pipes support. The Timoshenko beam theory or the first order shear deformation theory was used regarding thick beams where the 
shearing effect of the beam is considered. The study of the thin beams was performed with the Euler-Bernoulli theory. The analysis was done for stainless steel AISI-440C beams 
with the rectangular cross-section. The steel beams were a cantilever and stressed under varying point-centred load.  
 
Keywords: AISI-440C; Cantilever; Euler-Bernoulli beam theory; First order shear deformation theory; Timoshenko beam theory 
 
 
1 INTRODUCTION 

 
The importance of beam theories applications can be 

seen in many engineering fields. Their use comprises 
applications in machine design, mechatronics, the design of 
components, etc. These theories are used in the analysis of 
thin and thick beams. The thick beam theory was introduced 
by Timoshenko. It is based on shear deformation that takes 
place due to the bending of the beam. 

In order to optimize design and to obtain the most precise 
results, various cases of the pipes supports were examined. 
The piping requires various location positioning due to 
terrain specification. In order to minimize the required 
materials and to achieve the best aesthetic, the behaviour of 
end pinned beams is investigated. The examination is done 
through numerical and analytical methods. One of the 
mistakes that is made in practice is neglecting of the shearing 
component in the material that happens in certain cases 
regarding the beam geometry. For FEM analysis, one of the 
latest numerical algorithms will be used (NASTRAN). This 
paper will determine the optimal positioning of the beam and 
present the comparison of the results obtained through 
analytical and numerical analyses. In order to obtain the best 
results and avoid neglecting of the aforementioned shearing 
component of this type of beams, the Euler-Bernoulli and 
Timoshenko Beam theories are applied in certain cases. 

The Euler-Bernoulli theory has been successfully 
applied in engineering practice. This theory served as the 
base to formulate a theory for the finite displacement in the 
beam and post-buckling analysis [1]. Ghosh used this theory 
as a base for developing and implementing a solution for 
shape memory polymers [2]. Xue and Khawaja successfully 
applied the Euler-Bernoulli theory in the analytical study of 
sandwich structures [3]. The Euler-Bernoulli theory in 
fractional form is successfully used in the experimental 
analysis for micro-beams [4]. 

Labuschagne et al. have shown analysis of the Euler-
Bernoulli and Timoshenko beam theories alongside with 
two-dimensional elasticity theory where the Timoshenko 
theory application had the most desirable results [5]. In the 

numerical and analytical study, the Timoshenko shear 
deformation theory was used as a foundation for the 
investigation of the vibrational performances in continuous 
beam [6]. For bending analysis of the cantilever isotropic 
beam, this theory was utilized as a base for the development 
of the theory for the displacements and stress [7]. Tessler et 
al. have done the refinement of the Timoshenko Beam theory 
for sandwich beams using Zigzag Kinematics [8]. The 
Timoshenko theory was used with Eringen nonlocal 
elasticity theory to form differential transformation method 
for the analysis of the thick nano-beams vibrations [9]. 

The accuracy of the Timoshenko theory is governed by 
the shear correction factor. Regardless of the shear correction 
factor three approaches i.e. two shear stress approaches and 
Saint-Venant are used for evaluation of shear correction 
factor [10]. Birman and Bert highlighted the importance of 
shear correction factor and evaluated its function for six 
methods in sandwich structures [11]. The effect of the 
different approaches used for shear coefficient can affect the 
accuracy in terms of natural frequencies [12]. 

 
2 THICK AND THIN BEAM THEORIES 
 

The calculation of the observed values is done taking into 
consideration the stress caused by momentum made by the 
static force and the shear in the observed cross-section. The 
force is applied in the direction y and along the horizontal 
axis of the cantilever beam. A displacement occurring with 
respect to x can be determined as Eq. (1): 
  
d d
d d
w P
x A G k x

ϕ
= +

⋅ ⋅
                                      (1) 

 
Taking into consideration the angle of rotation which can 

be determined as Eq. (2) 
 
d
d

Px
x EI
ϕ
=                                             (2) 
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For the boundary condition for the value of x1 and x2, this 
equation can be expressed as Eq. (3) and Eq. (4), or in the 
final form given with Eq. (5): 

 
1

2

d d
x

x

Px x
EI

ϕ = ∫                                                        (3) 

1

2

( ) d
x

x

Px x x
EI

ϕ = ∫                                                    (4) 

2 2
1 21( )

2
Px Pxx
EI EI

ϕ
 

= −  
 

                              (5) 

 
After the integration is finished, and if the maximum 

distance of the beam is denoted as l, the final term for the 
angle of rotation with respect to x will have the form 
expressed with Eq. (6): 
 

2 21( )
2

Pl Pxx
EI EI

ϕ
 

= −  
 

                                         (6) 

 
After all conditions for integration are obtained, the main 

equation can be written as Eq. (7): 
 

2 21( ) d d
2

l l

x x

P Pl Pxw x x x
A G k EI EI

 
= + −  ⋅ ⋅  
∫ ∫                          (7) 

 
Integration with respect to dx will transform the 

aforementioned equations to final forms Eq. (8) and Eq. (9): 
 

( )3 2 3( ) ( ) 2 3
6

P Pw x l x l l x x
A G k EI

= − + − +
⋅ ⋅

                  (8) 

( )3 2 32 3( )( )
l l x xl xw x P

A G k EI

 − +− = +
 ⋅ ⋅
 

                   (9) 

 
Where: E – Young’s modulus of elasticity (GPa); G – 
Shearing modulus (MPa); K – Timoshenko coefficient (-); I 
– Inertia moment (mm4); A – The cross-section of the 
observed beam (mm2); P – Force acting on the element (N). 

The phenomenon of the thick beams was developed by 
Timoshenko and this theory was named after him. The 
principle of this theory is in the fact that beams that are 
considered thick, or that are of length twenty times shorter 
than their thickness, perform differentially from thin beams. 
The basic assumption is predicted by the Euler-Bernoulli 
theory, which states that sections of the beam plane remain 
perpendicular to the longitudinal direction. 

The deformation which happens due to bending of the 
beam can only be correct for the long and thin beams. In the 
case of thick beams, shear deformation must be taken into 
consideration. In this study, the force was pointed in the 
following distances 130 mm, 260 mm, 390 mm, 520 mm and 

at the end, i.e. 650 mm from the fixed support. The end values 
of the applied forces are shown in Tab. 1. 

 
Table 1 Values of the applied force 

F1 F2 F3 F4 F5 
(N) (N) (N) (N) (N) 

4414.5 3433.5 2452.5 1471.5 882.9 
 
3 NUMERICAL SIMULATION 
 

Analysis was based on stainless steel beams with 
squared-rectangular cross-sections, as it is shown in Fig. 1. 
Used steels have many advantages compared to other 
commercial steels. Due to their high chromium content, they 
have good corrosion resistance. These steels are also used in 
applications such as medical equipment, kitchen hardware, 
transport systems of fluids, and structural parts. As a 
structural part, these steels are widely used due to their ability 
to sustain harsh outdoor conditions without any maintenance.  

All beams were made of stainless structural steel with 
properties shown in Tab. 2. In order to obtain results for this 
type of load by FEM, NASTRAN algorithm was used. This 
algorithm was developed by NASA (NASA Stress Analysis) 
and was used as an addition to Autodesk Inventor stress 
analysis tools. 

 

 
Figure 1 Cross section of the examined beams 

 
The meshing setup was made for 15 mm element size as 

it is shown in Fig. 2. In order to increase the accuracy of 
performed analysis, parabolic element order was used. The 
cross-section of the beam was quadratic with dimensions of 
40 × 40 mm. The Timoshenko theory was applied on the 
beam with a length of 650 mm, while the Euler-Bernoulli 
theory was applied to the beam with a length of 950 mm. 

 

 
Figure 2 Boundary condition of the numerical model 
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Table 2 Properties of the used material - AISI 440C 
Designation E G n K 

Unit (GPa) (MPa) - - 
Value 206.7 83900 0.27 0.833 

 

 
Figure 3 FEM Analysis of the examined model 

 
Investigation of the non-supported cantilever beams 

included a fixed setup of the support (Fig. 2.) with no 
translation and rotation as the boundary condition and remote 
force according to the specified length in the x, y, z coordinate 
system.  A detail from the experimental run is shown in Fig. 
3. 

 
4 RESULTS EVALUATION – ANALYSIS COMPARISON 

 
Nastran module was used as an add-in module in 

Autodesk Inventor stress analysis environment. The results 
were obtained for each case that consisted of various 
distances at which the values of the aforementioned forces 
were applied. The analytical results in the case of the 
Timoshenko theory obtained for all the distances of the 
applied forces are shown in Tab. 3. 

The analytical analysis and calculation of the second 
beam displacement with the length of 950 mm, were done by 
means of the Euler-Bernoulli theory and the results for all the 
examined cases of applied forces are shown in Tab. 4. 
 

Table 3 Analytical results for the first beam 
Case Dist d1 d2 d3 d4 d5 
No. (mm) (mm) (mm) (mm) (mm) (mm) 
1 130 0.513208 0.399162 0.285116 0.171069 0.102642 
2 260 1.906193 1.482594 1.058996 0.635398 0.381239 
3 390 3.95901 3.07923 2.19945 1.31967 0.791802 
4 520 6.451715 5.018001 3.584286 2.150572 1.290343 
5 650 9.164365 7.127839 5.091314 3.054788 1.832873 

 
Table 4 Analytical results for the second beam 

Case Dist. d1 d2 d3 d4 d5 
No. (mm) (mm) (mm) (mm) (mm) (mm) 
1 190 1.602212 1.246165 0.890118 0.534071 0.320442 
2 380 5.951072 4.628612 3.306151 1.983691 1.190214 
3 570 12.359919 9.613271 6.866622 4.119973 2.471984 
4 760 20.142091 15.666070 11.190050 6.714030 4.028418 
5 950 28.610924 22.252941 15.894958 9.536975 5.722185 

 
In the case of FEM simulation, the same conditions were 

applied in both cases of the end pinned beams. The 
aforementioned setup was used with respect to the real 
character of the point centred perpendicular load. The results 
obtained through numerical analysis are shown in Tab. 5. 

Table 5 Numerical results for the first beam 
Case Dist. d1 d2 d3 d4 d5 
No. (mm) (mm) (mm) (mm) (mm) (mm) 
1 130 0.548650 0.427240 0.305140 0.182990 0.109720 
2 260 2.471700 1.923000 1.373500 0.824030 0.494350 
3 390 4.394800 3.418700 2.441800 1.465000 0.878910 
4 520 6.317400 4.913900 3.509900 2.106000 1.263500 
5 650 8.240500 6.409600 4.578100 2.746700 1.648100 

 
In order to show the detailed comparison of the beam 

theories in the case of thick beams, numerical analysis was 
performed for all the points of the applied loads with the same 
values and the results are shown in Tab. 6. 

 
Table 6 Numerical results for the second beam 

Case Dist. d1 d2 d3 d4 d5 
No. (mm) (mm) (mm) (mm) (mm) (mm) 
1 190 1.709000 1.329400 0.949320 0.569210 0.341330 
2 380 7.709600 5.996200 4.282800 2.569300 1.541400 
3 570 13.710000 10.663000 7.616000 4.569200 2.741300 
4 760 19.708000 15.328000 10.949000 6.569300 3.941200 
5 950 25.708000 19.994000 14.281000 8.568600 5.141300 

 
The used methodologies are compared and standard 

errors according to the deviation, for the first case, are 
obtained and presented in Tab. 7. Margin error in the case of 
the first beam for all runs is presented in Tab. 8. 
 

Table 7 Standard Error for analytical and numerical method for the first beam 
Case SE1 SE2 SE3 SE4 SE5 

1 0.017721 0.014039 0.010012 0.0059605 0.003539 
2 0.2827535 0.220203 0.157252 0.094316 0.0565555 
3 0.217895 0.169735 0.121175 0.072665 0.043554 
4 0.0671575 0.0520505 0.037193 0.022286 0.0134215 
5 0.4619325 0.3591195 0.256607 0.154044 0.0923865 

 
For the margin error at a confidence level of 90% and an 

alpha value of 0.1, the standard error is calculated by means 
of Eq. (10) given as: 
 

SDSE
n

=                                                                           (10) 

 
Where: SE – Standard Error: SD – Standard Deviation; n – 
number of examined values. 
 

Table 8 Margin Error for analytical and numerical method for the first beam 
Case ME1 ME2 ME3 ME4 ME5 

1 0.029151 0.023094 0.01647 0.009805 0.005822 
2 0.46513 0.362234 0.25868 0.15515 0.093034 
3 0.358437 0.279214 0.199333 0.119534 0.071646 
4 0.110474 0.085623 0.061182 0.03666 0.022078 
5 0.759879 0.590752 0.422119 0.253402 0.151976 

 
In the case of the first beam, two methodologies are 

compared and characteristic trend lines with corresponding 
equations are shown in Fig. 4.  

In the case of the second beam at the confidence level of 
90%, using the same term given with Eq. (10), the standard 
error is determined and presented in Tab. 9. 

Margin error for the second case with the critical value 
of 1.645 according to the t-test, as it was the case for the first 
beam, is obtained and presented by means of Tab. 10. 
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Figure 4 Comparison of the trend lines for analytical and numerical methods in the 

case of the first beam 
 

Table 9 Standard Error for analytical and numerical method for the second beam 
Case SE1 SE2 SE3 SE4 SE5 

1 0.053394 0.0416175 0.029601 0.0175695 0.010444 
2 0.879264 0.683794 0.4883245 0.2928045 0.175593 
3 0.6750405 0.5248645 0.374689 0.2246135 0.134658 
4 0.2170455 0.169035 0.120525 0.072365 0.043609 
5 1.451462 1.1294705 0.806979 0.4841875 0.2904425 

 
Table 10 Margin Error for analytical and numerical method for the second beam 

Case ME1 ME2 ME3 ME4 ME5 
1 0.087833 0.068461 0.048694 0.028902 0.01718 
2 1.446389 1.124841 0.803294 0.481663 0.28885 
3 1.110442 0.863402 0.616363 0.369489 0.221512 
4 0.35704 0.278063 0.198264 0.11904 0.071737 
5 2.387655 1.857979 1.32748 0.796488 0.477778 

 
The comparison of two methodologies for the second 

beam is done and the trend lines are calculated and presented 
with corresponding equations for all the cases (Fig. 5). 
 

 
Figure 5 Comparison of the trend lines for analytical and numerical methods in the 

case of second beam 
 
5 CROSS SECTION ANALYSIS AND ANALYSIS 

COMPARISON 
 

After the evaluation of the results, the differences 
between obtained displacements were present. The 
differences were asymmetrical. A certain cross-section of the 
support showed major differences for each magnitude of the 
force. The displacement deviations were present in the 
observed cross-section regardless of the load. The 
displacement deviations are shown in Fig. 6. 

 
Figure 6 Comparison of the evaluated values for analytical and numerical method 

(shown in percentage) - Timoshenko theory 
 
Compared results showed displacement deviations 

distinctions for both cases. The distinctions were the biggest 
in the first half part of the beam with up to a quartered 
deviation. Obtained results for the case of the Euler-Bernoulli 
theory are shown in Fig. 7. 
 

 
Figure 7 Comparison of the evaluated values for analytical and numerical method 

(shown in percentage) - Euler-Bernoulli theory 
 
6 DISPLACEMENT APPROXIMATION 
 

Due to different requirements in terms of the pipeline 
cross-sections, the combined mass of the transportation fluid 
and the pipes, it was necessary to investigate different values 
of the force applied. The investigations are done as a part of 
the development phase of the pipeline construction-setup to 
obtain the best values of the inclination angle that can provide 
the optimal fluid transportation. In the analysis of the optimal 
results for the two chosen supports numerical and analytical 
analyses were performed.  

The numerical analysis showed the results obtained 
through calculation of analysed cases can be correlated and 
the relationship between the distance of the applied load and 
the displacement were linear, which can be seen from the 
diagram shown in Fig. 8. 

The functional dependency for analytical solutions 
showed a slight deviation from the linear approximation of 
the displacement character in terms of distance of the load 
applied. The relation between them can be seen in Fig. 9. 
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Figure 8 Distance-displacement relation preview - Numerical analysis 

Figure 9 Distance-displacement relation preview – Analytical analysis 

7 CONCLUSION 

From the results obtained through numerical and 
analytical analyses, differences that were determined are 
noticeable and are in the sum range value of maximum 11% 
for the overall cross-section. The Timoshenko theory applied 
to thick beam analysis showed better overall fit compared to 
the Euler - Bernoulli theory. The displacement caused by the 
force that acted upon the different location on the beam had 
a linear character on all the evaluated beams.  

Differences are more noticeable in the first part of the 
support and gradually elevated towards perpendicular mid-
plane of the support. For the double value of the starting 
distance, the differences are most obvious with more than 
20% for every tested case. The optimal results that provided 
the most reliable value regarding vertical displacement were 
the supports with the length of 520 mm and 760 mm for the 
first and second analysed beams, respectively. Future work is 
expected to be referenced regarding optimization and 
application of these theories in modified types of beams with 
a unique modified cross-section according to the design that 
is planned to be developed. 
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ENVIRONMENT IMPACT OF A CONCENTRATED SOLAR POWER PLANT 
 

Mladen BOŠNJAKOVIĆ, Vlado TADIJANOVIĆ 
 
 

Abstract: More recently, there has been an increasing interest in the use of concentrated solar thermal energy for the production of electricity, but also for the use in cogeneration 
and trigeneration. In this sense, the increasing use of solar thermal energy in urban areas is expected, and its impact on the environment is inducing an increasing interest. The 
paper analyses the impact of concentrated solar power technology (linear Fresnel, parabolic trough, parabolic dish, and central tower) on the environment in terms of water 
consumption, land use, wasted heat, emissions of gases, emissions of pollutants that include the leakage of heat transfer fluid through pipelines and tanks, impact on  flora and 
fauna, impact of noise and visual impact. The impact on the environment is different for different concentrated solar power technologies and depends on whether thermal energy 
storage is included in the plant. Water is mainly used for cooling the system, but also for cleaning the surface of the mirror. To reduce water consumption, other cooling technologies 
(e.g. air cooling) are being developed. The available data from the literature show large variances depending on the size of the plant, geographic location and applied technology. 
 
Keywords: concentrated solar power plant; environment impact 
 
 
1 INTRODUCTION 
 

Solar power production can be achieved in two different 
ways: 
a) by using a photovoltaic technique that enables the 
conversion of total solar radiation directly into electricity,  
b) by applying thermal techniques based on the 
transformation of solar radiation (direct fraction only) into 
heat to generate steam used in the turbine as a working fluid, 
as it is the case with classical thermoelectric power plants. 
The basic advantage of the second way is the fact that it is 
much easier and achievable to store energy in the form of 
heat at a larger scale than in the form of electricity. 
Photovoltaic plants do not provide continuous electricity to 
the grid causing major network stability risks. Against them, 
solar thermal power plants can provide 24 h/day of very 
stable power to the grid thanks to large heat storages they use 
when there is no solar energy. 

The commercial deployment of Concentrated Solar 
Plants (CSP) started in 1984 in the United States. From 2005 
to 2016, electricity production from CSP plants increased 
from 0.04 GWh to 11.9 GWh. The total capacity of CSP 
plants on the world level was 5133 MW at the end of 2017. 

CSP utilizes mirrors to concentrate the sun’s radiation 
onto a receptor through which heat transfer fluid (HTF) is 
passing. Heat that is absorbed by the fluid is used to produce 
vapour which, by applying a conventional thermodynamic 
cycle (usually Rankin’s cycle), is converted into electricity 
using a steam turbine coupled to an electric generator. 

There are several types of CSP plants, and most often, 
they are classified according to the type of the solar collector 
used. More than 80% of CSP installed capacity in the world 
is based on parabolic trough collector technology. However, 
other types of plants based on linear Fresnel reflectors, 
central tower and parabolic dishes are also being used [1]. In 
all CSP parabolic trough plants, conceptual design is very 
similar, but remarkable differences exist in the plant scale 
(usually between 20 MWe to 100 MWe), type of the heat 
transfer fluid, heat transfer mode between the particular parts 
of the power plant and other operating conditions.  

Additionally, some power plants may have a thermal storage 
system which allows them to produce electricity after sunset, 
thus increasing the total production capacity of the plant (Fig. 
1). 

In some cases, an auxiliary boiler can be integrated with 
natural gas or fuel oil to increase production capacity and 
increase the overall energy efficiency of the system [3]. 
All CSP systems can extend the time of solar operation to 
base load by applying larger collector fields and thermal 
energy storage. Solar heat absorbed during the daytime can 
be stored in thermal energy storage systems based on molten 
salt, concrete, ceramics or phase change materials. At night, 
thermal energy can be recovered from thermal storage to 
produce electricity continuously. This is an important feature 
for use in desalination processes, which typically require a 
continuous steady-state process and constant energy input the 
whole day. Furthermore, the CSP unit in combination with 
the classical boiler unit can be used for electricity and heat 
co-generation. In this case, the plant achieves efficiency up 
to 85%. Possible applications include the combined 
production of process heat, district cooling, and seawater 
desalination. The trend is also about applying trigeneration. 
One such prototype small-scale solar trigeneration system 
was built at Orte near Rome (Italy) to meet the needs for 
heating, electricity and cooling of residential users [4]. 

Each made-up facility for energy utilization and 
conversion affects the environment and individual 
ecosystems on Earth. Since CSP systems are being built more 
in Europe in areas outside the desert, it is good to know the 
potential impacts of these facilities on the environment.  

This impact on the environment is different in some 
aspects for different plants and the following is usually 
analysed: 
• Land used 
• Water used 
• Gas emission to the atmosphere 
• Waste emission and impact on water, soil, and air 
• Noise emission 
• Visual impact. 
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Figure 1 Power tower with direct storage of molten salt. Today's and advanced molten salt projects are conceptually similar, but higher salt temperatures are expected with the 

sCO2-Brayton energy cycle [2] 
 

2 THE POTENTIAL ENVIRONMENTAL IMPACT 
 

Studies usually evaluate the life-cycle environmental 
impacts of CSP plants. The life-cycle analysis (LCA) defines 
boundary conditions to include processes, such as 
manufacturing (extraction of raw materials, transport to the 
factory, component manufacturing processes, transportation 
to the regional warehouse), construction (land preparation, 
construction of auxiliary facilities, plant assembly), 
operation, and maintenance (production of spare parts and 
their transportation to the site, fuel consumption of 
maintenance vehicles, water consumption for mirror 
cleaning), dismantling (energy required to disassemble plant 
components) and disposal (energy required for transporting 
waste to landfills, recycling of components, incinerator or the 
energy required for final disposal). 
 
2.1 Land Used 
 
 The land use of solar systems depends strongly on the 
level of insolation. The land used of a given site decreases 
with higher insolation, which is why the same system may 
require up to three times more land for high latitudes than for 
sites closer to the equator. CSP plants globally require a 
significant amount of land that must be relatively flat.  

There are different metrics for evaluating land-use 
impacts. Two metrics are most often applied for land use. The 
first metrics is the total surface area, which corresponds to all 
land enclosed by the site boundary. The boundaries of the site 
where the power plant is located are usually specified in 
blueprint drawings and are usually protected by a fence.  

Another metric is the area occupied by individual plant 
components which comprise land directly occupied by solar 
arrays, substations, service buildings, access roads, and other 
infrastructure. This direct-impact area is contained within the 
total-area border and is smaller than the total area. 

Land use is quantified on a basis of capacity 
(area/MWel) and generation (area/GWh/yr). Capacity-based 
results are useful for judge land-use and new projects costs, 

because power plants are often rated in terms of capacity. 
Results based on generation provide a more consistent 
comparison between technologies that differ in the capacity 
factor and enable the evaluation of land-use impacts that vary 
by solar irradiation, storage options, the way of tracking and 
applied technology [5].  

 

 
Figure 2 Land used of different technologies [5] 

 

 
Figure 3 The relationship between CSP thermal storage and direct land-use [6] 
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Since more recently, more solar power plants have a 
thermal energy reservoir. In this case, the required surface 
area increases with the capacity of the reservoir (Fig. 3). 

Generally, the land used is higher than for wind power, 
geothermal power plants, and nuclear power, but lower than 
for coal, biomass, and hydropower. In the future, growing 
global energy demand will lead towards lower-quality and 
open-pit coal mining and oil and gas extraction, using 
secondary and tertiary recovery technologies (e.g. tight oil 
and shale gas). This means that the land footprint of non-
renewable energy sources will increase over time, while 
renewable energy sources can be expected to decrease the 
land footprint. 
 
2.2 Water Use and Consumption 
 

Like other power plants, solar thermal plants have a 
fairly large water footprint to produce electricity. One part of 
water is used to produce steam in the thermodynamic cycle, 
and most of the water (85% to 95%) is intended for cooling. 
The applied cooling technology largely determines the 
amount of water the plant has withdrawn. Most of the applied 
cooling water is returned to the environment, but the quality 
of that water differs from those taken from the environment 
and that can be a source of concern.  

The consumption of a solar power plant with (once-
through) wet cooling is estimated at up to 3.8 m3/MWh of 
electricity, which is more than the amount of coal (3.123 
m3/MWh) and the amount of a nuclear power plant (3.055 
m3/MWh) with the same cooling system; but also for gas 
turbine combined cycle which has the lowest water 
withdrawal among thermal power plants (0.57 to 1.10 
m3/MWh) using a wet cooling tower (Fig. 4) [7, 8].  

 

 
Figure 4 Life-cycle water consumption for power generation [7, 8] 

 
Water is also used to clean mirrors to maintain high 

surface reflectivity, although water consumption for this 
purpose is usually hundreds of times lower than for cooling 
(around 20 litres/MWh). This water consumption is greater 
in areas where the wind carries dust particles (deserts), hence 
the surface fouling is larger. Burkhardt et al. [7] present the 
most comprehensive life cycle assessment of CSP water 

consumption, showing that solar thermal power plants with a 
dry cooling system can reduce the life-cycle water 
consumption of a parabolic through the plant with TES by 
80%. However, water savings also include significant 
compromises. Capital costs are roughly 10 % higher and 
power consumption is up to 1.5% more than for wet cooling 
plants. 

Some studies point out that the change from wet to dry 
cooling in a 100 MW parabolic trough a CSP plant can 
decrease the water consumption from 3.60 m3/MWh to 0.25 
m3/MWh. However, the application of dry cooling instead of 
wet increases investment costs and lowers plant efficiency, 
adding 3.0% to 7.5% to the levelled electricity cost. 
Moreover, this increases LC GHG emissions and the 
Cumulative Energy Demand (CED) by 8%. Additionally, 
dry-cooling technology is less effective at environment 
temperatures above 38 °C. Finally, there are also CSP 
designs with small freshwater requirements, such as 
parabolic dishes with Stirling engines and gas turbine towers.  
 
2.3 Waste 
2.3.1 Solid and Non-Hazardous Waste  
 

During the life-cycle of the CSP plant, both maintenance 
activities and the disposal of waste typical of electricity 
production will be carried out. Power plant waste includes 
oily rags, empty containers, broken and rusted metal and 
machine parts, waste electrical materials and other various 
solid wastes including the typical waste produced by 
workers. This waste is classified and managed by a local 
company authorized to do so. The collection and disposal of 
waste are carried out in accordance with the appropriate 
regulatory requirements in order to minimise the safety and 
health effects. 
 
2.3.2 Hazardous Waste  

 
Different hazardous waste can occur during the operation 

of a power plant. That waste include waste HTF and solvents, 
waste oil and oil filters, cleaning rags, used or expired 
deadline of chemicals from the water treatment system, 
expired deadline of paints, etc. This hazardous waste is 
temporarily stored on site in appropriate tanks and is 
permanently disposed of in the appropriate prescribed 
manner in accordance with the legal regulations. Workers 
will be trained to handle all hazardous waste generated in the 
place. 
 
2.4 Gases Emitted Into the Atmosphere 
 

The US National Renewable Energy Laboratory (NREL) 
has conducted a comprehensive LCA of renewable energy 
sources including the CSP technology [9]. In this life-cycle 
assessment, 42 GHG emissions were identified in thirteen 
unique references for Fresnel, parabolic trough, power tower, 
and parabolic dish technologies. Fig. 5 shows the 
distributions of the published assessment of life-cycle GHG 
emissions. Although most published estimates of greenhouse 
gas emissions in the life-cycle range between 14 g and 32 g 

0

1

2

3

4

5

6

Co
al

Nu
cle

ar

Na
tur

al 
ga

s

Na
tur

al 
ga

s
co

mb
. c

yc
le

Bi
om

as
s

CS
P PV

W
ind

GT
 B

ina
ry

GT
 F

las
h

m
3 /M

W
h 

of
 L

ife
tim

e 
En

er
gy

 O
ut

pu
t



Mladen BOŠNJAKOVIĆ, Vlado TADIJANOVIĆ: ENVIRONMENT IMPACT OF A CONCENTRATED SOLAR POWER PLANT 

TEHNIČKI GLASNIK 13, 1(2019), 68-74                               71 

CO2 eq./kWh, there are also some discrepancies that can be 
seen in Fig. 5, as the analysis also covers solar plants that 
additionally burn natural gas to generate electricity. These 
are actually hybrid solar power plants [10].  
 

 
Figure 5 Life-cycle GHG emissions (g CO2-eq/kWh) of CSP technologies [10] 

 
Phase Extraction and Component Manufacturing takes 

12.97% of the total CO2 production, the construction phase 
takes 0.02%, the highest CO2 production is 86.5% in the plant 
phase, and dismantling and disposal takes 0.51%. 

The production of mirrors and galvanized steel 
contributes to the majority of greenhouse gas emissions 
associated with the production of solar field components. 

The analysis carried out by Kommalapati et al. [11] also 
includes a large number of plants. The analysis gives results 
that are twice as high as those previously presented. 
However, the relative relationship between different 
technologies is the same, which means that the parabolic dish 
(Stirling) has the smallest CO2 emission.  

The LCA results also show that plants with TES have 
approximately twice the life-cycle GHG emissions of the 
configuration with minimal backup. Plants with dry cooling 
had slightly higher GHG emissions (5% to 7%) than wet-
cooled power plants due to the efficiency penalty of internal 
fan power consumption. 

If the heat transfer system uses nitrogen salts, the plant 
emits nitrogen oxide (N2O) into the environment. The 
emission of this gas is extremely small compared to the 
carbon dioxide emissions from fossil fuels, but it is certainly 
not negligible because nitrogen oxide is a stronger 
greenhouse gas than carbon dioxide and it is necessary to 
control and solve this problem.  
 
2.5 Wasted Heat 
 

All heat energy-converting systems produce waste heat 
that can have a significant share (Fig. 6). This applies to CSP 
generation as well. The waste heat fraction depends on the 
applied technology. 

As seen from Fig. 6, the waste heat in the CSP plant is 
smaller than for geothermal plants and power plants on 
natural gas, but it is higher in relation to coal-fired and oil-
fired power plants.  

 
Figure 6 Waste heat (MWt) per unit of electric capacity (MWe) for different 

processes of power generation [12] 
 
Recently, it became very popular to utilize waste heat in 

various ways. One application where the heat from CSP 
could be used is desalinization. This is particularly important 
for regions with high irradiation that are suitable for CSPs 
and are faced with a serious deficit of fresh water. Scientists 
find that in a co-generation plant, where CSPs apply 
supercritical carbon dioxide cycle, the power cycle could be 
combined with thermal desalination using waste heat. The 
desalination process uses only the waste heat because the s-
CO2 cycle rejects heat at 70 °C, the temperature required to 
integrate with the desalination system.  

Additional opportunities for wasted heat use may exist in 
the industrial sector to meet either the heating needs or 
cooling purposes. 

 
2.6 Heat Transfer Fluids, Emissions to Soil and Water 
 

The influence of HTF is manifested in the leaking or 
emitting into the soil, groundwater and surface water, air and 
human presence. Linear Fresnel, parabolic trough and 
parabolic dish technologies have a large number of collectors 
in the solar fields connected by pipelines that contain HTF 
and therefore occupy a large area. That large part of the 
surface is under the potential influence of HTF leakage. This 
fact indicates that the use of HTFs can be dangerous for the 
environment. 

Small leakage (mainly due to evaporation) and 
accidental spillage may occur at the plant, so effective 
protection measures should be organized. Leaking not only 
affects the environment but also the health of people. 

Because of this, people must be trained for possible 
accidents to minimize the impact on nature and humans and 
all the necessary protective equipment and equipment must 
be provided. 

This aspect is less problematic for the area of heat 
storage and the area of process equipment due to small area 
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occupancy. In this case, the inspection surfaces are more 
accessible and it is possible to place protective surfaces 
against the ground to prevent significant groundwater 
contamination if HTF or Heat Storage Media (HSM) is 
leaking. The central tower system is considered as the middle 
case, whereby the height of the tower can facilitate dispersion 
on the large area around the tower. Accidental leakage can 
occur during HTF circulation in some areas that are not 
protected by insulation, e.g. the central receiver.  

If the CSP plant is placed in a populated place, e.g. on 
the roof of a building and serves for cogeneration or 
trigeneration, special attention must be paid to HTF. 

 
2.6.1 Synthetic Oil 

 
Parabolic trough power plants in Spain and California 

show some leakages of the synthetic oil used in the receiver. 
The leakage indicator is in the characteristic smell of HTF. 
Leaks are reduced by new connection elements (ball joints), 
while soil pollution is recovered by microbial remediation or 
by removing and replacing large amounts of soil. In areas 
with surface ponds or shallow groundwater, synthetic oil 
contaminates the soil and penetrates very quickly in the water 
to which it is very poisonous. This fact suggests that synthetic 
oil should be prohibited in the area of very vulnerable 
aquifers. 

 
2.6.2 Alternative HTFs 
 

HTFs for high-temperature areas have high priority in 
global research [13]. The results of the research in the past 
years have led to new systems that do not require synthetic 
oil, but directly use water/steam as HTF, such as DSG (direct 
steam production), gases or molten salt mixtures in 
direct/indirect systems. 

Besides the environmental safeguard, the choice of the 
HTF has various constraints: performances, costs, and plant 
efficiency. This requires a compromise to meet quality 
solutions. 

Other options involve advanced HTFs, including: 
• Pressurised gas, currently under testing 
• Systems where molten salt is directly used in solar 

collectors and energy storage systems, e.g. in a demo 
plant in Archimedes, Italy 

• Use of dense gas-particle suspensions (approximately 
50% of solid) in tubes as HTF. This HTF behaves as a 
liquid with a wide operating temperature range. It remains 
in a liquid state at almost any temperature (does not 
freeze) and allows a working temperature increase up to 
700 °C and above.  

• Adding nanoparticles to the above-mentioned fluids will 
result in nanofluids that greatly enhance physical and 
transport properties and have a positive impact on the 
environment. 

• Use of special additives in order to reduce the melting 
point for molten salt mixtures. The nitrate salts NaNO3 
and KNO3 of the TES are mainly (at about 60%) natural 
products mined in northern Chile, and the rest are from 
the chemical industry. Even if the main part of this salt is 

a natural mineral material, it leaves a significant 
environmental footprint due to energy consumed for mine 
extraction, transportation, salt processing and application 
in TES [14]. 

 
2.7 Materials in CSP Plants 
 

CSP plants use a lot of working materials inside their 
system, far more than the conventional fossil fuel power 
plants. The main materials used are most often steel, glass, 
and concrete with a relatively high recycling rate, typically 
over 95%. Materials that cannot be recycled are mostly inert 
and can be used for road building or can be land-filled safely. 
However, there are several toxic materials (compounds) 
found within the CSP system, most often synthetic organic 
compounds such as biphenyls and biphenyl ether used in the 
heat transfer system. These compounds can cause a fire and 
may, during leakage in the system, reach the ground through 
which they can reach other parts of the environment and need 
to be treated as hazardous waste. From the soil, poisonous 
compounds can be absorbed by plants, and by eating these 
plants, animals can also absorb them. One of the ways in 
which they try to solve toxic materials is by replacing them 
with water or molten salts. 

 
2.8 Impacts on Flora and Fauna 
 

Impacts of CSP plants on the local environment may be 
associated with creating access roads, building works, and 
ecosystem disturbance. Construction of facilities, roads and 
car parks causes the destruction of the local fauna. The extent 
of destruction depends on the area affected and the type of 
land use before the construction of the plant. 

Construction of the plant can lead to fragmentation of the 
habitat, which means that species lose the optimal integrity 
of the ecosystem for their survival. The power plant uses 
environmental resources (water), thereby reducing the 
resources necessary for the plants and animals that live there. 
In Mediterranean areas, plants that are drowned due to lack 
of water can also contribute to the risk of fire over plants 
directly affect the vertebral mortality in two ways: collision 
with the upper parts of the plant (especially with the central 
tower) and heat stroke or combustion of the surrounding area 
resulting from the reflection of concentrated solar radiation 
[15]. Birds rarely collide with the tower of the plant when the 
visibility is good, but with reduced visibility, a greater 
number of dead birds have been recorded. Birds can also 
replace reflective water surface mirrors and, when being 
convinced of diving into the water, collide with them and 
become injured. During the operational phase it was noted 
that the plant and animal world gradually adapt to the new 
environment. For example, some dwarves are trying to build 
a nest on the heliostat, and the turkeys returned and feed in 
the vegetation of the heliostat field. 

Building power plants may be a barrier to migratory 
pathways to local plant and animal populations and thus their 
chances of survival may be reduced. Likewise, there may be 
an increase in the number of invasive species to that area. 
When transporting equipment and materials for the 



Mladen BOŠNJAKOVIĆ, Vlado TADIJANOVIĆ: ENVIRONMENT IMPACT OF A CONCENTRATED SOLAR POWER PLANT 

TEHNIČKI GLASNIK 13, 1(2019), 68-74                               73 

construction of a plant, the site can be introduced to invasive 
alien species or species whose natural habitat is not in this 
ecosystem. Invasive foreign species often have the ability to 
rapidly propagate and spread and then pose a major threat to 
domestic species.  

Collector arrays in CSP plants affect the profile of wind 
flow. The mean wind speed is drastically reduced, and the 
kinetic energy of turbulence grows within the collector field. 
Reducing wind speed is of great benefit because speed is of 
primary importance for the desert spread. That is, the 
collector field acts beneficially in soil protection from 
erosion. 

The collector field in CSP plants also has an influence on 
the soil temperature below the collector. Depending on where 
the plant is built, the temperature of the soil in winter may be 
several °C higher and during the spring and summer several 
°C lower than the soil temperature outside the collector field 
(according investigation of Zhiyong Wu et al. [16] in 
Yanqing, China, temperature difference was from 0.5 °C to 
4 °C). 
 
2.9  Potential Noise Sources 
 

Noise from the solar power plant is not significant 
compared to other types of power plants, such as 
conventional coal, wind power generation, and gas turbine 
power plants. The noise from the generating plant of the 
large-scale trough, Fresnel and power tower plants is unlikely 
to cause any disturbance to the public since the power block 
is invariably located at the centre of a large solar field, far 
from the facility boundary. The effects of noise are greater in 
the construction phase of the plant, but this impact can be 
mitigated with the adoption of good work practices. 
According to the items listed below, the noise is generated in 
the operation of the plant due to:  
• Boiler start-up and operating noises 
• Salt and water pumps 
• Cooling fans 
• Stirling engines 
• Waste Water Treatment operations 
• Service vehicles (for cleaning mirrors) 
• Power transformer noises and 
• Transmission line noises. 

 
In the variant of the use of CSP cogeneration and trigger 

systems, collectors can be placed on the roofs of buildings or 
factory halls. For this case of CSP application, noise can, 
though not large, potentially pose a problem for the tenants 
of the building. 
 
2.10 Visual Intrusion 
 

It is very important to carefully select the location of the 
solar thermal power plant, as this will be closely related to 
the visual impact. Due to specific operating requirements of 
these types of systems, CSP plants are typically placed in 
regions with a small demographic density and very small 
visual impact may be introduced as far as natural reserves are 
avoided. The solar tower system makes a higher visual 

impact than technologies such as the parabolic trough, dish 
Stirling and Fresnel, due to the height of the central tower. In 
terms of new trends in the use of CSP cogeneration and 
trigeneration systems, collectors can be placed on the roofs 
of buildings. In this case, the CSP system have a significant 
visual impact. 
 
3 CONCLUSION 
 

There are different factors that influence the CSP 
environmental profile, including location, size, applied 
technology and materials (for construction, HTF, etc.), water 
use, land use, operation and maintenance needs, etc.  

Despite the fact that this kind of power plant has a 
negative impact on the environment, it is obvious that CSP 
plants have much better ecological performance than today’s 
fossil power plants. Since they do not use any fuels, there are 
no oil spillage or methane leaks. On the other hand, the use 
of materials such as concrete, steel, and glass means the 
possibility of their recycling.  

The problems that need to be solved are the water 
demand in the dry areas, the use of toxic synthetic oils as a 
heat transfer fluid and the use of pesticides to limit the growth 
of vegetation in heliostat fields. For all these problems, there 
are technical solutions or they are in the development phase. 

The impacts of certain applied technologies on the 
environment are different. Although some CSP technologies 
are commercialized, they are less mature than conventional 
fossil fuel power plants. Due to the great interest in this area 
and the increasing number of research, significant 
improvements in the efficiency of these systems can be 
expected, with less environmental impact.  

As far as CSPs are concerned, there is a need for further 
research into Stirling’s systems, the effects of storage 
materials on the ecological profile of the entire CSP plant, 
water-saving strategies in the cooling system, the application 
of the Brayton cycle and the application of hybrid solar 
power plants.  
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PROPOSAL FOR A WEB PORTAL MANAGING REGISTRATION FOR STUDENT 
ACCOMMODATION IN A DORMITORY 

 
Ivor PODUNAVAC, Dominika CRNJAC MILIĆ, Krešimir NENADIĆ 

 
 

Abstract: A proposal for developing a database model and a web portal for managing registration for student accommodation in a dormitory is given in this paper. The portal has 
two user profiles and corresponding functionalities; they are intended for users/students and administrators, respectively. In the process of application for student accommodation 
in a dormitory, every student has to provide data referring to GPA, i.e. academic achievement at school, level of education, university, parents’ status, household members, the 
number of siblings and their school age, and household monthly income. There are also extra conditions that could ensure direct allocation of accommodation at a dormitory. After 
the application process deadline has expired, the administrator can either accept or decline applications. At the end of the application process, the final ranking list can be published 
and made accessible. Advantages of using a web portal for the dormitory accommodation election and application process are e.g. better accessibility and the fact that students 
are exempt from delivering the necessary application documentation personally. In that way, costs are reduced, efficiency at work is increased and the possibility of making errors 
when entering and processing data is significantly lower. 
 
Keywords: application; database model; dormitory; student; web portal 
 
 
1 INTRODUCTION 
 

This paper describes the process of development and 
utilization of a web portal. The developed web portal enables 
easier application process to potential candidates for student 
accommodation in a dormitory. Web portal also enables the 
ranking process, which creates final ranking list of possible 
dormitory beneficiaries according to the rent price. The 
ranking is calculated according to high school average grade 
or passed exams, achieved ECTS (European Credit Transfer 
and Accumulation System) points, year of studying, social 
status, etc. 

The second section gives a short overview and analysis 
of current methods of ranking students. 

The third section presents technologies used to develop 
database and web portal. 

The fourth section explains development process and 
related functionalities in web portal. 

The fifth section concludes this paper. 
This paper is a result of a student graduate thesis written 

by Ivor Podunavac at Josip Juraj Strossmayer University of 
Osijek, Faculty of Electrical Engineering, Computer Science 
and Information Technology in Osijek, Croatia. [1] 
 
2 SHORT OVERVIEW 
 

This section of paper will give insight in the manner the 
applications are handled without support of ICT (Information 
Communication Technology). 
 
2.1 Current Methods of Ranking Students against Using 

New Technologies 
 

 Throughout the month of July students and future 
students have the option to apply for a student dormitory 
accommodation. First-year students and older have to deliver 
their application documents personally, while prospective 

students can send their application documents by mail. The 
first step in applying for student dormitory accommodation 
is to pick up the application form at the dormitory. The next 
step is to fill in the application form and include all the other 
required documents. The application form requires the 
following data to be filled in: 
• student name and last name,  
• name of university and faculty student is applying to,  
• total number of achieved ECTS credits,  
• number of ECTS credits achieved in current academic 

year of studying,  
• certificate of passed exams, and  
• whether the studying program is in a science filed that is 

marked as deficit on the national level. 
 
The web portal developed as a part of student thesis 

enables insight in all the required conditions in one place. 
Another advantage of the web portal is in finishing the 
application in significantly less time than using paper forms, 
and web portal user’s interface is friendlier. This paper will 
give a short overview of the older paper-form version of the 
application process for the dormitory. Work efficiency as 
well as data processing and creating final rang list will be also 
mentioned.  

Advantage of using new technologies in applying for 
accommodation can have different groups of beneficiaries, 
for example high school pupils and students.  

Major difference in using new technologies during 
application process is much easier accessibility, lower costs, 
and all the relevant data can be processed much faster 
regarding the server. Applicants can use the web portal 
functionality on any device with internet connection (a 
computer, a smartphone or a tablet) and they can finish the 
application process in several minutes. The only presumption 
is that all the required documents have already been prepared 
on the device that will be used for the application process. 
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2.2 Current State of Accommodation 
 

There are 14 dormitories for student accommodation in 
eight cities throughout Croatia. Student dormitory in 
Slavonski Brod has the smallest number of beds - 115, while 
student dormitory "Stjepan Radić" in Zagreb has the largest 
number of beds – 4,014. Total sum of all available beds in 
dormitories for student accommodation across the Republic 
of Croatia is 11,709. Every year the capacity for student 
accommodation in dormitories across the Republic of Croatia 
has maximum occupancy. Every year the total number of 
applications for student accommodation in dormitories scales 
about 35-40% above the total available capacity (data 
acquired by direct inquiry in dormitory in Osijek – similar 
situation in majority of dormitories). Every summer in 
Croatia between 15,000 and 17,000 students apply for 
accommodation in dormitory in a way that they supply all the 
required paper documents to a certain dormitory they want to 
apply to. That does not depend on their current residence. 

There is a tendency to expand capacity to accommodate 
more students in dormitories. Two new student dormitories 
have been opened in the academic year 2017/18. One is in 
Knin, with a maximum capacity of 78 beds 
(https://www.veleknin.hr/veleknin/web/index.php/Studentsk
i-dom) and the other one is in Virovitica, with a maximum 
capacity of 108 beds (http://studom.vsmti.hr/o-domu/1/). 

There is a web portal of similar type already in use. It is 
for student accommodation in dormitories at the University 
of Zagreb [2]. This web portal has restricted access and 
allows access only for students of the University of Zagreb. 
Still, majority of dormitories for student accommodation in 
the Republic of Croatia do not use the type of application 
process that will be presented later in this paper. Hence, all 
students applying for student accommodation in dormitory 
have to enclose all the required paper documents. There is a 
problem that students from distant places spend more money 
for travel expenses and they spend more time for the 
application process. There is a limited number of available 
beds so it is possible that some students will not get the 
desired accommodation. The application process starts after 
all the applicants enclose all the required documents and the 
closing date expires. Student centre or student dormitory 
employees register, manage and process all the supplied data 
in available software solution for the application process. 
This is the right place to observe efficiency and profitability 
of current manner of conducting the application process 
against the way proposed in this paper. Students could 
perform the process of registration and filling in the data for 
themselves. Employees would only have to verify the 
documents supplied through the web portal. Verification 
process is required to check that all the applicants supplied 
all the documents to avoid possible rigging (average grade 
certificate, some kind of disability or incapacity, year of 
studying, etc.). 

Unlike the way students have applied so far, this is more 
affordable and cost-effective with regard to minimizing 
student costs associated with applying, time and cost of data 
processing, as well as greater control of the data entered. In 
particular, the ease of use of such a web portal can be 

emphasized. It is sufficient to have access to the internet and 
that it is possible to complete the entire application for 
accommodation in the dormitory within several minutes by 
simple handling. 
 
3 TECHNOLOGIES USED IN DATABASE MODELLING AND 

WEB PORTAL DEVELOPMENT 
 

Technologies used in database modelling and web portal 
development are: 
• Cascading Style Sheets (CSS) for styling the content a 

user can see, 
• HTML (HyperText Markup Language) for setting 

content, 
• PHP (PHP: Hypertext Pre-processor) as a server side 

scrip language to perform all thr functionalities, 
• JavaScript (JS) for manipulating and verifying data on 

the client side, and 
• MySQL (Structured Query Language) for manipulating 

data in the database. 
 
3.1 HyperText Markup Language 
 

HTML is simple to use and easy to learn and these are 
the main reasons of its worldwide acceptance and popularity. 
It is intended to be free to use f or any user from its very 
beginning. Web browsers are applications available to parse 
and present content from HTML documents [3]. HTML is 
not a programming language, nor the people using it are 
programmers. It is simply used to create HTML documents 
that contain some information for users. 
 
3.2 Cascading Style Sheets 
 

CSS is language for styling content in HTML documents 
that will be presented to the user in a web browser. [4] CSS 
can be used to have an impact on the view of particular 
document elements, such as images, links, text, or the whole 
page and even on arranging element positions. Styles are 
usually organized in external files separated from HTML 
document. In this way, the visual identity of more HTML 
documents can be changed by editing and changing single 
CSS document. External CSS files allow more flexibility and 
control in arranging the document’s presentation. 
 
3.3 PHP - Hypertext Pre-processor 
 

PHP is an open-source server-side script language. It 
allows HTML code to be dynamically generated. Open-
source means that anybody may download PHP source code 
written in programming language C and add new 
functionalities. PHP is one of the most widely used server-
side script languages. 

Entire PHP source code has to be written between tags 
<?php and ?>. There are no restrictions on how many times 
PHP tags can be used in a PHP document. One has to be 
careful when using PHP tags to correctly use the opening 
(<?php) and closing tags (?>). 
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3.4 MySQL 
 

MySQL is a free to use, open-source database 
management system. SQL is a structured language used to 
generate queries into a database. MySQL databases are of 
relational type because it is proved to be the best way of 
storing and searching a vast amount of data. SQL database is 
the base of almost every information system, i.e. the base of 
every business subject that needs availability and quality of 
information. 

Every MySQL database can have more than one user 
with available access. Every user can have predefined access 
rights. In this manner, good database access settings can 
significantly reduce the possibility of errors. MySQL as a 
database management system can operate on wide variety of 
operating systems. [5] 
 
3.5 Bootstrap Framework 
 

Bootstrap is a free development framework that can 
make creating a web portal easier. It consists of templates 
written in HTML and CSS for different components of 
graphical user interface, as well as JavaScript extensions. 
That is why it is called a development framework for web 
applications. 

It is compatible with all the web browsers. Some of 
advantages using Bootstrap in a web portal development are 
as follows: easier and faster development, easier 
implementation of web forms, supported responsive design, 
and its ease of use. There are some deficiencies, such as 
visual similarities between web applications developed using 
Bootstrap, library reloading every time a web page is 
reloaded which leads to slower page loading. 

It is not necessary to use Bootstrap in a web page 
development, but it can save time if a developer uses it. 
 
3.6 JavaScript - Client Side Script Language  
 

JavaScript is the most popular client-side script 
programming language. It was created with a goal to 
introduce interactivity to HTML documents. All web 
browsers support it. Netscape developed JavaScript in 1996. 
It is interpreting script language, which means that the script 
code is executed one instruction at a time without compiling 
whole script code and creating executable file. 

JavaScript code is executed on the client side. Code 
written in JavaScript can be placed in HTML document 
between tags <script> and </script> inside the 
document’s head element or inside the body tags. JavaScript 
code can also be written as an outside code in separate .js file 
and included (called) from any HTML document linked to it. 
[6] 
 
4 WEB PORTAL DEVELOPMENT 
 

This web portal supports two operating modes: user 
mode and administrator mode. Both are explained further in 
this section. 

4.1 Database Structure 
 

Database is created to enable storing and accessing data 
for the web portal. All the required information is stored in 
tables in the database. Database used in this web application 
is called studentskidom (student dormitory) and consists of 
four tables. Tables rezultati (results) and dokumenti 
(documents) have a foreign key referring attribute ID in table 
korisnici (users). Foreign key ensures database integrity and 
prevents deleting data from other tables where foreign key 
from this table is the primary key in another table. There can 
be only one primary key per table. Column in the table tagged 
as primary cannot be empty and has to be unique for the 
designated table. Primary key value is automatically auto 
incremented one by one upon inserting a new row into the 
table. Column (attribute) idKor in the table rezultati (results) 
is the foreign key and points out the user who applies for 
student dormitory accommodation. Similar table 
organization is for table dokumenti (documents). 
 

 
Figure 1 Table rok (deadline) in database modelled in phpmyadmin application 

 
Fig. 1 shows the database table rok (deadline) modelled 

in free PHP application phpmyadmin. All the tables in 
database are modelled with the same application because it 
has a user-friendly interface and it has no requirements for 
any specific foreknowledge concerning programming.  

Table rezultati (results) stores data about students 
applying for accommodation (year of studying, faculty, score 
for each category). 

Table korisnici (users) contains attributes id, name, 
encrypted password and unique code given to the user upon 
registration. Unique code distinguishes users rather than the 
first and the last name. This mechanism ensures transparency 
of ranking students who can find and recognize only their 
result by the given unique code. 

Table dokumenti (documents) consists of document’s 
names attached by the student in the application process. 
Uploaded documents ensure validity of all the relevant data 
during the application process. Each document is named 
according to the unique code given to the user by the web 
portal. 
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4.2 User Registration 
 

Before using the web portal, it is necessary to finish the 
registration process. After the user correctly fills in the 
required data, they become a registered user and can login 
and use the web portal’s functionality. As mentioned earlier, 
every new user receives a unique ID by calling uniqid() 
function. This function generates a string of characters based 
on the current system time. During the registration process 
the user can select their status – a high school graduate or 
student because there is a difference whether they apply for 
the first time as a high school graduate or as an older student. 

Every user has to enter password required for login to the 
web portal. The passwords are encrypted by hashing thus 
making them unrecognizable to other users, including web 
administrator as well. 
 

 
Figure 2 Web portal registration form 

 
 Figure 2 shows the registration form included in the web 
portal. The data required for registering are visible on the 
register form. 
 
4.3 Accommodation Application Process 
 

Portal home page requires user to enter the username and 
the password. In the case the user enters valid information 
(the user is registered and password is correct for that user), 
the portal will redirect the user to the page for filling in the 
required data during the application process for student 
accommodation in the dormitory. 

During the login process, every user is assigned to their 
own session, which differs from other sessions by logged 
username. Existence of session data is checked in each 
server-side script. When the session data do not exist, the user 
is redirected to the login page. 
 
4.4 User Mode Functionality 
 

The user can access the portal’s functionalities after the 
successful login. There is an option to access personal data 
and fill in the main form. Here is an option for uploading the 
required documents. Option for dormitory provides basic 

information about two dormitories for student 
accommodation in Osijek. A registered user can find results 
here if the ranking process is completed. 
 

 
Figure 3 Personal data web form 

 
The web page for personal data filling in process consists 

of a form that requires filling in the average grade, the level 
of education (high school graduate or student), the faculty, 
parents (both parents alive or just for one parent), the number 
of residents in domicile household, the number of siblings 
that are pupils or students, and the parents’ monthly total 
income. There are conditions that ensure direct 
accommodation in the dormitory (a student without both 
parents, a parent killed in war – both for students with 4.0 or 
higher average grade, etc.). If the applicant meets some of the 
above listed conditions, it is required to confirm their status 
by uploading relevant documents. An applicant can change 
personal data until the application process deadline expires. 
The web portal has a functionality that checks all the relevant 
data by cross-referencing uploaded documents. If the 
student’s application is not valid, there is a short period for 
making required changes and upload missing documents. 

The application form for student accommodation in 
dormitory has to be filled in as well, alongside the check of 
all the necessary uploaded documents. The web portal can 
check ECTS points to ensure the student has the minimum 
number of ECTS points to apply for student accommodation 
in a dormitory. The Ministry of Science and Education 
prescribes the minimum number of required ECTS points. 

The required documents have to be in digital form in 
order to upload them to the server. There can be restrictions 
to the form of required documents, like PDF (Portable 
Document Format) or word document (doc or docx). 
 
4.5 Ranking Results 
 

The publication of results is expected in several days 
after the final deadline expires. All applicants can check and 
enclose any missing documents in the case administrator 
rejected the application due to incomplete application data or 
documentation. The whole process of calculating and ranking 
applicants is completely automated and performed by PHP 
server-side scripts. 
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The applicant can achieve additional 200 points by 
applying to deficit professions designated by the Ministry of 
Science and Education.  

If the applicant does not have one parent, they can 
achieve additional 600 points. If they are a child of a defender 
killed in war, they can achieve additional 200 points. 

Each sibling adds additional 150 points. A number of 
residents in domicile household has to be filled in in the 
application. If the total income per residence is less than 500 
HRK, the applicant achieves the maximum number of 750 
points in this part of the application. The number of achieved 
points is decreased until total house holding income becomes 
less than 65% of prescribed budget base. If the total house 
holding income is greater than 1,900 HRK and less than 65% 
of prescribed budget base (2,162 HRK in the time the web 
portal was developed), the applicant will achieve the 
minimum number of 75 points. If the total household income 
is greater, the applicant will not achieve any points in this 
category. 

Based on the criteria for direct accommodation, each 
applicant can choose one of the listed conditions, corroborate 
selected condition by uploading relevant documents related 
to it, and thus achieve direct accommodation in dormitory 
regardless the number of achieved points. 

There is a PHP server-side script that calculates achieved 
points based on the applicant’s average grade. After this 
calculation is completed, all points from different categories 
are added to the total number of achieved points. Ranking list 
is calculated after the application deadline expires and all the 
applicant’s points are calculated. 

There is a PHP function (prosSum()) that calculates 
points for all faculties and for all applicants that are at the 
same year of studying. 

All applications have to be validated by the administrator 
by checking all the uploaded documents and cross-
referencing them with appropriate categories in each 
applicant’s form.  

There is a small difference between high school graduate 
applicants and applicants that are already students. The 
difference is in the way the points are calculated. 

There are two attributes in the table rezultati (results) – 
Pregledan (inspected) and Valid. Their default values are set 
to ‘0’ (zero). After the administrator examines applicant’s 
data and documents, the decision to reject or accept 
application is made. If the application is rejected, the 
applicant has several days to complete the application and 
upload missing documents and fill in the required data. 

Figure 4 shows the table for some test application data. 
The majority of applied users were successful to apply for 
student accommodation in dormitory, but there are two 
unsuccessful applications. There were 14 vacancies, which 
means that 14 applicants will achieve accommodation in the 
dormitory. Applicants that have direct student 
accommodation in the dormitory are at the top of the ranking 
list followed by the rest of applicants ranked by the achieved 
points. As can be sseen, there are no names on the ranking 
list but unique IDs provided by the web portal. 
 

 
Figure 4 Test data rank list 

 
4.6 Administrator Mode Functionalities 
 

An administrator (or administrators) is (are) logged to 
the web portal as any other user. Authorisation is performed 
by checking the entered username and password against the 
data in the users table in database. Fig. 5 shows starting the 
web page after the administrator is successfully logged in. 
 

 
Figure 5 Start web page for administrator(s) 

 
The administrator can set options for starting and closing 

date, incomplete correction deadline date, publishing ranking 
list date and number of vacancies in dormitory according to 
the deadline published in the newspapers. 

After the applicant has fulfilled all their relevant data and 
uploaded all the required documents, it remains to wait for 
expiration deadline date if the application was successful and 
complete. 
 
4.6.1 Registered Applicants’ Checklist 
 

A registered applicants’ checklist can be observed as a 
waiting list. The administrator can see applications rejected 
due to incomplete documentation or missing data. If the 
applicant completes their application by uploading additional 
required documents or filling in the missing data, 
administrator can confirm the application afterwards. The 
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opposite result would be rejecting the application because of 
incomplete documentation or missing data. 

If the administrator rejects the application, a popup 
window will show requiring the administrator to enter 
additional explanation. This explanation will be shown to the 
applicant the next time they log in the web portal. The final 
deadline to complete the application will be shown as well. 

Fig. 6 shows the list of applicants the way an 
administrator can see it. There are lists of documents 
organized in columns (as shown in Fig. 6) and the 
administrator can open attached documents (Otvori), accept 
(Prihvati) or reject (Odbij) the application. 
 

 
Figure 6 List of applications with relevant actions: 
open (Otvori), accept (Prihvati) and reject (Odbij) 

 
A ranking list is created and shown in the Rang lista 

(Ranking list) option in the menu after the deadline date 
expires. All applications accepted by the administrator will 
be shown in the ranking list. 
 
5 CONCLUSION 
 

The developed web portal offers simplicity and a user-
friendly environment because it can be accessed by using any 
available web browser on any device connected to the 
Internet. The web portal was developed by using modern web 
technologies like CSS, HTML, PHP, JavaScript, and MySQL 
was used for database management. This web portal is ready 
to be used for dormitories in Osijek and with minor changes, 
it can be used for any student or any high school dormitory.  

There are several advantages of using the developed web 
portal, e.g. applicants are not required to personally deliver 
their application forms and the required documents; a smaller 
number of Student Centre employees is required to check out 
the applications; the process of creating a ranking list is 
automated and it is performed almost instantly, to name a 
few. 

There is a possibility of communication between 
applicants and web application administrators by exchanging 
messages. This enables applicants to be informed of any 
change in the application process. 

The only requirement this web portal imposes is Internet 
connection. This can be considered as a drawback, but there 
is a greater number of advantages. Unlike today’s application 
to high school and student dormitories, this approach is more 
available and cost-efficient. It minimizes the data processing 
time and the cost of human resources engaged in manually 
filling in the required data from documentation. It also 
reduces student costs (e.g. transport) and the possibility of 
entering incorrect data in the web form. 
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