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UVODNA RIJEČ 

Poštovani suradnici, autori i čitatelji, 

Časopis "Tehnički glasnik" ulazi s novom 2017. 

godinom u drugo desetljeće svoga izlaženja. Lijepa je to 

obljetnica, na kojoj valja zahvaliti svima koji su na bilo 

koji način doprinijeli da se kontinuitet objavljivanja ne 

prekine. Očito je da je časopis tijekom proteklih deset 

godina imao svojih uspona i padova. Trenutačno se nalazi 

na svojevrsnoj prekretnici, u sadržajnom i formalnom 

smislu. S obzirom na intenzivan razvoj, rast i 

transformaciju izdavača časopisa - Sveučilišta Sjever, 

želja je uredništva da se časopis na konkretniji način 

identificira interdisciplinarno u STE(A)M području. 

Provest će se ciljane aktivnosti u smislu akcijskog plana 

kojima će se, uz određene zahvate u redizajnu vizualnog 

identiteta časopisa, stvoriti preduvjeti za privlačenje i 

objavu većeg broja kvalitetnih radova. Na svima nama 

zajedno je da uložimo dodatne napore u narednom 

razdoblju kako bi se kvaliteta objavljenih radova te samog 

časopisa podigla na višu razinu. Viši rejting časopisa 

implicirat će i viši rejting znanstvene prepoznatljivosti 

Sveučilišta Sjever, i to ne samo na nacionalnoj, već i na 

međunarodnoj razini. 

Na izmaku još jedne uspješne godine, uredništvo 

časopisa zahvaljuje svima koji daju svoj doprinos u 

objavljivanju časopisa "Tehnički glasnik". Posebno 

zahvaljujemo vrijednim autorima radova koji nam 

ukazuju povjerenje objavom svojih radova, upravo u 

našem časopisu.  

Uredništvo časopisa "Tehnički glasnik" želi mnogo 

lijepih, uspješnih i produktivnih trenutaka u novoj 2017. 

godini svim dosadašnjim i budućim autorima, čitateljima 

i suradnicima. 

Srdačan pozdrav, 

Izv. prof. dr. sc. Damir Vusić 

Predsjednik uredničkog odbora 

Technical Journal 10, 3-4(2016), I-IIIII



 

 

 

 

 

 

 

 

 

 

INTRODUCTORY COMMENT 

 

 

 
 

Dear associates, authors and readers, 

 

With the new year of 2017, Technical Journal enters 

the second decade of its publication. That is a wonderful 

anniversary, for which it is necessary to thank everyone 

who in any way contributed to the continuity of the 

publication. It is obvious that the journal had its ups and 

downs in the past ten years. It is currently at a turning 

point, both in the terms of content and form. Due to the 

intense development, growth and transformation of its 

publisher, University North, the desire of the editorial 

board is that the journal finds its identity in a more 

concrete interdisciplinary way in the STE(A)M area.  

Targeted activities in terms of an action plan will be 

carried out, and with certain procedures in the 

redesigning of the visual identity of the journal, they will 

create the preconditions needed to attract and publish a 

larger number of quality papers. It is on all of us to make 

further efforts in the coming period to raise the bar when 

it comes to the quality of the published papers and the 

journal. A higher rating of the journal will imply a higher 

rating of scientific recognition. Moreover, a higher rating  

 

 

 

 

of the journal will imply a higher rating of the scientific 

recognition of the University North, not only at the 

national level, but also at the international level.  

 

At the end of another successful year, the editorial 

board of the journal would like to thank all those who 

contribute to the publication of the Technical Journal.  We 

would especially like to thank the diligent authors who 

show us their confidence by publishing their papers in our 

journal. 

 

The editorial board of the Technical Journal wishes a 

lot of beautiful, successful and productive moments in the 

new year of 2017 to all its current and future authors, 

readers and associates. 

 

Best regards,  

 

Associate Professor Damir Vusić, PhD 

President of the editorial board 
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 AN OVERVIEW OF THE GENETIC ALGORITHM AND ITS USE FOR FINDING 
EXTREMA ─ WITH IMPLEMENTATIONS IN MATLAB 

PRIKAZ GENETIČKOG ALGORITMA I NJEGOVA UPORABA ZA NALAŽENJE  
EKSTREMA — S IMPLEMENTACIJAMA U MATLABU  

Jurica Hižak, Robert Logožar 

Original scientific paper 
Abstract:  The paper outlines the main concepts of the genetic algorithm (GA) in a combined, educational-scientific 
style. Every step of the GA is first motivated by its biological paragon, then mathematically formalized and explained 
on simple examples, and finally supported by implementations in MATLAB. Two programs that use GA for the illustra-
tive cases of finding functions’ extrema are shown. The authors conclude the paper by presenting the original use of GA 
in the Stochastic Iterated Prisoner Dilemma, which gave a new insight into this problem. 

Keywords: genetic algorithm, fitness function, function extrema, stochastic iterative prisoner dilemma.  

Izvoran znanstveni rad 
Sažetak:  Ovaj rad predstavlja glavne koncepte genetičkog algoritma (GA) u kombiniranom, edukativno-znanstvenom 
stilu. Svaki je korak GA isprva motiviran svojim biološkim uzorom, potom matematički formaliziran i objašnjen na 
jednostavnim primjerima te konačno potkrijepljen primjerima u MATLABU. Predstavljena su dva programa koja koris-
te GA za ilustrativne slučajeve nalaženja ekstrema funkcija. Autori zaključuju članak prikazom izvorne uporabe GA u 
stohastičkoj iterativnoj dilemi zatvorenika, što je dalo novi pogled na ovaj problem. 

Ključne riječi: genetički algoritam, funkcija podobnosti, ekstremi funkcija, stohastička iterativna dilema zatvorenika. 

1. INTRODUCTION 

The concept of evolution is omnipresent not only in na-
ture and natural sciences, but can be also found in all 
other human activities. A good general definition of this 
notion, with explication in biology is found in [1]: “Evo-
lution is, in effect, a method of searching among an 
enormous number of possibilities for ‘solutions’. In biol-
ogy, an enormous set of possibilities is the set of possible 
genetic sequences, and the desired ‘solutions’ are highly 
fit organisms—organisms which are capable of surviving 
and reproducing in their environments.”  

1.1. Genetics in computation 
In computing (computer science), an evolutionary algo-
rithm investigates the space of feasible solutions of some 
quantitative problem and—according to some prescribed 
criteria—finds the best among the selected ones. This 
process is then iterated until one of the obtained solutions 
is “good enough.” Therefore, a computational procedure 
in an evolutionary algorithm is a process analogous to 
what is happening to live organisms in the natural evolu-
tion. The evolutionary algorithms are studied within the 
field of evolutionary computing. 

Nowadays the evolutionary computing comprehends 
three big scientific fields: genetic algorithms, evolution-
ary strategies, and genetic programming. There are many 
different evolutionary algorithms, as well as several 
variations of each of them. However, the underlying idea 

of all of them is the same: given a population of solu-
tions, high-quality solutions are more likely to be select-
ed during the process of selection and reproduction. [2] 

Thus, the basic idea and even the terminology of evo-
lutionary algorithms follow the actions of the natural 
evolution. Of course, one might expect that there are also 
several technical differences between the two, which may 
depend on the particular field of the evolutionary compu-
ting. Nevertheless, the fundamental functioning of all 
evolutionary algorithms can be grasped through the fol-
lowing brief insight into the genetic algorithm. 

For a given problem, the reduced set of potential so-
lutions is generated in a random fashion. Every solution, 
or individual—also called (artificial) chromosome—
contains artificial genes. Unlike the real chromosomes, 
which consists of the DNAs built of series of pairs of the 
four nucleotide bases (A-T, C-G, T-A, G-C), the artificial 
chromosomes are simple sequences of zeros and ones.1 
                                                           

1 Since the nature is the inspiration for this whole area of 
computing, here we give a short explication of how the coding 
is done in the DNA. It should be stressed that this coding is not 
nearly as straightforward as for the artificial chromosomes. 
Furthermore, it is highly adjusted to the concrete function it has 
─ to store the information on how ribosomes will form proteins 
from amino-acids. That information is translated by the mes-
senger RNA. The RNA is a copy of the DNA structure, with the 
only difference that it has the T (Timine) base replaced with the 
U (Uracil) base. Of the two helixes, only one—the coding 
strand—is enough to define the information held in the RNA 
(the other is determined by the pairwise complements, as in the 
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From every generation of chromosomes, the best ones 
are chosen. And while the best individuals in biological 
populations are selected by complex biological and envi-
ronmental mechanisms, the selection process in genetic 
algorithms is governed by the evaluation of the observed 
population by a fitness function. It assigns a fitness value 
to every individual in the population. Then, the selection 
of the best individuals (chromosomes) is done in a sto-
chastic process, in which the probability of selection of 
an individual is proportional to its fitness value. So, alt-
hough better individuals have a greater chance of being 
selected, their selection is not guaranteed. Even the worst 
individuals have a slight chance for survival. [2] 

The stochasticity of the procedure is further enhanced 
by the processes of recombination and mutation. Their 
action ensures the variability of solutions, and thus con-
tributes to the exploration of the whole search or state 
space (the set of all possible solutions). This is essential 
for avoiding the traps of local extrema, in which tradi-
tional algorithms get stuck quite often. 

Altogether, the combined action of the variation and 
selection operators results in a very efficient method for 
improving every next generation of solutions and rela-
tively fast convergence to the desired optimal solution. 
That is why the evolutionary algorithms are very popular 
in solving a great variety of problems in both applied and 
fundamental sciences, such as finding extrema of com-
plex functions, discovering the best game strategies, 
solving transport problems and modeling complex shape 
objects.2

  Among those are also the hardest computational 
problems, which belong to the so-called NP complexity 
class.3

  Despite some limitations and deficiencies, the 
evolutionary algorithms tackle all these tough tasks very 
successfully, thanks to their changed paradigm of opera-
tion and the loosened aim. That is, if the accurate solu-
tion is so hard-to-find, why not search for a solution that 
is just “good enough.” 

1.2. The purpose and the plan of the paper 
In this paper, we shall focus our attention to the genetic 
algorithm (GA). We shall describe the GA in comparison 
to the corresponding biological processes and give the 
formalization of its basic steps. Then we shall implement 
these steps in the widely used mathematical and engi-
neering programming environment MATLAB®.4

  The 

                                                                                             
DNA). In the coding strand, the minimal complete biochemical 
information is stored in the three-letter words called codons, 
formed by the letters A, U, C, G. There are 43 = 64 such 
words. The sequences of these words convey the information 
necessary for the formation of proteins, which is the basis for 
the existence and reproduction of all living organisms.  [11] 

2 The shape of NASA ST5 spacecraft antenna was modeled 
by using GA to create the best radiation pattern.  [12] 

3 NP stands for nondeterministic, polynomial time, meaning 
that the solution of the NP problem class can be found by the 
nondeterministic Turing machine (NTM) in the polynomial 
(favorable) time. The NTM is a theoretical machine that can 
guess the answers of the hard problems in the polynomial time, 
even though they require exponential time on normal, determin-
istic machines (algorithms). A simple comment and a connec-
tion of the NP problems to the GA can be found in [9]. 

4 MATLAB® is a trademark of the MathWorks Inc. 

theoretical presentation is made in an educational, easy-
to-follow approach, but mathematically corroborated 
where needed. For the readers who are already familiar 
with the field of evolutionary computation on a general 
level, a few illustrative examples written in MATLAB 
can make this article interesting as a step further toward 
the practical use of genetic algorithms — possibly also for 
their own problems. On the other hand, for the huge 
group of MATLAB users who are novices to the field, 
this could be a motivation to learn the topic that was 
mostly being connected to computer science. The final 
aim of this endeavor was to show that the genetic algo-
rithm could be effectively programmed in MATLAB, and 
to describe how this was done in another authors’ work, 
within the field of the game theory. 

After the broader outline of the concepts used in evo-
lutionary computation and the genetic algorithm was 
already given in this introduction, in section 2 we give 
the basic ideas that underlie the GA more precisely.  

In section 3 we deal with the creation of individuals 
for the initial population. We spend some time to formal-
ize the problem mathematically in a precise and complete 
manner. However, to keep the reading simple and inter-
esting for the broader audience, we provide several sim-
ple examples. And along with them, the formalized steps 
are immediately implemented in MATLAB. 

Section 4 formalizes and then exemplifies the process 
of selection of individuals for the new population (gener-
ation) and discusses the fitness function. The roulette 
wheel parent selection was illustrated on a simple exam-
ple and implemented in MATLAB. In section 5 we ex-
plain the recombination and mutation, and, as always, 
cover the theoretical part with examples and the 
MATLAB code. Then, in section 6 we discuss the behav-
ior of the GA in finding extrema for two illustrative func-
tions. The full MATLAB codes for these programs are 
given in Appendix A.  

In section 7, we discuss the use of GA in the iterated 
prisoner dilemma problem and show how it can discover 
unexpected aspects of such nontrivial systems. It should 
be—as we see it—the main scientific novelty of this 
work. Finally, section 8 concludes this paper. 

2. OUTLINE OF THE GENETIC ALGORITHM 

The genetic algorithm was invented by John Holland in 
1975.  [3]  In order to find the function extrema, Holland 
presented each potential solution (extremum) as a se-
quence of bits, called the artificial chromosome. The bits, 
containing zeros and ones, or groups of several bits, can 
be considered as artificial, binary genes (Figure 1, confer 
also footnote number 1). 

 
Figure 1.  The population of artificial chromosomes, with 

genes presented by bits. 
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Obviously, an artificial chromosome can be any form 
of data that properly describes the features of individuals 
within some population. Some of the individuals, i.e. 
chromosomes—as we shall simply call them in the fur-
ther text—would eventually appear as the solution of the 
given problem. 

2.1. Genetic algorithm 
A pseudocode of a common version of the GA is given in 
Algorithm 1. The input is clear from the previous text. 
The optional input enables the calculation of the satisfy-
ing fitness value that can serve as one of the termination 
criteria (discussed more in the next subsection). 

In step 1, the initial population of solutions (or indi-
viduals, or chromosomes) is created by random selection 
from the whole search space. This is elaborated in more 
details in section 3. In step 2, the initial population is 
evaluated by the fitness function, i.e. each chromosome 
of the population is assigned its fitness value (more on 
the fitness function is given in §4.1 and §4.2). 

The iterative process that follows is presented by the 
two nested while loops. The condition of the outer loop is 
the negation of the termination criteria, which are ex-
plained in §2.2. For now, we assume that the criteria are 
not met so that the algorithm enters the outer loop.  

Within the outer loop, in step 3.1, the GA enters an-
other while-loop, which governs the selection of individ-
uals for the next population. Within the nested loop, in 
step 3.1.1, a pair of chromosomes is selected randomly 
from the previous population (generation). The probabil-
ity for this reselection is proportional to the relative fit-
ness values of the chromosomes (see §4.3), i.e. the more 
probable chromosomes will be reselected more likely. In 
general, some of them can be selected more than once, 
and some of them will not survive the selection process 
and will not appear in the next generation. In step 3.1.2, 
the chromosomes from the selected parent pair are sub-
jected to the recombination operator, which first splits 
them, and then mix the split parts in a specified way. 
Normally, every pair of parents will produce two de-
scendants, so that every new generation of offspring 
contains the same number of individuals as the previous 
generation. In step 3.1.3, the two new children are enlist-
ed as the new chromosomes of the next population. The 
process is iterated until the new population is filled with 
the desired number of chromosomes. When this is done, 
the while-loop 3.1 is completed.  

In step 3.2, the descendant chromosomes are exposed 
to mutation.  Depending on the chosen mutation rate, the 
mutation changes a certain number of genes in the popu-
lation’s gene pool (for further explanations see §5.4). 

The processes of mutation and recombination are 
usually described by the action of the recombination and 
mutation operator, respectively, commonly known as the 
variation operators (more about them in section 5). 

In step 3.3, the old population is replaced with the 
new one and the list of children is deleted. In step 3.4, the 
new population is evaluated by the fitness function, 
which is the same action as in step 2 (the duplication of 
these steps is a sacrifice to achieve the structured, while 
loop). Now the first iteration of the outer loop is finished, 
and the termination criteria are checked again. 

Algorithm 1.  A version of the genetic algorithm (GA). 
 

Input: original function, search space (the set of all indi-
vidual solutions, or chromosomes), fitness function. 

Optional input: good enough solution, from which the 
good enough fitness value is calculated. 

1. Create initial population by randomly selecting a 
certain number of chromosomes from the search space;  

2. Evaluate the fitness of the current population by calcu-
lating every chromosome’s fitness value. 

3.  While the termination criteria are not met, do: 
[Terminat. criteria: the best fitness value is good enough 
or the specified number of iterations is done, or …] 

3.1  While the new population is not completed, do: 

3.1.1  Select two parent chromosomes  by random 
selection from the previous population; 

3.1.2  Recombine the parent chromosomes to ob-
tain two children; 

3.1.3  Enlist the two children in the new population; 

3.2  Mutate the chromosomes in the new population; 

3.3  Replace the previous population with the new one; 

3.4  Evaluate the fitness of the current population (0.2). 

Output: the best chromosome found (the one with the 
highest fitness value). 

 

2.2. Termination criteria 
If the fitness value of at least one chromosome satisfies 
some “prescribed criterion,” the algorithm is finished. If 
not, the algorithm enters the next iteration. 

A careful reader will probably note that finding and 
specifying such a criterion pose a fundamental problem 
not only for GA but also for all other evolutionary algo-
rithms. Namely, GA does not investigate the search space 
thoroughly, methodologically, or in any “systematic” 
way. So, there are no sure indicators of when the compu-
tation is over. For instance, if the GA is searching for the 
unknown global extrema of some function, it cannot 
possibly know how far it is from them. Also, if we didn’t 
search the whole search space, we cannot be sure that 
somewhere there isn’t a more extremal value. 

Obviously, in the spirit of our unsystematic and sto-
chastically governed algorithm, we need a similar kind of 
termination criteria, i.e. (i) something loose but practical, 
or (ii) something heuristically based.  

As for (i), sometimes we might be given a hint of 
what would be a “desired” or “good enough” solution 
(e.g. from the knowledge about the observed problem 
gathered by other means, or by the specifications given 
by a client or by a boss). By knowing it, the good enough 
fitness value could be calculated (opt. input) and this 
would be our first criterion. However, although our client 
or boss could be satisfied, we as scientists may still won-
der how good our solution is and if it can be made better. 
This will be discussed a bit more in a moment. 

And if the good enough solution is not known, then 
the “heuristic criterion” (ii) boils down to: “stop the itera-
tion after a certain number of iterations,” or “check the 
trends of certain indicators and decide about the termina-
tion.” The indicator most used is the population average 
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fitness. By tracking it in each iteration, one can draw 
some conclusions on how the GA is progressing. If the 
indicator is stalling in its “extremal plateau” for several 
iterations, the algorithm can be halted. However, this is 
by no means a sure decision. Namely, although one can 
expect that with every new iteration of the GA the popu-
lations “evolve,” i.e. that their average fitness values 
improve and get closer to a desired extremum, this can-
not be taken for granted. The GA’s method of searching 
is stochastic and it often results in unpredictable behavior 
of the chosen indicators. For instance, the average fitness 
value of the subsequent populations may stagnate for 
many iterations, making us believe that it is stable and 
without a chance for improvements. But after such inter-
vals of stability, GAs can suddenly show the solutions 
that are worse than previous, or they can surprise us with 
sudden improvements. This will be illustrated in §6. 

Further discussion of the possible indicators for the 
termination of the GA and their behavior are beyond the 
scope of this paper. We can simply say that the GA can 
be run for several times with a different number of itera-
tions or, alternatively, started with different initial popu-
lations. Then the obtained results can be compared. 

2.3. Use of genetic algorithms 
As was already hinted at the end of §1.1, the power of 
GA is in the great diversification of the intermediary 
solutions, which ensure that the most of the search space 
will be properly investigated. This is essential for the 
functions with several extrema, the so-called multi-modal 
functions, whose search space is multi-modal search 
space. For such functions GA does excel. On the other 
hand, the classical methods—based on the analytical 
approach—will very often fail on them. They will tend to 
go straight toward the nearest local extremum. Another 
advantage is that the GA does not impose any restrictions 
on the functions that they investigate. The functions need 
not be continuous or analytic (derivable). 

3. SEARCH SPACE AND INITIAL POPULATION 

In the outline of the genetic algorithm in §2, we have 
already discussed the notion of the artificial chromo-
some. From there, it is clear that the chromosomes are a 
suitable representation of individual solutions within the 
search space of some problem. 

3.1. Search space and individual solutions — 
their presentations and values 

In order to illustrate the functioning of GA and the crea-
tion of its initial population, we define a common task of 
this field:  

Find the global extremum (minimum or maxi-
mum) of the function 𝑓(𝑥) of discrete equidistant 
values 𝑥. 

To formalize the problem a bit more, we specify that 
𝑥 belongs to the discrete set  𝑋, 

𝑥 ∈ 𝑋 = {𝑥𝑙 , 𝑥𝑙 + ∆𝑥, 𝑥𝑙 + 2∆𝑥, … , 𝑥ℎ} ,       (1)  

where 𝑥𝑙 is the set’s low and 𝑥ℎ its high limit, and ∆𝑥 is 
the measure of the set’s resolution, 𝑥𝑙 , 𝑥ℎ, ∆𝑥 ∈ ℝ . Ob-
viously, 𝑋 is the set of all possible solutions, i.e. the  
search space of the problem. The extrema of 𝑓(𝑥) on this 
discrete set must be achieved for one of its 𝑁𝑋 elements, 
= 𝑥𝑒𝑒𝑒𝑒  , where: 

𝑁𝑋 = card(𝑋) = 𝑥ℎ−𝑥𝑙
∆𝑥

+ 1 .                (2) 

Effectively, we have provided a discrete representation of 
some closed real interval [𝑥𝑙 , 𝑥ℎ], as is always the case 
when numerical methods are used on digital computers. 
This is valid regardless of the details of the number 
presentation, i.e. it does not matter if they are coded as 
integers or floating point numbers.5  So, taking into ac-
count the eq. (2), we can choose the 𝑏-bit unsigned inte-
ger arithmetic without essential loss of generality. For it, 
the (whole) numbers span from 0 to 2𝑏 − 1. Thus, the 
achieved resolution ∆𝑥 is 

∆𝑥 =
𝑥ℎ − 𝑥𝑙
2𝑏 − 1

 ,                             (3a) 

and an arbitrary 𝑥 from the search space 𝑋 can be pre-
sented as the 𝑏-bit number 𝑛: 

𝑛 = 𝑛〈𝑏〉 = ∆𝑥−1(𝑥 − 𝑥𝑙) = 2𝑏−1
𝑥ℎ−𝑥𝑙

(𝑥 − 𝑥𝑙).    (3b) 

Vice-versa, the 𝑏-bit number 𝑛〈𝑏〉 = 𝑛 represents 

𝑥 = 𝑥𝑙 + ∆𝑥 × 𝑛 = 𝑥𝑙 + ∆𝑥 𝑥ℎ−𝑥𝑙
2𝑏−1

𝑛 .           (3c) 

The binary presentation 𝑛〈𝑏〉 can be regarded as a 
vector,6 which comes as a nice formal point in the further 
treatment of chromosomes as individual solutions, and in 
performing operations on them. 

Now, having established the general transformation 
between the individual solution (𝑥) and its presentation 
𝑛〈𝑏〉 in some 𝑏-bit arithmetic, the elaboration can be 
simplified even further. By taking ∆𝑥 = 1, the search 
space becomes a subset of integers. Furthermore, by 
taking 𝑥𝑙 = 0, the lowest individual coincides with the 
low limit of the unsigned arithmetic and the highest indi-
vidual coincides with the maximal number of the un-
signed arithmetic,  𝑥ℎ = 2𝑏 − 1 , so that eq. (3c) gives 

𝑥 = 𝑛 = 𝑛〈𝑏〉 .                             (3d) 
In an undersized example (for the sake of keeping the 

things simple), let us choose the 8-bit integer arithmetic. 
It has the search space of  28 = 256  individuals 𝑥𝑖, in the 
range 0 ≤ 𝑥𝑖 ≤ 255. These solutions can be indexed in 
an appropriate manner. Instead of the programming-style 
indexing, starting from 0, here we use the mathematical 
indexation to comply with the notation in the rest of the 
paper. So the indices 𝑖 are for 1 greater than values, and 
the search space is  𝑋 = {𝑥1, 𝑥2, … , 𝑥256}.  Further indexa-
tions of the individuals within the populations derived 
from 𝑋 will be changed according to the total number of 
the individuals in those populations (see §3.2). 
                                                           

5 For instance, let us suppose that the interval of positive 
numbers [0, 1]  is covered by the single precision floating point 
numbers. The maximal resolution achieved by this arithmetic is 
given by the minimal ∆𝑥 accurate across the whole interval. For 
𝑥ℎ = 1, it is the relative precision of this data type, ∆𝑥 ≈
10−7. For the double precision arithmetic, ∆𝑥 ≈ 10−14. 

6 The chromosomes  𝑥𝑖 = 𝑛𝑖〈𝑏〉  are vectors in the vector 
space above the Galois filed  GF(2𝑏). 
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It turns out that the presentation of individuals 𝑥𝑖 in 
the binary system is both illustrative and practical for 
their further evaluation and manipulation in the form of 
artificial chromosomes in GAs. In our example, the bina-
ry presentation of the  𝑖-th  individual is given as: 

𝑥𝑖 = 𝑛𝑖〈8〉 = 〈𝑑7𝑑6 …𝑑1𝑑0〉𝑖,𝑏𝑏𝑏  ,             (4a) 
where 𝑑𝑗 are binary digits,  𝑗 = 0,1, … , 𝑏 − 1 = 7, 
𝑑𝑗 ∈ {0,1}. The case of  𝑥 = 𝑥27   (where we use the 
above, “shifted” indexation), 

𝑥27 = 𝑛27〈8〉 = 00011010𝑏𝑏𝑏   , 
is shown in Figure 2 (the subscript 𝑏𝑏𝑏 will be omitted 
further on where the use of binary numerals is obvious). 

Since our simplified choice implies that 𝑥 = 𝑛〈𝑏〉  
[confer eq. (3c)], we do not need to differentiate between 
an individual solution (chromosome) and its binary 
presentation. And of course, if the value 𝑉 is attributed to 
every such binary presentation (vector), our simplified 
case leads back to the initial value of the solution in the 
search space: 

𝑉(𝑛𝑖〈𝑏〉) = �𝑑𝑗 × 2𝑗
𝑏−1

𝑗=0

= 𝑥𝑖 .             (5a) 

This is so because the mapping between 𝑛𝑖〈𝑏〉 and 
𝑉(𝑛𝑖〈𝑏〉) is a bijective function. 

The (mathematical) indexation of individuals in the 
8-bit search space chosen above, gives 𝑉(𝑛𝑖〈𝑏〉) = 𝑖 − 1. 

 
Figure 2. Summary of the notation via an example: indi-

vidual solution, or chromosome 𝑥𝑖 = 𝑥, its binary 
presentation 𝑛〈8〉 in 8 bits, and the value, 𝑉(𝑛〈8〉).  

In the case of finding extrema of a function, the ap-
propriate choice of the fitness function would be either 
the absolute value as defined above or some simple, 
linear function of it (see §4). 

To generalize the above deliberation, for the function 
of two variables, 𝑓(𝑥,𝑦), the chromosome is defined by 
the ordered pair �𝑥𝑖 ,𝑦𝑗�. In the binary presentation, it 
would be written as: 

 �𝑥𝑖 ,𝑦𝑗� = �〈𝑑𝑏−1 …𝑑1𝑑0〉𝑖 , 〈𝑑𝑏−1 …𝑑1𝑑0〉𝑗� .    (6) 

If the problem is of different nature, the search space 
and its presentation should be changed appropriately. 
E.g., if the task is to find the shortest path between the 
given points in a plane or some higher order space, then 
the chromosomes should be presented as sequences of 
points in that space. For 𝑘 points 𝑇𝑙,  𝑙 = 1,2, … ,𝑘, and 
the initial (final) point 𝑇𝑙𝑖𝑖𝑖𝑖 (𝑇𝑙𝑓𝑓𝑓), the search space X 
would be the set of all sequences 𝑥𝑖  , 

𝑥𝑖 = 〈𝑇𝑙𝑖𝑖𝑖𝑖 ,𝑇𝑙1 ,𝑇𝑙2 , … ,𝑇𝑙𝑓𝑓𝑓〉 ,                (7)   

such that the following obvious restrictions would imply: 
(i) there are no repetitions of the same points in the se-
quence, (ii) the total number of points in the sequence is 
≤ 𝑘. 

We end this formal part with a few notes on the actu-
al sizes of the search spaces in the practical use of GAs. 
E.g., if the space of 32-bit integers is used as the search 
space, the total of  4Gi ≈ 4 × 109 individual solutions 
(chromosomes) exist. For modern computers, searching 
over such search space by the “brute force” would be no 
problem at all. With the computer performance of the 
order of 100 GIPS, and supposing that the function 𝑓 can 
be calculated with about 102 instructions, it would be 
done in the order of a second (here we assume that the 
program code is written and compiled optimally, and is 
running much faster than the MATLAB code). However, 
for a two-variable function with the squared search space 
[amounting to (232)2 = 16 Ei ≈ 2 × 1019], the situation 
is drastically changed, and computing time would rise to 
the order of 109s. This and similar examples clearly 
show why the computer science ought to rely on efficient 
algorithms and not on the sheer power of computers. 

In practical applications, the GA can be used for the 
very large, exponentially growing search spaces, for 
which the exhaustive searches are inefficient. If the fit-
ness function is not too complex for evaluation, it is now 
commonly accepted that the GA will produce satisfactory 
results in acceptable time for most of such problems. 

3.2. Creation of the initial population  
From the defined search space 𝑋, the initial population 
𝑋𝑙 = 𝑋0 is created by choosing a relatively small portion 
of the possible solutions from the search space, 

𝑋0 = �𝑥0,1, 𝑥0,2, … , 𝑥0,𝑁0� ∈ 𝑋  .              (8a) 
As we have concluded in the previous subsection, the 

GA is in practice normally used on very large search 
spaces. Then the cardinality of the initial population is 
reduced from the cardinality of the whole search space 
for many orders of magnitude, which we write as 

card(𝑋0) = 𝑁0 ≪ card(𝑋) = 𝑁𝑋  .          (8b) 
It turns out that the efficiency of GA and the quality 

of its results do not improve much with enlargement of 
its population. A typical  𝑁0   for 1-D problems is of the 
order of magnitude  101   to  102. For the 𝑏-bit chromo-
some presentations it is often suggested to take  𝑁0 = 𝑏 
(for more details see [9]). Once chosen—as it was al-
ready stated in §2—the number  𝑁𝑙 = 𝑁0 of individuals is 
normally kept throughout the iterations of the GA. 

The selected number of 𝑁0 individuals of the initial 
population will be chosen randomly from the total of 𝑁𝑋 
possible solutions of the search space. One way how to 
do it is described in the next subsection. 

3.3. Definition of the search space and creation 
of the initial population in MATLAB 

Example 1. Let the first, simple task be to find the max-
imum of the function 𝑓(𝑥) = 36𝑥 − 𝑥2.  For the sake of 
making the example as simple as possible, we observe 
the  interval  of  integers from  0  up  to  and  including  31,  
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Figure 3.  Binary presentation of the set of integers from 

0 to 31 — which form the search space of Example 1. 

Code Listing 1.  Creation of the population of eight (8)  
5-bit chromosomes in the MATLAB command prompt. 
The default orientation of binary numbers in MATLAB 

is reversed, with the most significant bit to the right. 

 

which implies that 𝑥𝑙 = 0, 𝑥ℎ = 31, ∆𝑥 = 1. The mini-
mal number of bits that will allow the coding of the cor-
responding chromosomes is  𝑏 = 5 (see Figure 3), leading 
to the search space 

𝑋 = {00000, 00001, … ,11110,11111} . 

If we want to create the initial population of 𝑁0 = 8 
chromosomes from 𝑋, this can be done very easily in 
MATLAB.  The simplest way is to create the  8 × 5  ma-
trix of random numbers in the range [0, 1)  by using the 
function rand, and then to round them to 0s and 1s with 
the  round  function (Code Listing 1). 

Getting back—from the binary numbers to their dec-
imal values—is done by the MATLAB function bi2de. 
Thus, the binary presentation of the chromosome  𝑛〈𝑏〉 (= 

n) is translated to its decimal value 𝑥 (= x) by the follow-
ing statement (see also Code Listing 2): 

x = bi2de(n)                    (M1) 

As a more general case, let us suppose that a search 
space in the interval [0, 1] must be covered with a resolu-
tion of at least  0.05. From eq. (3a) it follows that  

𝑏 ≥ log2 �
𝑥ℎ−𝑥𝑙
∆𝑥

+ 1� ,                         (9) 

leading to  𝑏 ≥ 4.392, and the minimal 𝑏 = 5. With 5 
bits, a slightly better ∆𝑥 is achieved, ∆𝑥 = 1 31⁄ =
0.3226 . This is shown in Figure 4. 

For this case, the scaling from eq. (3c) gives the fol-
lowing MATLAB statement for conversion of the binary 
presentation of the chromosome 𝑛〈𝑏〉 (= n) to its decimal 
value 𝑥 (= x), 

x = xl + bi2de(n)*(xh-xl)/(2^nbts - 1) (M2) 

Here the rest of the variables are: xl = 𝑥𝑙,  xh = 𝑥ℎ, 
nbts = 𝑏  . 

 
Figure 4.  Another example of the 5-bit search space, 
organized in the real interval [0,1], with ∆𝑥 = 1 31⁄ . 

Code Listing 2.   Conversion of the binary presented 
chromosomes to their decimal values in MATLAB. 

 

The MATLAB works with matrices, so that it can find 
the decimal value of the whole set of chromosomes by a 
single command: 
 popul_dec = xl +                     (M3) 
      + bi2de(popul)*(xh-xl)/(2^nbts - 1) 

4. SELECTION 

After the creation of the initial population of solutions, 
the individual solutions in it must be evaluated to get the 
estimation of how fit they are for reproduction. As was 
already mentioned in §1 and §2, the evaluation is done 
by the fitness function, in literature also known as quali-
ty, capability, goodness, or objective function. 

4.1. Choice of the fitness function 

The fitness function 𝐹 maps the search space to the set of 
real (rational) or integer nonnegative values, i.e. it as-
signs the nonnegative goodness or fitness value 𝐹(𝑥𝑖) to 
each individual solution, or chromosome 𝑥𝑖,7 

𝐹:  𝑋 → ℝ0
+ (ℤ0+), 𝐹: 𝑥𝑖 ↦ 𝐹(𝑥𝑖) ≥ 0 .        (10)  

The bigger is the value 𝐹(𝑥𝑖) the better will be the  

𝑥𝑖’s  chance for survival and crossbreeding. 
In some cases, the fitness function can be the same as 

the function whose extrema are being found. However, 
this is so only if the fitness values are of the same, posi-
tive sign or zero for all the individual solutions. That is 
the case of our first example, in §3.3, where the maxi-
mum of 𝑓(𝑥) = 36𝑥 − 𝑥2 is being sought. There, the 
greater fitness value belongs to the chromosome that is 
closer to the parabola maximum, so that one can put 
simply  (𝑥𝑖) = 𝑓(𝑥𝑖) . 

                                                           
7 The reason for non-negativity will become clear soon. 
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Otherwise, if the negative or both signs of the fitness 
values appear when finding some function’s maximum, a 
problem arises when the probabilities proportional to the 
fitness values are to be assigned to the chromosomes. To 
shift the fitness values to the positive side, a positive 
constant should be added, so that in general  𝐹(𝑥𝑖) =
𝑓(𝑥𝑖) + 𝑐, 𝑐 ≥ 0 . 

The similar problem arises when the minimum is be-
ing sought for predominantly positive values of the orig-
inal function 𝑓(𝑥𝑖). Now the chromosomes closer to the 
minimal value of  𝑓(𝑥𝑖)  should be favored, meaning that  

𝐹(𝑥𝑖)  must be proportional to  −𝑓(𝑥𝑖) . Again, if  −𝑓(𝑥𝑖) 
produces some negative values, a constant must be add-
ed, so that  𝐹(𝑥𝑖) = −𝑓(𝑥𝑖) + 𝑐,  𝑐 ≥ 0 . 

 Altogether, this leads to the following criterion for 
the fitness function:  

The fitness function must be such that its higher 
values—to which the higher probabilities are to be 
assigned—are given to the chromosomes closer to 
the extremum that is being sought. 

The general form of the fitness functions for finding 
extrema can now be summarized as follows: 

Finding max. of  𝑓(𝑥𝑖):  𝐹(𝑥𝑖) =    𝑓(𝑥𝑖)  + 𝑐.    (11a) 
Finding min. of  𝑓(𝑥𝑖):  𝐹(𝑥𝑖) = −𝑓(𝑥𝑖)  + 𝑐.    (11b) 
The choice of the constant 𝑐 will be discussed in the 

next subsection. 
For the travelling salesman problem, mentioned at the 

end of the §3.1, the appropriate value attributed to the 𝑥𝑖 
and its presentation 〈𝑇𝑙𝐼𝐼𝐼𝐼 ,𝑇𝑙1 ,𝑇𝑙2 , … ,𝑇𝑙𝐼𝐼𝐼𝐼〉 would be the 
total length (𝜆) of the path defined by that presentation. 
Then one seeks the solution 𝑥𝑖𝑚𝑚𝑚, for which  𝜆 is mini-
mal: 

Finding min. of  𝜆(𝑥𝑖):  𝐹(𝑥𝑖) = −𝜆(𝑥𝑖)  + 𝑐.     (12) 
Further comments and an example of the application 

of GA to this problem can be found e.g. in [9, 10]. 
Generally, the fitness function should be picked ap-

propriately to the problem. Furthermore, if the system’s 
quality is described by a very complex function, the use 
of the GA could be questionable. In that case, the corre-
sponding fitness function could impose too high a burden 
on the algorithm performance. 

4.2. The choice of 𝒄 (the problem of negative 
fitness values) 

The role of the constant 𝑐 is to shift the original func-
tion 𝑓(𝑥𝑖) to the nonnegative values. In the case of find-
ing extrema of 𝑓(𝑥𝑖) that has negative values for some 
𝑥𝑖,  the ideal choice for  𝑐 would be: 

Fnd. max. of 𝑓(𝑥𝑖):  𝑐 = |min{𝑓(𝑥𝑖)}|, 𝑓(𝑥𝑖) < 0 ;  (13a) 
Fnd. min. of 𝑓(𝑥𝑖):  𝑐 = |max{𝑓(𝑥𝑖)}|, 𝑓(𝑥𝑖) > 0 .  (13b) 

However, the min{𝑓(𝑥𝑖)} and max{𝑓(𝑥𝑖)} are gener-
ally not known. They pose the optimization problem that 
is just the opposite of the given one. 

Another possibility to dissolve the problem of nega-
tive fitness values would be to make 𝑐 so big that it sure-
ly lifts the  𝑓(𝑥𝑖)  into the first quadrant for all  𝑥𝑖 ∈ 𝑋. 
However, quite often this will cause another problem — 

the loss of details in the original function. That is, a great 

global shift up can make the chromosomes’ fitness val-
ues very large positive numbers, and cause a compres-
sion of their relative differences. This will in turn make 
the assigned probabilities less distinct. 

The solution is to stick to the first idea but to reduce 
the pool from which the minimal or maximal value of 
𝑓(𝑥𝑖) is being found. In the 𝑙-th iteration of the GA, the 
natural choice is to find these values only among the 
chromosomes of the previous population, which will be 
shortly designated as 𝑙′, 𝑙′ = 𝑙 − 1, for 𝑙 = 1, 2, …  
… ,𝑁𝑖𝑖𝑖, where 𝑁𝑖𝑖𝑖𝑖 is the total number of iterations. 

Now, the eqs. (13) translate into the following practi-
cal formulas for 𝑐  :  

Fnd. max. of 𝑓(𝑥𝑖):  𝑐 = �min�𝑓�𝑥𝑙′,𝑖���, 𝑓�𝑥𝑙′,𝑖� < 0 ; (14a) 
Fnd. min. of 𝑓(𝑥𝑖):  𝑐 = �max�𝑓�𝑥𝑙′,𝑖���, 𝑓�𝑥𝑙′,𝑖� > 0 . (14b) 

After the above deliberation, a careful reader proba-
bly noted that the constant 𝑐 could be applied even if for 
finding maxima (minima) there are no negative (positive) 
values of 𝑓(𝑥𝑖). In that case,  𝑐   would be negative, to shift 
the fitness values closer to zero and thus expand the relative 
differences among the chromosomes. To achieve that, the 
absolute values around the minimum and maximum func-
tions and the following range limits should be simply re-
moved. With that, the formulas for  𝑐 ∈ ℝ (ℤ), now without 
restrictions, are: 

Fnd. max. of 𝑓(𝑥𝑖):  𝑐 = min�𝑓�𝑥𝑙′,𝑖�� ;           (15a) 
Fnd. min. of 𝑓(𝑥𝑖):  𝑐 = max�𝑓�𝑥𝑙′,𝑖�� .           (15b) 

Of course, if the achieved expanding of the fitness values 
is not desirable, one should stick to the formulas (12). 

Finally, the extra control over the expansion (com-
pression) of the fitness function can be achieved by in-
troduction of the parameter  𝛾 ∈ ℝ0

+, that would multiply 
the 𝑓(𝑥𝑖) and shrink it for 0 < 𝛾 < 1 and expand it for 
𝛾 > 1. With that factor, the formulas (11) become: 

Finding max. of  𝑓(𝑥𝑖):  𝐹(𝑥𝑖) =    𝛾𝛾(𝑥𝑖)  + 𝑐.    (16a) 
Finding min. of  𝑓(𝑥𝑖):  𝐹(𝑥𝑖) = −𝛾𝛾(𝑥𝑖)  + 𝑐.    (16b) 

4.3. Population, average and relative fitness 
values 

In the 𝑙-th iteration of GA, we calculate the fitness values  

𝐹�𝑥𝑙′,𝑖�  of the individuals from the (𝑙 − 1) = 𝑙′-th popu-
lation, 𝑋𝑙′  , with generally 𝑁𝑙′ individuals.8

  From these, 
the total fitness of the population 𝑙′ is defined, 

𝐹(𝑋𝑙′) = �𝐹�𝑥𝑙′,𝑖�
𝑁𝑙′

𝑖=1

 ,                        (17) 

as well as the average fitness of a chromosome within the 
population  𝑋𝑙′  : 

𝐹�𝑥𝑙′,𝚤���������� = 𝐹𝑙′��� =
𝐹(𝑋𝑙′)
𝑁𝑋𝑙′

 .                     (18) 

The ratio of the 𝑘-th chromosome fitness and the total 
population fitness gives the relative fitness (goodness) of 
the chromosome. This quantity will be chosen as the 
probability for the crossbreeding of that chromosome, 
                                                           

8 The numbers of chromosomes, 𝑁𝑙, are kept population-
dependent for the sake of generality (see also the discussion at 
the end of the subsection). 
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and denoted the same way: 9 

Pr�𝑥𝑙′,𝑘� =
𝐹�𝑥𝑙′,𝑘�
𝐹(𝑋𝑙′)

=
1

∑ 𝐹�𝑥𝑙′,𝑖�
𝑁𝑙′
𝑖=1

𝐹�𝑥𝑙′,𝑘� .   (19) 

Having defined the probabilities of the chromosomes 
in the previous population, the set of 𝑁𝑙 chromosomes for 
the next, (𝑙′ + 1) = 𝑙-th population is randomly selected 
as described in the step 3.1 of Algorithm 1. It should be 
noted that this could produce quite a different set of new 
individuals. Some of the previous chromosomes (pre-
sumably the very probably ones) can appear more than 
once, and some of them can disappear (presumably those 
with small probabilities). 

We end this subsection with a comment why it could 
be useful to keep the number 𝑁𝑙 of chromosomes gen-
eral, despite it is standardly fixed to  𝑁𝑙 = 𝑁0   in all itera-
tions 𝑙 (as stated in §3.2). Namely, although it is known 
that the GA’s efficiency and quality of results is not very 
dependent on the population cardinality, one might resort 
to changing it in some occasions. For instance, if the 
indirect termination indicators stall for several iterations, 
one may consider increasing  𝑁𝑙   to (re)check the stability 
of obtained solutions. This idea could be implemented in 
some enhanced versions of GA. 

4.4. The example and the implementation of the 
selection in MATLAB 

We continue our example from §3.3, for finding the 
maximum of 𝑓(𝑥) = 36𝑥 − 𝑥2. The initial population 
(𝑋0) created there consists of 𝑁0 = 8 chromosomes.  

Now we proceed to the next (first) iteration of the 
GA. We calculate the fitness values of the previous popu-
lation by applying the fitness function  𝐹�𝑥0,𝑖� = 𝑓�𝑥0,𝑖�, 
because  𝑓�𝑥0,𝑖� ≥ 0  for each 𝑥0,𝑖  , and also for all 𝑥𝑖  .  
The results are shown in Table 1, with somewhat simpli-
fied notation: 𝑥0,𝑖 ↦ 𝑥𝑖, 𝐹�𝑥0,𝑖� = 𝐹(𝑥𝑖).  E.g., for 
𝑥1 = 01000, 𝐹(𝑥1) = 𝑓[𝑉(01000)] = 𝑓(8) = 224.  

The total fitness of the initial population is  𝐹(𝑋0) =
1752 , so that the relative fitness, and in the same time 
the probability for selection of the chromosome 𝑥1  ,  is 

Pr(𝑥1) = 𝐹�𝑥0,𝑘�
𝐹(𝑋0)

== 𝐹�𝑥0,𝑘�

∑ 𝐹�𝑥0,𝑖�
𝑁0
𝑖=1

= 224
1752

≅ 0.128 . 

On the basis of the chromosome probabilities  
𝑃𝑃(𝑥𝑖), 𝑖 = 1,2, … ,8 ,  listed in Table 1, two new chromo-
somes will be selected to form a pair of parents (step 
3.1.1 in Algorithm 1), and this will be—together with 
other actions—iterated four times (within the while-loop 
3.1 in Algorithm 1). 

The standard procedure for random choice is roulette 
wheel parent selection. It is illustrated in Figure 5 as a 
roulette on which each chromosome has its own sector, 
with the area percentage proportional to the chromo-
some’s probability. For the right simulation of the chro-
mosome sectors, the cumulative probabilities must be 
calculated from the chromosomes’ probability distribu-
tion. In MATLAB, this is done by the cumsum function. 
                                                           

9 Of course, the relative fitness qualifies for a probability 
function because  0 ≤ Pr�𝑥𝑙,𝑘� ≤ 1  and   ∑ Pr�𝑥𝑙,𝑖�

𝑁𝑙
𝑖=1 = 1. 

Table 1.  Calculations prior the process of selection. For 
the chromosomes from the previous population, 𝑥𝑙−1,𝑖 =
𝑥0,𝑖 = 𝑥𝑖  , the table shows: 𝑛𝑖〈5〉 = 5-bit binary presenta-

tion,  𝑉(𝑛𝑖) = value, 𝐹(𝑥𝑖) = fitness value, Pr(𝑥𝑖) = 
probability of selection in the next population,  

Pr�(𝑥𝑖) = cumulative probability. 
𝑥𝑖 𝑛𝑖〈5〉 𝑉(𝑛𝑖) 𝐹(𝑥𝑖) Pr(𝑥𝑖) Pr�′(𝑥𝑖) 

𝑥1 01000 8 224 0,128 12.8% 
𝑥2 11110 30 180 0,103 23.1% 
𝑥3 01010 10 260 0,148 37.9% 
𝑥4 00001 1 35 0,020 39.9% 
𝑥5 11010 26 260 0,148 54.7% 
𝑥6 00101 5 155 0,088 63.5% 
𝑥7 10001 17 323 0,185 82.0% 
𝑥8 10101 21 315 0,180 100.0%  

  𝛴:   1752 1.000  

 
Figure 5.  The roulette wheel parent selection for 

Example 1. To each of the 8 chromosomes of the initial 
population, a surface proportional to the chromosome 

probability is attributed. 

In our example, the probability distribution Pr is de-
fined in Table 1, 
   Pr = [0.128, 0.103, 0.148, 0.020,   (M3)  
         0.148, 0.088, 0.185, 0.180] 

from which the cumulative probabilities are obtained by  
 CumPr =  cumsum(Pr)                   (M4) 

That gives the cumulative probability distribution: 
 CumPr = [0.128, 0.231, 0.379, 0.399,  (M5)  
          0.547, 0.635, 0.820, 1.000] 

Now, a random number from the interval [0, 1] is 
generated; in MATLAB, by function rand.  The value of 
the random number determines the position and the sec-
tor on the imaginary roulette, and thus also the belonging 
chromosome (the random number is compared with the 
intervals defined by the CumPr, and translated accord-
ingly into the index of the corresponding chromosome). 

The MATLAB function that does that (taken from 
[10]) is shown in Code Listing 3. Given the probability 
distribution P (= Pr), the function RandChoseN(P,N) 
returns the indices of N selected chromosomes. At the 
beginning of the function, the bin edges are defined from 
P by the cumsum function, and the vector roulette is 
zeroed.  In the for-loop, the random number x is creat-
ed. Then the histogram of its incidences (only one!) in 
the bins is made by function histc and stored in 
Counts. The index of Counts with the one (and only) 
hit is stored in roulette. The loop is repeated N times. 
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Code Listing 3.  The MATLAB function for the roulette 
wheel parent selection. RandChooseN(P,N) gives the 

indices of  N  randomly selected chromosomes. 

 

4.5. A few comments on the selection process 
The above depicted selection—implemented by the rou-
lette method—is called simple selection. Another type of 
selection is elimination selection. While the simple selec-
tion deletes the old generation only after it is used for the 
selection process of all pairs of children for the new 
generation (before the step 3.3 in Algorithm 1), the elim-
ination selection first detects bad chromosomes and de-
letes them prior the crossover and mutation operations. 
The shortage of chromosomes is then compensated by 
the additional offspring from the good chromosomes. To 
decrease or avoid the accumulation of duplicate chromo-
somes, some variants of this method check if the de-
scendants are identical to their parents. If they are, the 
process of selection is repeated. This sort of selection is 
called the elimination selection without duplicates. 

5. RECOMBINATION AND MUTATION 

The recombination (crossover) and mutation in biological 
systems are complex processes of exchange of genetic 
material that are happening between the pairs of chromo-
somes (Figure 6). After the interphase, in which the 
chromosomes are duplicated, they align to each other, 
break in one or more places, and swap their fragments. 
This mixing results in the enhanced variability of the 
population. 

 
Figure 6.  Meiosis, or reduction division. It starts from a 
somatic cell with a diploid number of chromosomes and 
ends with four sex cells that have the haploid number of 

chromosomes. The most important phase is prophase (P), 
in which the recombination and generation of gametes 

with completely different genetic material occurs. 

5.1. Recombination in genetic algorithms 
As it was already mentioned in §2.1, the process of re-
combination in evolutionary algorithms is mathematical-
ly abstracted to the action of the crossover operator. This 
binary operator—in the sense that it acts on two oper-
ands—exchanges the genes (bits) of two artificial chro-
mosomes. As conceived by Holland in 1975, the cross-
breeding performed by the crossover operator is a three-
step process.  [4]  First, two individuals are taken from the 
parent (previous) population. Second, a point or several 
points of the chromosome splitting are chosen — the so-
called crossover points. These points define the segments 
of genes (bits) between them. The contents of some of 
those segments are being exchanged, resulting in the 
generation of two new descendants with generally differ-
ent chromosome structure (Figure 7). 

The simplest way of choosing the crossover points is 
by random selection. Then some of the formed sections 
of bits are exchanged and some are not.10

  This is the case 
of the ordinary crossbreeding, which is governed by the 
corresponding ordinary crossover operator. 

In the simple example of Figure 7, the ordinary 
crossbreeding with single crossover point is applied. It 
defines the left and the right sections of the two chromo-
somes, of which the right sections are exchanged. Thus, 
the probability that the descendant has its corresponding 
(upper or lower) parent’s genes in the left section is one, 
and in the right section is zero, meaning that the right 
section has the genes from the other, “crossed” parent. 

 
Figure 7.   The recombination of chromosomes with one 
breaking point. From the previous generation (𝑙′ = 𝑙 −
1), two parent chromosomes were selected. The crosso-
ver operator then splits them between the second and the 
third bit and exchanges their right parts. Thus, a pair of 

new chromosomes of the 𝑙-the generation is formed. 

The above and all the other probability schemes can 
be generalized by the crossover probability mask  𝐦𝐶  ,  

𝐦𝐶 =  �𝑃𝑃(𝑑0),𝑃𝑃(𝑑1), … ,𝑃𝑃(𝑑𝑏−1)� .       (20a) 

The mask consists of 𝑏-plets of probabilities 𝑃𝑃�𝑑𝑗�, 
𝑗 = 0,1, … , 𝑏 − 1, each of which presents the probability 
that the descendant has the gene—here the binary digit 𝑑𝑗  

—inherited from its corresponding predecessor. If the 
mask for the first chromosome in a pair (the upper one in 
Figure 7) is  𝐦𝐶, the mask applied to its conjugal partner 
(the lower one in Figure 7) must be 𝐦𝐶���� , with the com-
plementary probabilities, 𝑃𝑃�𝑑𝚥���������� = 1 − 𝑃𝑃�𝑑𝑗� : 

𝐦𝐶���� =  �𝑃𝑃(𝑑0)���������,𝑃𝑃(𝑑1)���������, … ,𝑃𝑃(𝑑𝑏−1)������������� .     (20b) 
With this notation, the probability masks for the ex-

ample of ordinary crossover in Figure 7 are: 
                                                           

10
  By exchanging all of them, the net result would be the two 

starting chromosomes with swapped indices. 
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𝐦𝐶𝐶𝐶𝐶 =  (1, 1, 0,0,0), 𝐦𝐶𝐶𝐶𝐶�������� =  (0, 0, 1,1,1) . 
As we have already pointed out, there can be more 

than one breaking point. For 𝑏 bits there are maximally  

𝑏 − 1 breaking points. The introduced notation enables 
the specification of such and other cases, by forming the 
adequate recombination probability masks. 

The uniform crossover operator allows equal-chance 
swapping of all bits, meaning that all the probabilities in 
the mask are equal, 𝑃𝑃�𝑑𝑗� = 𝑃𝑃�𝑑𝚥���������� = 1 2⁄ , leading to 

𝐦𝐶𝐶𝐶𝐶𝐶 =  (0.5, 0.5, … , 0.5) .              (21) 
In other words, this mask states that all genes from the 
first parent have the opportunity of 1 2⁄  to end up in the 
corresponding (first) descendant chromosome, and that 
the same is valid for the genes of the second parent and 
the corresponding (second) descendant chromosome. 

Finally, the fully general form of the mask in eq. 
(20a) allows the fully variant recombination (sometimes 
misleadingly called the 𝑝-uniform crossover). We shall 
call it the variant crossover and denote it by CVar index. 
To affirm the meaning of their masks, we give the fol-
lowing example: 

𝐦𝐶𝐶𝐶𝐶 =  (0.2, 0.3, 1.0, 1.0, 0.0) . 
Here, the first child will inherit the first gene from her/his 
first parent with probability 0.2, and the second gene 
with probability 0.3 (meaning that the probabilities that 
these genes will be inherited from the second parent are 
0.8, and 0.7, respectively). The third and fourth genes 
will be surely inherited from the parent one (i.e. they stay 
as they were in the first parent), and the last gene will be 
surely inherited from the second parent (i.e. it is surely 
exchanged from what it was in the first parent). 

The recombination does not have to be done on all 
individuals within a population. The relative portion of 
the chromosomes that participate in the recombination—
which can be also formulated as the rate of the activation 
of the crossover operator—is called the crossover rate or 
crossover probability. We shall denote is as 𝛾𝐶,  𝛾𝐶 ∈
[0, 1].  If in population (iteration) 𝑙 the 𝑁𝑙 chromosomes 
were selected, only 𝑁𝑙,𝐶 of them will be selected for 
crossbreeding, 

𝑁𝑙,𝐶 = 𝛾𝐶 × 𝑁𝑙𝑛  .                         (22) 
The values of  𝛾𝐶 that are reported to give the best be-

havior of GA are between  0.5  and  1.0.  [5] 

5.2. Implementation of recombination in MATLAB 
A simple implementation of recombination in MATLAB 
is shown in Code Listing 4. It selects one breaking point 
by using the function randi(nbits-1), which ran-
domly picks an integer between 1 and 𝑏 − 1. Then the 
part of the chromosome to the right of the breaking point 
is exchanged.  The exchange of these chromosome parts 
is performed with the last two statements of the code. 

5.3. Mutation in biology 
As a motivation for the implementation of mutation 

in GA, here we give a short reminder of the influence of 
mutation on living organisms. Unlike the recombination, 
the mutation in biology is a random change of genetic 
material in a somatic  or  a  sex  cell.  That  change  can  be 

Code Listing 4.  Implementation of the recombination 
with one randomly chosen crossover point in MATLAB. 
Prior to this code, the vectors of indices for dad and mom 
are to be defined. They denote the rows of the population 

matrix that present the corresponding parents. 

 

influenced or stimulated by outer factors, like radiation, 
and sudden environmental changes. In natural conditions, 
it is very rare. If it happens to a somatic cell, it can cause 
its damage or death. It can occasionally trigger uncon-
trolled division and malign diseases. However, the con-
sequences of such mutations are not inherited by the 
future generations. So, from the evolutionary point of 
view, much more significant are mutations that happen in 
the sex cells, because they are transferred to the next 
generations. They are manifested in the changes of the 
organisms’ phenotypes, i.e. as new inherent characteris-
tics of the descendants. This makes the mutation the 
second important cause of the variability of biological 
populations. 

5.4. Mutation in genetic algorithms 

In a genetic algorithm, the mutation will be performed by 
a mutation operator. It acts on a single chromosome and 
is therefore a unary operator. It changes one or more 
randomly chosen genes (bits) of the artificial chromo-
some. For instance, the mutation operator can change a 
chromosome  𝑥𝑖 = 11111  to its mutant  𝑥𝑖′ = 11101. 

We formalize the action of the mutation operator in a 
way similar to the one used for the crossover operator. 
First, we introduce the mutation rate  𝛾𝑀 ∈ [0,1], which 
decides what percentage of the whole gene pool will be 
influenced by mutation. That is, with 𝑁𝑙 chromosomes in 
a population, of which each has 𝑛 genes, the gene pool 
contains a total of  𝑁 ∙ 𝑛 genes. Then the number of muta-
tions performed in each iteration of the GA is 

𝑁𝑙,𝑀 = 𝛾𝑀 × 𝑁𝑙𝑛  .                          (23) 

Following the example of the natural mutation, 𝛾𝑀 in 
GA is normally made quite small, typically between 
0.001 and 0.01. E.g., with 𝛾𝑀 = 0.01 and a gene pool 
with 20 5-bit chromosomes, only one gene (bit) and one 
chromosome are expected to undergo the mutation. 

To further generalize the action of the mutation oper-
ator, once can introduce the mutation probability mask,  

𝐦𝑀,  which is fully analogous to the crossover probabil-
ity mask, defined by eq. (20a). 
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Figure 8.  The action of inverting and mixing mutations 
illustrated on the chromosome 1101101. The inverting 

(flip) mutation inverts the zeros into ones and vice-versa. 
The mixing mutation permutes (scrambles) the bits while 

conserving their parity (the numbers of both zeros and 
ones stay the same). The partial versions of the mutations 

operate only on the selected fields of bits (shaded). 

In a simple mutation, 𝑁𝑝,𝑀 randomly chosen genes 
are mutated, meaning that its mask is the same as the 
uniform crossover mask in eq. (21). Besides that, the 
mixing and inverting mutations are used. The mixing 
mutation permutes the genes within the 𝑁𝑝,𝑀 randomly 
chosen chromosomes or within their parts specified by a 

mutation mask. The parameters of the mutation mask can 
also be generated randomly. In the inverting mutation, 
the bits specified by the mutation mask are inverted. [6] 
Both mutations are sketched in Figure 8. 

6. EXAMPLES IN MATLAB 

Two complete MATLAB programs for finding extrema 
of the polynomial functions are given in  Appendix A. 
Relying on the provided comments, the readers acquaint-
ed with MATLAB basics should follow their code easily.  

The Appendix A.1 contains the code for our simple 
Example 1, introduced in §3.3. The performance of GA 
for this case is shown by two diagrams of Figure 9. The 
upper diagram shows that the average fitness value rises 
to its upper plateau in only about 20 iterations, but keeps 
oscillating. In fact, it looks like the GA is quite 
struggling to get to the maximum of this simple 2nd order 
function.  A few iterations  prior  30  and  40,  it  finds  that  

 

Figure 9.  Diagrams of the average fitness (up) and the 
fittest GA solution (down), for square function of Exmpl. 
1. The population average fitness increases quickly, but 
there is no sure indicator of the optimal solution. During 
the generations 55-75, the fittest chromosome is  𝑥𝑖,max =

20.  After 75 generations, GA finally finds the exact 
solution,  𝑥𝑖,max = 18. 

  
Figure 10.  Diagrams of the 4th-degree polynomial (up) 

and the fittest GA solution. As can be seen by inspecting 
both diagrams, the algorithm successfully finds the glob-
al minimum and gives its accurate coordinates without 
being trapped in the local minimum (around  𝑥 = 6.75).
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the maximum is at  𝑥 = 20, but does not converge imme-
diately to it. Then, from 55th  to 75th  iteration it stabilizes 
at that value. However, the average fitness value keeps 
on oscillating and shows a few dips. The right answer,  

𝑥 = 18 , is finally found after 75 iterations.  
The Appendix A.2 gives the code for GA that finds 

the global minimum of the 4th-degree polynomial. The 5-
bit chromosome representation is adjusted to the interval 
[1, 8] by formula (3b). As can be seen in the upper dia-
gram of Figure 10, the polynomial has two minima (of 
course, with a local maximum between them). The right 
minimum is only local. On the lower diagram, one can 
see how the GA hits the global minimum in less than 30 
iterations. It is found for the chromosome 𝑛〈5〉 = 00100, 
with the value  𝑉(𝑛〈5〉) = 𝑛 = 4, for which eq. (3c) 
gives 𝑥 = 𝑥min = 1.9032. This abscise value is marked 
on the polynomial curve as a small circle. It can be seen 
that the result is very accurate.11 All in all, it looks like 
the previous simple function wasn’t enough of a chal-
lenge for this mighty algorithm! 

However, a careful reader will notice that not every-
thing is in a steady state. Slightly below 65 iterations 
there is an instability, showing slightly higher value for 
the 𝑥min. Such behavior is quite common for genetic 
algorithms, due to the action of the variation operators. 

7. USE OF THE GENETIC ALGORITHM IN THE 
STOCHASTIC ITERATED PRISONER  

DILEMMA 

After showing the efficiency of the genetic algorithm for 
finding global extrema of the single-variable functions, 
here we elaborate on how it was used for a function that 
depicts cooperation in the heterogeneous population of 
selfish individuals in the problem known as Stochastic 
Iterated Prisoner’s Dilemma (SIPD), which is a version 
of the Iterated Prisoner’s Dilemma (IPD).12 

                                                           
11 The accuracy would be significantly diminished if the in-

terval [0, 8] was chosen. For it, Δ𝑥 = 0.25806, and the indi-
vidual closest to the minimum is  00111, with value 7, giving 
𝑥 = 1.8065 (0.0967 lower than 𝑥min). The second best is 
01000, with value 8, giving 𝑥 = 2.0645 (0,1613 greater than 
𝑥min). The high dependence of the result on the choice of inter-
val is an obvious consequence of the low resolution of the 
search space, i.e. of the low number of the chromosome bits. 

12 The Prisoner’s Dilemma is a well-known game in which 
two players can cooperate with or betray each other. The out-
come for each player varies according to the combined outcome 
for them both. It is rational that each player defect (D), even 
though they would both gain more if they cooperated (C). If 
there is another encounter of the players, in another round of 
the game, the cooperation may be really profitable. This kind of 
game is called Iterated Prisoner's Dilemma (IPD). It is consid-
ered as the paradigm for the evolution of cooperation among 
selfish individuals. [7]  In the context of biology, the game 
payoff (food, water, etc.) may be considered as fitness. To find 
out which IPD strategy is the most effective, the mathemati-
cian, political scientist and game theorist Robert Axelrod orga-
nized a tournament in 1979, and invited the scientists to submit 
their solutions. The simplest strategy, known as Tit for Tat 
(TFT), won the tournament. This was a big surprise because it 
was well known by then that the strategy of defecting on every 

We shall expose the problem briefly at the expense of 
accuracy (and hopefully not of the clarity). In the classic 
form of the IPD, the population usually consists of play-
ers represented by deterministic strategies that always 
follow their algorithms. For example, the ALLC strategy 
plays cooperatively always, and the strategy ALT plays 
cooperatively in every 2nd round. The TFT strategy11 
simply copies the moves of the opponent player from the 
previous round. However, in the real-life situations, both 
animals and humans make mistakes. This invites for the 
implementation of the uncertainty into the players’ 
moves. The IPD that includes that is the above men-
tioned Stochastic IPD. In SIPD, each player is represent-
ed by a pair of probability values (𝑝, 𝑞), whereby 𝑝 
stands for the probability of cooperation after the oppo-
nent’s cooperation, and 𝑞 stands for the probability of 
cooperation after the opponent’s defection.13  Now sup-
pose that we want to find the best strategy of the SIPD in 
which the total payoff for a particular player equals to the 
sum of payoffs gained in the duels with all other players. 
The payoff as a function of (𝑝, 𝑞) depends on various 
parameters, such as the total number of players, the strat-
egies of the players and the number of the game rounds. 
Interpreted in another way, the payoff is a multivariable 
function, whose maximum cannot be found by the classi-
cal optimization algorithms. 

One possibility to find the extrema of such payoff 
function is to simulate the natural selection. One can 
generate a set of strategies and then “leave it to the natu-
ral selection.”  The best strategy will be the one that be-
comes dominant in a population. 

Most of the studies in this field have been done under 
the assumption that the individuals reproduce asexually; 
the strategies fight among each other, the generation after 
generation, with relative frequencies proportional to their 
payoff in the previous generation. It means that particular 
strategy could be, and usually is used by more than just 
one player. The players with copied strategies might be 
considered as the clones of the corresponding original 
strategies. It should be stressed that in this approach there 
is no crossbreeding between different strategies. 

On the other hand, the GA could be applied to the 
SIPD if the strategies are suitably encoded in the form of 
artificial chromosomes. An example of such approach is 
our model, in which each reactive strategy (𝑝, 𝑞) is rep-
resented by a 10-bit chromosome. [8]  The first five bits 
in the chromosome encode the probability 𝑝, and the 
remaining five bits encode the probability  𝑞  (Figure 11).  

 
Figure 11.  Double-point crossover operator applied to 
the parent chromosomes which represent a (𝑝, 𝑞) SIPD 

strategy.  
                                                                                             
round (ALLD) is the only strategy that is generally evolutionar-
ily stable (in more details commented in [8]). 

13 This kind of strategy is known as reactive strategy. 
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Figure 12.  The cooperation coefficients over time in (a) populations that reproduce asexually, (b) populations with 
sexual reproduction. For the asexual reproduction, the cooperative strategies win after around 1000 generations. The 

sexual reproduction does not allow the extinction of different strategies and results in their erratic and cyclic exchanges.

The payoff gained in one round serves as a fitness 
function for the evaluation of strategies — the most suc-
cessful strategies will have the highest chances for mat-
ing. After being selected, every chromosome is subjected 
to double point crossover operator. One crossover point 
is randomly selected on the 𝑝 and another on the 𝑞  
chromosome segment (confer Figure 11). 

At the beginning of each iteration (each round of the 
game), the cooperation coefficients are calculated as the 
averages of the strategy  𝑝-probabilities,  

𝑝̅ = �𝜔𝑖𝑝𝑖

𝑁𝑠𝑠𝑠

𝑖=1

.                               (24) 

Here  𝜔𝑖   stands for the relative frequency of the 𝑖-th 
strategy with the cooperation probability 𝑝𝑖, and the 
summation is over all  𝑁𝑠𝑠𝑠   strategies. 

This, sexually reproduced SIPD model have shown 
that the subsequent populations are going through the 
erratic and cyclic exchanges of cooperation and exploita-
tion. Such result is just the opposite from what the previ-
ous models—with asexual reproduction of individuals—
are giving. In them, once some strategy is extinct, its 
restoration is impossible. Figure 12 shows the coopera-
tion coefficients for both of these cases. 

The instabilities in our model are the consequence of 
the GA variation operators. They preserve the genetic 
variability and diversity of the dominant strategies. In 
this case, the genetic algorithm does not deliver an opti-
mal solution (the best strategy). On the contrary, it re-
stores the defective strategies and leads to the instability 
and divergence. There is no dominant strategy that would 
eliminate the  opponent  players  for  good.  Both,  the  co- 
 

operators and the exploiters can rule the world by them-
selves just temporarily. 

8. CONCLUSION 

When some optimization problem is being solved using a 
genetic algorithm (GA), it is not guaranteed that it will 
give a perfect or even a very good solution. But quite 
often it will deliver a “good enough solution”, and almost 
always it will provide some kind of useful information 
about the problem. 

The examples presented in this paper have shown that 
the global extremum of the single-variable functions was 
found very effectively, especially in the case of the 4th-
degree polynomial. Its derivative gives a third order 
equation that cannot be solved easily. Obviously, the 
strength and the justification for the use of GA increase 
with the number of function’s local extrema and general-
ly with the degree of the function complexity. 

On the other hand, in the case of the Stochastic Iterat-
ed Prisoner's Dilemma, the GA did not perform that 
efficiently. The populations of strategies do not evolve 
toward any dominant type of strategy. Instead, they di-
verge and jump from one near-optimal solution to anoth-
er, showing that there is no clear winning strategy. How-
ever, although “the best” strategy wasn’t found, the GA 
revealed erratic and circular patterns in the level of coop-
eration over time.  

Henceforth, we conclude that—besides the determi-
nation of the function extrema—the genetic algorithm 
can occasionally give us something quite different — a 
new insight into the subject of study. 
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APPENDIX A.  FINDING EXTREMA OF TWO 

POLYNOMIAL FUNCTIONS BY THE GENETIC 
ALGORITHM ─ MATLAB CODE 

A.1. Genetic algorithm for finding the maximum 
of a square function 

%%MAXIMUM 
%This program finds the x-value for which 
%the function f(x)=36x-x^2 reaches the 
%maximum value. 
%Program written by Jurica Hižak 
%University North, Varaždin,2016 
 
%FITNESS FUNCTION: 
ff=inline('36.*x-x.^2') 
%Parameters:  
n=100         %number of generations  
popsize=40    %population size 
mutrate=0.001 %mutation rate 
nbits=5       %number of bits in a   
              %chromosome 
 
%CREATE an initial population: 
popul=round(rand(popsize,nbits)) 
%Create a vector that will record near-
%optimal solutions across the generations: 
best=zeros(1,n) 
%Create a vector that will track the   
%average the fitness of the population: 
avg_fitness=zeros(1,n) 
 
%EVOLUTION 
iter=0 
while iter<n 
    iter=iter+1 
%Calculate the value of each chromosome: 
pop_dec= bi2de(popul) 
%Calculate the fitness: 
f=feval(ff,pop_dec') 
%Average fitness of the population: 
avg_fitness(iter)=sum(f)/popsize 
%Sort fitness vector and find the indices: 
[f,ind]=sort(f, 'descend') 
%Sort chromosomes according to their  
%fitness: 
popul=popul(ind,:) 
%The x-values:  
pop_dec=bi2de(popul) 
%The x-value of the chromosome with the 
%highest fitness: 
best(iter)=pop_dec(1) 
%Calculate the probability of selection: 
probs=f/sum(f) 
%Selection of parents: 
M=popsize/2 
dad=RandChooseN(probs,M) 
mom=RandChooseN(probs,M) 
 
%CROSSOVER 
%Choose the crossover point: 
xp=randi(nbits-1) 
%Take every 2nd dad's chromosomes 
%and exchange the genes with mom’s: 
popul(1:2:popsize,:)=[popul(dad,1:xp)... 
popul(mom,xp+1:nbits)] 
popul(2:2:popsize,:)=[popul(mom,1:xp)... 
popul(dad,xp+1:nbits)] 

https://www.researchgate.net/publication/305768564_GENETIC_ALGORITHM_APPLIED_TO_THE_STOCHASTIC_ITERATED_PRISONER%27S_DILEMMA
https://www.researchgate.net/publication/305768564_GENETIC_ALGORITHM_APPLIED_TO_THE_STOCHASTIC_ITERATED_PRISONER%27S_DILEMMA
https://www.researchgate.net/publication/305768564_GENETIC_ALGORITHM_APPLIED_TO_THE_STOCHASTIC_ITERATED_PRISONER%27S_DILEMMA
http://www.obitko.com/tutorials/genetic-algorithms/index.php
http://www.obitko.com/tutorials/genetic-algorithms/index.php
http://people.whitman.edu/~hundledr/courses/M350/Note02.pdf
http://people.whitman.edu/~hundledr/courses/M350/Note02.pdf
https://en.wikipedia.org/
https://en.wikipedia.org/wiki/Space_Technology_5
mailto:jurica.hizak@unin.hr
mailto:robert.logozar@unin.hr
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%MUTATION 
%Number of mutations in the population: 
nmut=ceil(popsize*nbits*mutrate) 
 for i=1:nmut 
    col=randi(nbits) 
    row=randi(popsize) 
    if popul(row,col)==1 
        popul(row,col)=0 
    else 
        popul(row,col)=1 
    end 
 end 
end 
 
%PLOT the x-value of the best chromosome 
%over time: 
figure 
%Generate an array of integers from first 
%to the last generation: 
t=1:n 
plot(t,best) 
axis([1 n 12 24 ]) 
xlabel('number of generations') 
ylabel('x-max') 
%Plot the average fitness value of the 
%population over time and label the axes: 
figure 
plot(t,avg_fitness) 
axis([1 n 100 400]) 
xlabel('number of generations') 
ylabel('average fitness') 

A.2. Genetic algorithm for finding the global 
minimum of the 4-th degree polynomial 

%%MINIMUM OF THE 4th DEGREE POLYNOMIAL 
%The program finds the x-value for which 
%the function  
%f(x)=x^4-18x^3+110x^2-255x+300  
%reaches the minimum. 
%Program written by Jurica Hižak 
%University North, Varaždin, 2016. 
 
%FITNESS FUNCTION: 
clear all 
f=inline('x.^4-18*x.^3+110*x.^2-... 
255*x+300') 
%Plot the function and hold the figure: 
x=0:0.1:8; 
figure 
ymin=feval(f,x); 
plot(x,ymin) 
axis([0 8 50 200 ]) 
xlabel('x') 
ylabel('f(x)') 
hold on 
n=100         %number of generations 
popsize=40    %population size 
mutrate=0.001 %mutation rate 
nbits=5       %number of bits in a  
              %chromosome 
 
%CREATE an initial population:  
popul=round(rand(popsize,nbits)) 
%Create a vector that will record  
%near-optimal solutions across 
%the generations: 
best=zeros(1,n); 

%Create a vector that will track 
%the average fitness of the population: 
avg_fitness=zeros(1,n); 
 

%EVOLUTION 
iter=0 
while iter<n 
    iter=iter+1 
%Having assumed that the solution takes 
%place somewhere inside the interval(1,8), 
%insert as many real values as possible 
%considering the number of bits nbits 
%(e.g. 5-bits string allows 32 values). 
%Therefore, the decoded value of each 
%chromosome is: 
pop_dec= 1+bi2de(popul).*(8-1)/(2^nbits-1) 
 

%FITNESS 
%First, find the function value fv  
%of each chromosome: 
fv=feval(f,pop_dec'); 
%Since we are looking for the MINIMUM, 
%the fitness function will be defined in 
%respect to "the worst chromosome" whose 
%fv-value is actually the highest: 
fit=max(fv)-fv; 
%Average fitness: 
avg_fitness(iter)=sum(fit)/popsize; 
%Sort fitness vector and find the indices: 
[fit,ind]=sort(fit, 'descend'); 
%Sort chromosomes according to their  
%fitness: 
popul=popul(ind,:); 
%The x-value of the chromosome with  
%the highest fitness: 
best(iter)=pop_dec(1); 
%Calculate the probability of selection: 
probs=fit/sum(fit); 
%Selection of parents: 
M=popsize/2; 
dad=RandChooseN(probs,M); 
mom=RandChooseN(probs,M); 
 

%CROSSOVER 
%Choose the crossover point: 
xp=randi(nbits-1) 
%Take every 2nd dad's chromosomes 
%and exchange the genes with mom’s: 
popul(1:2:popsize,:)=[popul(dad,1:xp)... 
popul(mom,xp+1:nbits)]; 
popul(2:2:popsize,:)=[popul(mom,1:xp)... 
popul(dad,xp+1:nbits)]; 
 

%MUTATION 
%Number of mutations in the population: 
nmut=ceil(popsize*nbits*mutrate); 

 for i=1:nmut; 
    col=randi(nbits); 
    row=randi(popsize); 
    if popul(row,col)==1; 
        popul(row,col)=0; 
    else 
        popul(row,col)=1; 
    end 
 end 
end 
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%MINIMUM: 
xmin=best(n) 
ymin=feval(f,xmin) 
%Plot (xmin,ymin) as a red ring on the  
%current figure: 
plot(xmin,ymin, 'ro') 

%PLOT the x-value of the best chromosome 
%over time: 
figure 
%Generate an array of integers from the  
%first to the last generation: 
t=1:n 
plot(t,best) 
axis([1 n -1 10 ]) 
xlabel('number of generations') 
ylabel('x-min') 
%Show textbox with the output value 
%(xmin,ymin)   
dim = [.26, .2, .2, .6]; 
str = ['xmin=',num2str(xmin),...  
       'ymin=',num2str(ymin)]; 
annotation('textbox',dim,'String',...  
           str,'FitBoxToText','on')  
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Abstract: Key enabling technologies (KET) are often crucial technological prerequisites for the advances in the 

production processes and product quality. They are expected to impact the existing technologies by expanding their 

usefulness, to enable new technological approaches and to trigger wider applications in a number of industries. 

Enabling technologies often have no direct easily recognizable connection with the applications, which makes it 

difficult to even determine the relevant impact categories. In order to stay competitive, Europe has built a fund for 

enhancing the usage and production of KET [1]. Since these technologies are new and their impact on the industry is 

still not easily identified, more research is needed. A literature review revealed many obstacles in the KET-related 

manufacturing, which is why in depth interviews with companies are needed. A survey research was conducted in 

Croatia on the level of the adoption of KET, followed by a workshop with companies that use KET in order to identify 

the problems they came across during the implementation. 
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Izvorni znanstveni rad 

Sažetak: Ključne razvojne tehnologije obično su tehnologije koje su nužne za rad drugih tehnologija, proizvoda i 

procesa. One utječu na postojeće tehnologije povećavajući mogućnosti proizvodnih procesa i poboljšanje kvalitete. 

Omogućavaju nove primjene postojećih tehnologija i primjene u brojnim drugim industrijama. Takve razvojne 

tehnologije obično nemaju vidljiv direktan utjecaj na primjenu pa ih je teško kategorizirati i pratiti. Da bi ostala 

konkurentna Europa je pokrenula fond čija je jedina uloga poticanje na snažniju primjenu spomenutih tehnologija [1]. 

Budući da su ove tehnologije nove, nema puno istraživanja na tu temu. Istraživanje literature pokazalo je brojne 

prepreke u prihvaćanju naprednih razvojnih tehnologija, pa se vidi potreba za dubinskim intervjuima i pokušaju 

kvalifikacija tih tehnologija. U Hrvatskoj je proveden upitnik o korištenju tih razvojnih tehnologija, a zatim je uslijedila 

radionica s poduzećima koja koriste razvojne tehnologije da se vidi s kojim izazovima su se susretali prilikom 

implementacije.    

 

Ključne riječi: ključne razvojne tehnologije, KET, transfer tehnologije, europska proizvodnja, implementacijski 

problemi 

  

 

1. INTRODUCTION 
  

Key enabling technologies (KET) are often crucial 

technological prerequisites for other technologies, 

products and processes which are expected to impact the 

existing technologies by expanding their usefulness, to 

enable new technological approaches and to trigger wider 

applications in a number of industries. They often have 

no direct easily recognizable connection with the 

applications, which makes it difficult to even determine 

the relevant impact categories [2]. Those technologies are 

in the nascent stage and there are many production 

challenges, dominantly the high production costs and the 

public’s general reluctance to embrace an innovative 

technology without the real safety data [3]. Some speak 

of KETs as a new industrial revolution, because different 

laws of physics come into play. Traditional materials 

such as metals and ceramics show radically enhanced 

properties and new functionalities, and the behavior of 

surfaces starts to dominate the behavior of bulk 

materials, and whole new realms opens up. Contrary to 

the popular belief, in the field of only nanotechnology, 

many industries already produce or employ products 

which are either nano-sized or exploit the nano effects, 

and are generating substantial revenues [4]. 

Key Enabling Technologies (KETs) are 

nanotechnology, micro- and nanoelectronics, including 

semiconductors, advanced materials, biotechnology and 

photonics, and advanced manufacturing systems. 

Mastering these technologies might mean a shift to a low 

carbon, knowledge-based economy. KETs play an 

important role in the R&D, innovation and cluster 

strategies of many industries, and are regarded as crucial 

for ensuring the competitiveness of European industries 
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in the knowledge economy [5]. KETs have recently 

become one of the “hottest” areas in research and 

development worldwide in terms of issued patents, and 

have also attracted considerable attention in the media 

and investment community [6]. To stay competitive, 

Europe has built a fund for enhancing the usage and 

production of KET [1]. 

KET is multidisciplinary and in order to apply it, 

knowledge from physics, chemistry, biology and other 

areas are needed. A second problem is that companies 

stick to their core activities and are reluctant to introduce 

new risky technologies. Such a mental picture coupled 

with a limited understanding of KET and how an 

enterprise could exploit KET explains the absence of the 

concepts. The situation is particularly difficult in small or 

less developed economies [7]. No single professional has 

all the necessary skills to bring a KET product to the 

market on his/her own. Furthermore, those in the 

scientific field generally lack the understanding or the 

business acumen required to convert technology into a 

commercialized product. On the other hand, investors 

want to get involved with the next big thing but generally 

lack the patience and technical expertise required in the 

development and evaluation of these KET-based 

products [6].  

Although it is widely agreed that the emerging 

technologies such as nanotechnology, biotechnology, etc. 

will have increasing socio-economic impacts, there are 

significant boundaries in terms of available economic 

resources and social and political accountability (“value 

for money”). This has led to the necessity of setting 

research priorities not only at the macro-level (e.g. 

choosing between the broad fields such as biotechnology, 

nanotechnology, ICT, etc.) but also at the country 

(macro) level [8]. Countries and regions invest heavily in 

the selected KETs in order to become a global player in 

the field. Reports on abundant government funding in 

various regions are heavily cited. However, competing 

with the best in the globalizing world is a tough 

challenge even for large emerging countries. Small 

countries face even more challenges. Since it is 

extremely difficult for a country to achieve 

competitiveness in many industries, [9] it is proposed 

that a country makes a choice of industries with high 

impact. 

KETs are potential economic engines that have the 

capability to become the basis for a regional and national 

job and wealth creation [10]. [10] researched only the 

nanocenters, which by their survey are growing, but 

those centers are dominantly scientific research centers. 

Only 3% of their responders labeled themselves as 

industrial centers. As far as the funding goes, those 

nanocenters were dominantly financed by national 

governments or in the EU by the FP7 or Horizon 2020 

funding scheme [11].     

However, the key point is getting revenues and 

competitiveness by using those KET technologies. In 

their technology strategies, governments so far point to a 

specific technology or technologies that they find to be 

the most relevant for their settings, and they write 

strategies and devise policies and based on them fund the 

research on selected technologies. Albeit, the dominant 

effects of such government schemes are the increased 

scientific publications by research centers (not 

companies), which is not that relevant to the industry. 

According to the research done by [12], companies are 

more interested in patents and conference participation. If 

positive effects are to be achieved, then the 

commercialization of KETs is important. 

Commercialization is the process of turning new 

technologies into successful commercial ventures, which 

may involve an array of professionals from technical, 

commercial, and economic background to successfully 

transform a new technology into useful products or 

services. So far commercial applications are in industries 

that usually generate high revenues, e.g. cosmetics, 

medicine, various coatings and powder used in textile or 

building. The majority of companies name the lack of 

funding as the main barrier to the application and 

commercialization of novel products. Moreover, for 

quality control,  more sophisticated equipment is needed, 

e.g. microscopy (atomic force microscopy, transmission 

electron microscopy (TEM), and scanning electron 

microscopy; measurement of particle size and size 

distribution with light scattering (static and dynamic); 

analytical ultracentrifugation, capillary electrophoresis; 

analysis of surface charge or zeta potential; examination 

of surface chemistry by X-ray photoelectron 

spectroscopy or Fourier transform infrared spectroscopy; 

differential scanning calorimetry and X-ray diffraction, 

among others. Such analytical equipment and the 

performance of these checks are not just expensive, but 

also require trained personnel to carry out the analysis 

and interpret the results. This would substantially add to 

the cost of manufacture and would definitely deter a 

company from investing in the development of such a 

product. Even if the industry plans to outsource these 

analyses to other firms, it would still be expensive as 

each and every batch would have to be run through 

several tests and transported to the premises of the 

controlling institute/company [6]. 

The main objective of this work is to find out what 

the level of the adoption of KETs in the least advanced 

member of EU – Croatia – is. However, since Croatian 

manufacturing largely exports its products, it is 

hypothesized that there some level of adoption of these 

technologies will be found. After a survey that revealed 

that 28% of surveyed companies do in fact use some of 

KET technologies, a workshop was conducted in order to 

find out what their experiences, issues and problems 

regarding the implementation of KETs were. Moreover, 

during the workshop, some possible further actions in 

order to facilitate the transfer of KET technologies were 

revealed. However, in order to talk about KETs, it is first 

necessary to define them. 

  

 

2. OVERVIEW OF THE KEY ENABLING 
TECHNOLOGIES 

  

KETs are knowledge intensive and are associated 

with high R&D intensity, rapid innovation cycles, high 

capital expenditure and highly-skilled employment. They 

enable the production of new products and therefore 

augment the competitiveness of a company and then of 
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the region. They are multidisciplinary, cutting across 

many technology areas with a trend towards convergence 

and integration. KETs necessitate large investments, but 

those investments could bring positive effects in the long 

run [13]. 

The following section provides a brief description of 

the multidisciplinary characteristics of some KETs in the 

EU and explains why advanced materials, 

nanotechnology, micro- and nano-electronics, industrial 

biotech and photonics and advanced manufacturing 

systems have been identified as a priority to improve the 

European industrial competitiveness.   

  

2.1. Advanced materials 
  

Advanced materials technologies lead both to new 

reduced cost substitutes to the existing materials and to 

new higher added-value products and services. This will 

reduce resource dependency and environmental waste 

and hazards at the same time. Besides the costs of capital, 

expenditure on materials is the most important cost factor 

in high-technology related industries. They are of key 

importance for the competitiveness of the EU industry, 

especially since Europe is not well endowed with natural 

resources [13]. 

  

2.2. Nanotechnology 
  

Nanotechnology is an umbrella term that covers the 

design, characterization, production and application of 

structures, devices and systems by controlling the shape 

and size at the nanometer scale. European SMEs using 

nanomaterials are mostly present in the automotive and 

medical and healthcare sectors, followed by energy. 

Within the medical system and healthcare, implants 

(44%), molecular diagnostics (28%) and drug delivery 

(27%) are the most important fields of application. 

Applications in the energy field are mostly related to 

energy conversion or production (66%), followed by 

energy saving (38%) and energy storage (28%)  [13]. 

  

2.3. Micro– and nanoelectronics 
  

Micro- and nanoelectronics deal with semiconductor 

components and highly miniaturized electronic 

subsystems and their integration in larger products and 

systems. Europe has a declining share of worldwide 

investment in microelectronics. From a total investment 

of €28bn in microelectronics in 2007, only 10% was 

made in the EU compared to 48% in Asia. Europe’s 

semiconductor market share has declined from 21% to 

16% since 2000. However, total direct employment in 

microelectronics in Europe is over 110 000 plus 105 000 

in equipment manufacturers. Europe has a number of 

dedicated regions with a critical mass and particular 

semiconductor competencies which are recognized 

world-wide. These clusters have access to the most 

advanced technologies and are the key assets for the 

European industrial competiveness [13]. 

  

 

 

2.4. Industrial biotechnology 
  

Industrial biotech is the application of biotechnology 

for the industrial processing and production of chemicals, 

materials and fuels. It includes the practice of using 

microorganisms or components of micro-organisms such 

as enzymes to generate industrially useful products, 

substances and chemical building blocks with specific 

capabilities that conventional petrochemical processes 

cannot provide. There are many examples of such bio-

based products already on the market. The most mature 

applications are related to the enzymes used in the food, 

feed and detergents sectors. More recent applications 

include the production of biochemical, biopolymers and 

biofuels from agricultural or forest wastes [13]. 

  

2.5. Photonics 
  

Photonics is a multidisciplinary domain dealing with 

the science and technology of light, encompassing its 

generation, detection and management. The EU has 

strong positions in many photonics applications such as 

solid state lighting (including LEDs), solar cells, and 

laser assisted manufacturing. Photonics is a good 

example of an enabling technology, as there are around 

5000 photonics manufacturers in Europe employing 

around 246 000 persons (excluding subcontractors) 

directly. In addition to that, the jobs of over 2 million 

more employees in the EU’s manufacturing sector 

depend directly on photonic products. Germany accounts 

for 39% of European production volume, followed by 

France and the UK (12% each), the Netherlands (10%) 

and Italy (8%)  [13]. 

  

2.6. Advanced manufacturing systems 
  

Advanced manufacturing systems denote the range of 

high technologies involved in manufacturing, leading to 

improvements in terms of new product properties, 

production speed, cost, energy and materials 

consumption, operating precision, waste and pollution 

management. This is especially relevant in capital 

intensive industries with complex assembly methods. 

They are needed to help create marketable knowledge-

based goods and the related services (e.g. modern 

robotics). For example, the production and assembly of 

modern aircraft involves the whole spectrum of 

manufacturing technologies from the simulation and 

programming of robotic assembly lines to reducing 

energy and materials consumption. Other examples 

include intelligent control systems, automation for 

modelling and production. They can be applied in all 

manufacturing industries and form an important element 

in the supply chain of many high value manufacturing 

businesses [13]. 

These are only general descriptions of technologies, 

but in order to conduct a survey, a more detailed 

description of the technologies was necessary. 
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3. METHODOLOGY 
  

The questionnaire was developed through a massive 

literature research dominantly on Status Implementation 

reports from the European Commission, on each KET 

field. Even though the complexity of each technology is 

described in the previous section, for the survey process 

it was crucial to extract the enabling technologies that 

might be used by manufacturing companies. The 

sampling procedure was facilitated by obtaining e-mail 

addresses from the Croatian Chamber of Commerce, and 

it covered the whole manufacturing sector with over 10 

employees. 2037 addresses of manufacturing companies 

in Croatia with over 10 employees were obtained. It was 

believed that micro companies with less than 10 

employees hardly use such sophisticated technologies. 

The survey was launched twice, once at the beginning of 

September 2014, followed by the next round in October 

2014. Responders usually answered a couple of days 

after the launch of the survey. That enabled the checking 

of non-response biases, which is highly necessary in this 

study since the return rate was only 2%. The rate is truly 

small but as [14] shows, the response rates are almost 

linearly declining and therefore scientists more often than 

not engage in case study research. Moreover, such a 

small sample is due to the fact that KETs are still not in 

wide usage even in the advanced economies.  

Richards et al. [15] have identified that there are both 

psychological and mechanical reasons for low response 

rates with web-based surveys. Psychological reasons 

include: people may have forgotten about it; they may be 

so busy that they do not want to take the time to fill the 

survey out; some people find surveys a disruption to their 

personal lives; or the survey is too long. Mechanical 

reasons may include a lack of Internet access, concerns 

with the security and data integrity, and technical 

problems and other reasons of unwillingness or inability 

to participate in the survey. Given these issues and 

generally low response rates with self-administered 

surveys, non-response bias is a significant concern and 

particularly salient for web-based research [16], [17]. 

Among various methods of checking for non-response 

biases described by [18], Wave Analysis was used, which 

consists of comparing late respondents to early 

respondents. Wagner and [19] cite [20] the rule of thumb 

as a minimal response rate of n=30. Our sample fulfils 

this minimal criterion, as 37 companies returned filled in 

questionnaires. 

Since this is an extremely low response rate, it was 

necessary to check the representativeness of the sample 

according to the industry and size of companies. The 

calculation of representativeness by NACE codes is 

given in Table 1. The methodology used can be found in 

[21]. A group is considered representative if its Z value 

does not surpass 1.96 which is the critical value at 5% 

significance level, meaning that the null hypothesis that 

the sample represents the parent population can be 

accepted. 

  

 

 

 

 

Table 1. Representativeness by industry 

NACE code 

P
o

p
u

la
ti

o
n
 

S
am

p
le

 

Z 

R
ep

re
se

n
ta

ti
v
e 

10 Manufacture of food products 311 3 -1.44 Rep 

11 Manufacture of beverages 50 0 0 
 

12 Manufacture of tobacco 

products 
2 0 0 

 

13 Manufacture of textiles 55 0 0 
 

14 Manufacture of wearing 

apparel 
139 2 -0.41 Rep 

15 Manufacture of leather and 

related products 
47 2 0.60 Rep 

16 Manufacture of wood and 

products of wood and cork; except 
furniture; manufacture of articles 

of straw and plaiting materials 

190 3 -0.34 Rep 

17 Manufacture of paper and 
paper products 

47 2 0.60 Rep 

18 Printing of the reproduction of 

recorded media 
95 1 -0.68 Rep 

19 Manufacture of coke and 
refined petroleum products 

2 0 0 
 

20 Manufacture of chemicals and 

chemical products 
61 3 0.83 Rep 

21 Manufacture of basic 
pharmaceutical products and 

pharmaceutical preparations  

15 0 0 
 

22 Manufacture of rubber and 

plastic products 
144 3 0.08 Rep 

23 Manufacture of other non-

metallic mineral products 
139 5 0.83 Rep 

24 Manufacture of basic metals 36 0 0 
 

25 Manufacture of fabricated 

metal products, except machinery 

and equipment 

364 2 -2.88 
 

26 Manufacture of computer, 

electronic and optical products 
66 1 -0.23 Rep 

27 Manufacture of electrical 

equipment 
90 3 0.57 Rep 

28 Manufacture of machinery and 

equipment n.e.c. 
133 3 0.18 Rep 

29 Manufacture of motor vehicles, 

trailers and semi-trailers 
24 2 0.85 Rep 

30 Manufacture of other transport 

equipment 
52 0 

  

31 Manufacture of furniture 102 3 0.46 Rep 

32 Other manufacturing 46 1 0.07 Rep 

 

As it can be seen from Table 1, there are several 

industries that are not represented. However, those 

industries are the least mentioned as the ones applying 

the KET technologies, so the rest of the sample is 

representative for the analysis. Representativeness 

according to size is given in Table 2, and the sample is 

representative. 

 

Table 2: Representativeness according to size in terms of 

the number of employees 

 
Population Sample Z Representative 

> 10 and < 

50 
1606 19 -1.12 Rep 

51 to 250 567 3 -1.36 Rep 

> 250 

employees 
139 13 0.97 Rep 
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4. RESULTS 
  

In the whole sample, 28% of companies use some key 

enabling technology, 72% do not use the technology, but 

out of those who do not use KETs, 24% think or plan to 

use them.  Table 3 presents the used technologies.  

 

Table 3: Used technologies 

Technology 

Number of 

companies 

using 

Advanced materials 

Advanced steel (iron) alloy 5 

Advanced non-ferrous alloys 5 

Super alloys 1 

Polymeric composites (polymer-matrix composites) 8 

Polymeric composites (metal-matrix composites) 3 

Ceramic composites (composites with ceramic 
matrix) 

2 

Synthetic non-conductive polymeric materials 4 

Conductive polymers 2 

Nanofibers (nanotubes, fullerenes) 0 

Nanocomposites 1 

Nanoceramic 0 

Nanopowders 0 

Nanocrystals 0 

Piezoelectric ceramics 1 

Advanced coatings (multifunction, nanostructured, 

gradient ...) 

1 

Biomaterials 2 

Micro– and nanoelectronics 

Semiconductors in the information and 

communication technology  

5 

Semiconductors for the medical industry  0 

Nano materials 

Usage in construction (antibacterial coatings, coating 
against fire, ..) 

1 

Environment/energy (storage batteries, catalysts, heat 

exchangers, filters, solar cells, ...) 

2 

Textiles (fabrics resistant to heat, antibacterial 
textiles, ...) 

3 

Chemistry (nanosilica, polymers, ferofluids, carbon 

nano tubes, artificial silk, nanopigments ...) 

1 

Automotive industry (fasteners rubber, anti-fogging 

coatings, anti-reflective displays, ...) 

0 

Electronics (hard drives with GMR heads, silicone 

and polymer electronics, phase shifting, ferroelectric 

and magnetic memory, ...) 

2 

Optics (ultra precision optics, optical 
microprocessors, EUV optical lithography, ...) 

2 

Medicine (marker substances, contrast agents, 

biocompatible implants, ...) 

0 

Industrial Biotechnology  

Biopolymers fibers  1 

Biodegradable plastics  1 

Biofuel  3 

Industrial enzymes  2 

Antibiotics and vitamins  2 

Chemicals (amino acids, organic acids, detergents, 

cosmetics ...)  

2 

Photonics 

Consumer electronics (lighting, displays, CD / DVD 

...)  

8 

Conversion of solar energy  0 

Optical fiber cables (telecommunications)  7 

Optical systems (various scanners, sensors, lasers, ...)  7 

Medical diagnosis, contact lenses, microscopes, 
medical lasers, ...  

0 

Advanced manufacturing systems  

Production system that produces at a higher speed 

compared to conventional production  

8 

Production system that reduces material consumption  8 

Production system which increases accuracy  9 

Production system that reduces environmental impact  8 

Production system that is smaller in size 3 

 

Figures 1 and 2 display the usage of KET 

technologies by industry and by size. 

  

 
Figure 1. Usage of KET-related technologies by 

industries 

 

Looking into the industries, it can be seen that in 

almost all industries that were representative for the 

sample there is at least one company using KET-related 

technologies. This proves the general applicability of 

KET technologies. 

 

 

 
Figure 2. Usage of KET-related technologies by  

the size of the company 

 

The hypothesis that small companies do not use KET-

related technologies seems to be wrong as the majority of 

KET users fall into small companies. This was further 

investigated during the workshop and indeed it is usually 

easier for a small company to acquire the latest 

technology, which then does not necessities much labor 

work, and therefore the result is that more micro 

companies use these latest technologies.  

Further in the questionnaire were the questions 

addressing the barriers of the implementation of KET-

related technologies. Table 4 presents the main barriers. 
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Table 4. Main obstacles in applying KETs 

Reasons for not using KET technologies 
Number of 

companies 

Lack of financial resources 13 

Unknown application potentials 11 

Uninformed 11 

Lack of knowledge 9 

Not applicable for our production 6 

 

The reasons from Table 4 fall into three categories: 

lack of financial resources, lack of knowledge and not 

applicable. The workshop had to reveal the problems 

associated with the two dominant problems, that is, the 

lack of financial resources and lack of knowledge. 

One way to enhance the transfer of technology from 

research institutions to companies is their cooperation. In 

the questionnaire there was an open question regarding 

why companies and research institutions do not 

cooperate more. The answers fall into these five 

categories: 

• communication problems 

• it is unknown to the industry what research 

institutions explore and vice versa, the research 

institutions are not aware of the practical problems in 

the industry 

• a lack of workshops between the research and 

industry in a simple understandable language 

• high cost of Croatian research institution’s fees 

• corruption in Croatia 

 Apart from corruption in Croatia, the problems of 

cooperation are universally the same as in the rest of the 

world [22], [23]. 

 

 

5. WORKSHOP RESULTS 
  

At the beginning of the survey process all companies 

(2037) were invited to a free workshop on KETs. The 

workshop was marketed several times during the 

conduction and the end of the survey. The workshop 

consisted of an introductory overview on why KETs are 

important for Europe and some practical applications of 

KETs in everyday products. That was followed by the 

results of a similar survey in Slovenia, and a presentation 

on how German institutes cooperate with companies on 

technologies that Germany adopted as strategically 

important. Finally, the obstacles were addressed.  

 

5.1. Lack of financial resources 
  

A small presentation was done on the subject by 

giving the examples on how companies from Poland, 

Slovenia and China surmounted this problem. The point 

was that companies, in cooperation with research 

institutions, should apply for EU or government funds. 

Two problems regarding this came up in the workshop. 

First, companies already applied in such a way for the 

funding, but did not obtain it. A careful talk about this 

proposal revealed that what was too high was a 

consortium of manufacturing companies and the level of 

detail about the company that had to be disclosed. It was 

then suggested that in order to increase the chances of 

getting funds, companies should cooperate with research 

institutions or education institutions, and the second 

point was that the choice of the leading partner that has 

the know-how of writing a research proposal is extremely 

important. Another problem that the participants 

mentioned was that even when it is directed by the CEO 

to apply for funding, the employees do not get extra time 

for writing proposals, rather it becomes an after work 

duty which is certainly not convenient and leads to many 

errors.   

  

5.2. Lack of knowledge 
  

Companies using KETs or planning to use KETs 

obtained the knowledge from companies that provide 

KET technologies. Companies did not do research about 

the technologies themselves. In fact, the information 

about KET technologies in Croatia are extremely scarce, 

unlike in Germany where national chambers and 

ministries send brochures educating the companies of the 

potential positive use of technologies. All participating 

companies revealed an interest in quarterly workshops on 

a certain technology where they would get the knowledge 

of potential applications, but where they would also meet 

each other and discuss how to implement a certain 

technology and how they solved the obstacles.    

 

5.3. Collaboration with research institutions 
  

There is a substantial problem in cooperation between 

the companies and research or education institutions. 

Participants of the workshop indeed said that this was the 

first workshop in an easily understandable language 

about advanced technologies. Additionally, it was free. 

Participants from the Faculty of Mechanical Engineering 

did in fact confess that they only do commercial 

cooperation with companies mostly by lending the 

newest equipment, which they in fact obtained by 

applying for the national or EU research grants. It seems 

that the problems with cooperation are truly serious and 

cannot be easily remediated. Rather, it is necessary to 

start building trust between the research institutions and 

companies, in a way that research institutions and 

education institutions devote some of their time to giving 

free workshops to the industry in order to build this trust. 

The leading countries in technology and competitiveness 

(USA, Japan, China) do in fact conduct more applicative 

rather than basic research, unlike Europe, where 

fundamental research is more dominant [1]. It means that 

the research and higher education institutions in Croatia 

should start building this relationship for a mutual 

benefit.  

  

 

6. CONCLUSION 
 

Even in a small country such as Croatia, research 

showed that 28% of surveyed companies do use some of 

the key enabling technologies. Among the dominant 

reasons for not using the technologies are a lack of 

financial resources, unknown application potentials and a 
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general lack of knowledge on key enabling technologies. 

It is advised to companies to use the European structures 

funds or national funds [24]. However, the 

communication problems are serious and may be even 

more serious than in the developed and developing 

countries. The workshop revealed that companies would 

in fact truly appreciate quarterly workshops on a certain 

technology to start building the trust in research and 

higher education institutions. In this way, the applicative 

problems would also be discussed, which could enhance 

the number of applicative research instead of 

fundamental research. This would enhance the 

technology transfer and it would help companies to gain 

more knowledge about the technologies and in that way 

be better in communicating with the KET providers that 

approach them.  
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AN APPROXIMATE SOLUTION FOR THE PLANE WAVE DIFFRACTION BY AN 
IMPEDANCE STRIP: H-POLARIZATION CASE 

   

OKVIRNO RJEŠENJE ZA DIFRAKCIJU RAVNOG VALA IMPEDACIJSKOM TRAKOM: 
SLUČAJ H-POLARIZACIJE  

 
Emine Avşar Aydin, Turgut İkiz 

 
     Original scientific paper 

Abstract: In this study, the diffraction of H-polarized plane wave by an infinitely long strip which has the same 

impedance on both faces with a width of 2a is investigated by using an analytical-numerical method. The diffracted 

field is obtained by an integral equation in terms of the electric and magnetic currents induced by the incident field. 

This integral equation is reduced to two uncoupled integral equations that include only induced electric and magnetic 

currents separately. Both of the currents are defined as a sum of infinite series of Gegenbauer polynomials with 

unknown coefficients satisfying the edge conditions. The integral equations are transformed to linear algebraic 

equations by using analytical methods and the unknown coefficients are determined by solving numerically obtained 

matrix equations. Numerical examples on the RCS (radar cross section) are presented, and the far field scattering 

characteristics of the strip are discussed in detail. Some of the obtained results are compared with the other existing 

method. 

 

Keywords: impedance, strip, analytic, numeric, diffraction 

Izvorni znanstveni članak 

Sažetak: U ovom radu istražuje se difrakcija H-polariziranog ravnog vala od beskonačno duge trake koja ima jednak 

otpor na obje strane i širinu 2a korištenjem analitičkog-numeričke metode. Difraktirano polje dobiveno je putem 

integralne jednadžbe u smislu električnih i magnetskih struja induciranih upadnim poljem. Ova integralna jednadžba 

svedena je na dvije odvojene integralne jednadžbe koje zasebno uključuju samo inducirane električne i magnetske 

struje. Obje struje definirane su kao zbroj beskonačnog niza Gegenbauerovih polinoma s nepoznatim koeficijentima 

koji zadovoljavaju rubne uvjete. Integralne jednadžbe pretvorene su u linearne algebarske jednadžbe pomoću 

analitičkih metoda i nepoznati su koeficijenti utvrđeni rješavanjem numerički dobivenih matričnih jednadžbi. 

Predstavljeni su numerički primjeri na PRP-u (površina radarskog presjeka), a karakteristike rasipanja na dalekom 

polju kod traka detaljno su raspravljeni. Neki od dobivenih rezultata uspoređeni su s drugom postojećom metodom. 

 

Ključne riječi: impedacija, traka, analitički, numerički, difrakcija 

 

 

1. INTRODUCTION 
 

The scattering of electromagnetic waves from 

geometrical and physical discontinuities is one of the 

most essential fields in the electromagnetic wave theory. 

However, the first considerable steps in this area of 

research are due to Lord Rayleigh and A.Sommerfeld. 

Almost a century ago, Rayleigh [39] (from Born M. [5]) 

investigated the problem of scattering by a perfectly 

conducting sphere; and Sommerfeld [45] overcame the 

problem of diffraction of plane electromagnetic waves by 

an absolutely conducting semi-infinite plane. Over the 

last few decades, the researches in the scattering of 

electromagnetic waves by several objects have been 

developed as a result of its direct applicability to civilian 

applications, including military ones, such as remote 

sensing, non-invasive diagnostics in medicine and non-

destructive testing. 

The received signal, which is spread by an object, can 

be used to resolve some of the geometrical and physical 

properties of the scatterer. Since the received scattered 

signal power is directly corresponds to the scattered field 

or radar cross section (RCS) of the object. Therefore, in 

military applications, in order to avoid the echo signal, 

the RCS of targets like air crafts must be cut down to a 

minimum level. Additionally, in order to decrease the 

inference caused by obstacle as buildings for instance, 

the RCS of such obstacles that are close to radars should 

also be reduced. Correspondingly, groups of engineers 

and scientists are also researching to extract as sufficient 

information as possible from low RCS values for both 

military and civilian applications. 

Several methods exist, which are applicable to reduce 

the RCS of some obstacles. For instance, if the shape of 

the target is to be modified, scattered energy somehow 

may be directed toward some desired regions. But some 

other situations exist where shape modification is 

Aydin, E. A.; İkiz, T. Okvirno rješenje za difrakciju ravnog vala impedacijskom trakom: slučaj H-polarizacije 

Tehnički glasnik 10, 3- 4(2016), 79-97 79



 

 

confined by the aerodynamic structure of that target, and 

another technique such as absorbing layer is applied for 

the same purpose. The absorber may consist of dielectric 

or magnetic materials, partially dielectric and/or 

magnetic materials or a number of layers of such 

materials. Even though such mixtures of shapes and 

materials propose more degrees of freedom in terms of 

design within controlling the RCS of the target, similarly, 

the complexity of the solution procedure is also 

increased. 

Solutions for recognized problems including half-

plane, cylinder or sphere are apparently essential 

regarding the diffraction theory, and strip is considered to 

be one of the most important familiar structures due to its 

geometry, strips are usually accustomed to investigate 

the multiple diffraction phenomenon. Furthermore, a 

large amount of applicable issues, especially in remote 

sensing, modeling by conducting, impedance or resistive 

strips is possible. Additionally, by using the duality 

principle diffracting a slit in an absolute conducting 

plane can be reduced to a perfectly conducting strip 

problem.  

Scattering of cracks or gaps that may occur on the 

obstacle’s surface, which is completely or partially filled 

with some material, may provide a significant 

contribution to the overall scattering pattern. In such 

issues the gaps or cracks may be modeled by strips 

and/or slits. Accordingly, due to its adjustment to many 

practical problems, strips have been broadly researched 

by many authors by using distinctive analytical and 

numerical strategies. 

 

1.1. Literature Review 
 

A large number of analytical techniques have been 

developed considering diffraction by scatterers with 

several shapes, sizes and constituent materials. These 

methods can be categorized in two groups, namely, exact 

and approximate methods.  Using an exact method is 

possible, when the obstacle's geometry corresponds to a 

coordinate system having the wave equation separable.  

Furthermore, exact solutions usually include 

sophisticated integral expressions, which are required to 

apply near-field, far-field or high-frequency asymptotic 

for engineering purposes. Due to these constraints not 

many practical problems have exact solutions, and 

mostly severe asymptotic expressions are acquired. 

Approximate analytical techniques were obtained from 

the extension of classical optics by geometrical Theory 

of Diffraction (GTD) introduced by Keller [23] and 

Physical Theory of Diffraction (PTD) introduced by 

Ufimtsev  (from Bhattacharyya. A.K. [4]). 

In geometrical optics zero wavelength approximation 

is implemented and space is divided into distinct 

illuminated and shadow regions. It is considered that 

energy spreads in tube of rays, obviously the diffraction 

impacts are discarded in previous estimates; where these 

effects were first studied by GTD. At both incidence and 

reflection boundaries, the diffracted field becomes 

infinite and also at the edge which is caustic for the 

diffracted field. The term of a diffraction coefficient can 

be acquired simply by expressing the identical solution 

of a recognized problem in GTD form. In order to 

enhance GTD and overcome some of the methods’ 

drawbacks two fundamental techniques have been 

developed namely, Uniform Asymptotic Theory of 

Diffraction (UAT) and Uniform Theory of Diffraction 

(UTD) introduced by Ahluwalia et.al [2] and 

Kouyoumjian and Pathak [24] respectively. In UAT it is 

considered that the field solution that occurs in an edge 

diffraction problem can be extended in a specific 

asymptotic series including a Fresnel integral, whereas in 

UTD Keller's diffraction, the coefficient is multiplied by 

a factor involving a Fresnel integral. The multiplication 

factor has a feature such that the field point approaches 

the shadow boundary and a finite field is obtained at the 

shadow boundaries while approaching zero. 

In physical optics, surface currents are assumed to 

induce only at the illuminated part of the scatterer that 

functions as the supply of the scattered field. The 

accuracy of the technique can be raised by enhancing the 

assumed current distributions, however, it may not be 

able to account utterly for the presence of discontinuities 

on the obstacle. By PTD, Ufimtsev introduced the fringe 

current concept as a result of the physical or geometrical 

discontinuities. It was assumed that the entire current on 

a conducting surface includes a fringe current 

(nonuniform part) along with physical optics current. In 

distinction to GTD, PTD yields the finite fields 

everywhere including the shadow boundaries at the 

caustics. 

Since its geometry is simple, the strip issue was 

researched by many scientists. Many techniques were 

proposed, but none yielded an efficient solution. So far, a 

severe solution for the problem of diffraction by a strip 

doesn't exist. However explaining the attempts to solve 

this problem which had yielded significant solutions, is 

worth it. Some of the considerations made will be given 

in a sequential order as follows. 

Morse and Rubenstein [33] used a Mathieu function 

expansion for electromagnetic fields to obtain the exact 

series representation for the solution of the diffraction by 

strips. According to the rapid convergence of the 

Mathieu series, their solution yields improvement for low 

frequencies. However, when it comes to high frequency 

range their proposed method is not accurate since there is 

a necessity to include large number of terms while 

computing the infinite series. 

Grinberg [16] proposed shadow current concept for 

diffraction issues regarding electromagnetic waves by a 

conducting slit by implementing the integral equation 

method. However, the same method could be applied to 

solve the problem of diffraction by a conducting strip, 

which is achieved by using the duality principle. The 

problem with this method is reduced to the solution of a 

second kind Fredholm equation. According to this 

formulation, the asymptotic form of the solution for the 

high frequency case can be obtained easily. It should be 

taken into account that the application of integral 

equation method have been used by other researches 

before Grinberg, in previous studies, e.g. Copson [12], 

Levine and Schwinger [27] and Miles [32]. Integral 

equation based formulation was firstly implemented by 

Copson [12] (from Senior, T.B.A. [42]) for a specific 

case of the Sommerfield half-plane which was an 

equation of the Wiener-Hopf type. 
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Up to 1950s, approximately all researches were 

focused on the diffraction by perfectly conducting 

structures. Senior [42] proposed the first study for the 

issue of finite conductivity, by using a semi-infinite 

metallic sheet as the diffracting structure. The stipulation 

used in this study was the standard impedance condition. 

For E-polarization, Senior defined two induced currents 

namely electric and magnetic, and by using Green's 

theory Senior had acquired the total field at any point off 

the plate in terms of these induced currents and incident 

field. The edge conditions for current components were 

being given as O(x−1/2) and O(x1/2) for 0x  , for the 

tangential and normal components, respectively, of the 

electric and magnetic currents. The asymptotic behavior 

introduced by Senior [42] for the currents correspond to 

asymptotic behavior of the field components proposed by 

Meixner [31]. This is considered as one of the most 

essential information for our method. Accordingly, the 

information behind this behavior of currents at the edges 

give us the possibility to explain the currents in a series 

of some special functions with some unknowns. 

It may be noted that the strip is used as a basic 

element in the formation of gratings. Diffraction by an 

impedance strip was researched by Faulkner [14] (from 

Bowman, J. J. [6]) via a Wiener-Hopf primarily based 

method, where the width of the strip was considered 

large compared to both the wavelength and the 

magnitude of the surface impedance such that it was 

being restricted to limited values. Maliuzhinets [28] 

(from Bowman. J. J. [6]) thought-out the wide strip 

drawback, furthermore, where the mutual interaction 

between the edges was neglected: then, the two edges 

were assumed as independent semi-infinite half planes, 

within the absence of the other being excited by an 

equivalent field alone. 

Bowman [6] has also researched the high frequency 

back-scattering from an absorbing wide strip with 

random face impedances by using an approximation 

based on the known half plane solutions obtained by 

Maliuzhinets [28]. 

Multiple diffraction or the interaction among the 

diffracting edges of a strip is of great applicable 

importance additionally, diffraction problems which 

involve both slit and or strip geometry represent a three-

part mixed boundary-value issue which strictly may be 

represented via triple integral equation approach that 

generally yields correspondingly to a modified Wiener-

Hopf equation. Possibly, the solution for multiple 

diffractions are obtained by a repetitive procedure 

presented by Jones [22] (from Serbest A.H. and 

Büyükaksoy A. [44]). Kobayashi [25] had researched 

numerous types of modified Wiener-Hopf geometries 

and conjointly conferred the solution for H and E 

polarization cases. Another approximate method is 

presented by  

Tiberio and Kouyoumjian [47] and is called extended 

spectral ray method which includes interpreting the 

incident field to the second edge as a sum of 

inhomogeneous plane waves that can be treated 

separately. By using this method, Herman and Volakis 

[18] had researched several diffraction by a conductive, 

resistive and impedance strips where the asymptotic 

solutions presented for these cases also involved the 

impacts of surface waves. The spectral iteration 

technique introduced by Büyükaksoy et al. [9] is 

considered an alternative spectral domain method 

furthermore, assuming that the edge is illuminated by the 

field diffracted from the other edge, it is possible to 

obtain the doubly diffracted field additionally, 

constructing another Wiener-Hopf problem for this 

configuration. A detailed discussion of the mentioned 

methods are given by Serbest and Büyükaksoy [44]. 

The development in numerical techniques for the 

solution of the scattering problems has always been 

parallel to the evolution in computer technology. 

Although numerical methods may be considered as more 

obvious compared to analytical methods, since the matrix 

inversion procedure for the analysis, computer capacity 

limits the size of the issue that can be dealt with. 

Generally, for the barriers having a maximum dimension 

of a few wavelengths, numerical methods are able to 

maintain precise solutions. The Method of Moments 

(MOM) and Galerkin's Method [17] are the popularly 

used numerical techniques. In MOM both the basic 

functions and the weighting functions are distinct 

however, they are considered similar functions in 

Galerkin's Method. 

In numerical methods, the scattering drawbacks are 

presented as integral equations of both unknown field 

quantity and unknown induced surface current density by 

applying Green's theorem: 
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or in terms of surface current densities. 
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The fundamental functions are broadly used for 

representing the currents on a given surface. However, in 

most studies the integral equation is achieved directly by 

applying the well-known methods such as Moment 

Method, Galerkin's Method or Finite Element Method. 

Wandzura [53] investigated the current fundamental 

functions for curved surfaces in general. Volakis [52] 

researched the scattering by a narrow groove in an 

impedance plane, and solved the integral equations by 

presenting a single-basis study of the equivalent current 

on the narrow impedance insert. Based on these studies, 

the obtained integral equations are solved directly by 

applying either one of the above- mentioned numerical 

methods. 

The GTD was used by Senior [43] to obtain the 

expression of the scattered field by a resistive strip where 

the results meet the ones obtained by the numerical 

solution of the integral equation including strips a narrow 

as a sixth of a wavelength. Senior also applied MOM to 

inspect the contribution of front and rear- edges to the far 

fields. it has been represented that, for strips with a width 

greater than about a half wavelength, the contribution 

regarding the front edge is similar to a half plane one, 

having similar resistance and the contribution of the rear 

edge is proportional to the square of the current at that 
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point on the half plane corresponding to the rear edge of 

the strip. 

Generally, the integral equations in Eq. (1.1) and Eq. 

(1.2) are usually solved by numerical methods However, 

they can also be reformed to a set of algebraic equations 

by applying some analytical techniques. Additionally, it 

is possible to solve the matrix equation obtained, by 

using standard matrix inversion algorithms. The time 

needed for the solution of this matrix equation is 

proportional to the size of the developed matrix. In the 

case of large bodies, the time required can be enormously 

large particularly for RCS estimation: Accordingly, the 

size of the matrix must be maintained as small as 

possible. 

Emets and Rogowski [13] solved a two-dimensional 

problem of electromagnetic wave diffraction by a plane 

strip with different boundary conditions on its surfaces. 

The diffracted field was expressed by an integral in terms 

of the induced electric and magnetic current densities. 

The related boundary-value problem in the domain of the 

short-wavelength was occurred as a matrix Wienner-

Hopf equation which was solved through the Khrapkov 

method. This analytical solution is a powerful tool to 

study the effects of a single strip under the incidence of 

plane waves. It can be used to validate the numerical 

methods. 

Apaydın and Sevgi [3] studied on methods of 

moments (MoM) for modeling and simulation of 

scattered fields around infinite strip with one face soft 

and the other hard boundary conditions. Scattering cross-

section was calculated numerically and compared with 

high-frequency asymptotics (HFA) models such as 

physical theory of diffraction (PTD) and theory of edge 

diffraction (TED). According to authors’ knowledge, this 

method is the first application of MoM on the strip with 

one face soft and the other hard. 

The H-polarized plane wave diffraction by a thin 

material strip has been solved using the Wiener-Hopf 

technique and approximate boundary conditions by 

Nagasaka and Kobayashi [34]. Employing a rigorous 

asymptotics, a high frequency solution for large strip 

width has been obtained. The numerical examples have 

been done on both the radar cross-section (RCS) and the 

far field scattering characteristics of the strip. Some of 

these examples have been compared with existing 

method and results agree reasonably well with existing 

method. 

 

1.2. Comparison of Numerical-Analytical 
Methods 
 

Commonly, the electrical size of the body restricts 

the tractability of numerical techniques, however, the 

geometrical complexity of the object restricts the 

applicability of the analytical methods. Furthermore, 

hybrid methods are used along with techniques based 

upon the extension of classical optics in order to obtain 

an asymptotic solution for problems regarding high 

region frequencies. Hybrid methods including both 

numerical and high frequency asymptotic techniques 

may have the ability to extend the class of 

electromagnetic scattering problems that can be handled. 

The hybrid approach can be reformed as a field-

based analysis where the GTD solution for the field 

associated with edge or surface diffraction are used as the 

initial point. These solutions function as the ansatz to the 

MoM formulation and represent the elements of a 

scatterer not meeting the requirements of a recognized 

geometry which is not cooperative with a GTD solution 

itself. (Burnside et.al. [7] and Sahalov and Thiele [41]). 

Alternatively, current-based formulation is possible in a 

situation such that the analysis proceeds from ansatz 

solutions for the currents obtained from physical optics 

and PTD (Thiele and Newhouse (1975), Ekelman and 

Thiele (1980) (from Medgyesi- Mitschang, L. N., 1989)) 

and Medgyesi-Mitschang and Wang (1983) (from 

Medgyesi- Mitschang, L. N., [29-30])). The option of a 

mixed field-current based approach also exists. 

Generally, rigorous scattering theory, relies on the 

theory of boundary-value problems in which the progress 

is closely dependent, to mathematical branches. The 

main approach for the solution behind wave scattering is 

to reform the problem in terms of the integral equations 

satisfied by the unknown functions along with the current 

induced on the scatterer surface. Numerical techniques 

are utilized to shrink these integral equations to a system 

of linear algebraic equations. The presence of edges on 

the integration contour produce errors in current density 

calculations. In order to enhance the accuracy of the 

solution, some approaches accounting for the Meixner's 

edge condition in explicit form have been suggested by 

Shafai (1973) (from Veliev, I. E. [50]). 

A similar technique was used by Butler [8] in which 

the analytical solution of the integral equation was 

obtained for the current induced on a confined 

conducting strip. In this solution the current mass was 

expressed as a product of a Chebyshev polynomial and a 

weighting operator which fulfill the edge condition and 

after specifying the Fourier type coefficients, the 

expression of far fields were obtained. So an integral 

equation which contains the current density and 

excitation was obtained as follows, 
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Where 
zJ  is the unknown current density. /    

and ( / 2)c j   , (c = 0.5772… is the Euler’s 

constant). The solution for the current density was 

expressed as, 
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where  .T  denotes the Chebyshev polynomials of the 

first kind and 
nf ’s are the unknown coefficients. By 

using the orthogonality properties of the polynomials, the 

unknown coefficients and so the expression of the 

current density were obtained for both E and H-

polarization cases. 
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A substitute technique was proposed by Veliev et al. 

[49-50] where the solution encompass any preassigned 

accuracy. The distributed field was represented using the 

Fourier transform of the corresponding surface current 

density which offers a number of enhancements to 

overcome the problem. A hybrid technique based on the 

semi-inversion procedure for equation operators and the 

method of moments was used to yield the optimal 

solution. The essentials of the solution and its application 

to the wave scattering by polygonal cylinders and flat 

conducting strip structures are proposed by Veliev and 

Veremey [49]. The previous versions of this method 

were suggested by (Nomura and Katsura [36], Hongo 

[19] and Otsuki [37] (from Veliev, E. I. [49])) for 

completely conducting strip and slit configurations. This 

analytical-numerical method, which utilizes spectral 

approach, somehow solves the problem to a system of 

linear algebraic equations for the unknown Fourier 

coefficients of the current density function. Appropriate 

truncation of the infinite system of equations can obtain 

the results with any desired accuracy. 

It should be realized that the applicability of the 

truncation method cannot always be modified, 

additionally, the matrix elements correlated with the 

system of linear algebraic equations usually collapse 

slowly with an increase of their index. 

 

1.3. Aims and the Scope of the Study 
 

Despite there are various powerful analytical 

techniques, the main influence of numerical techniques is 

that they may be applied to a scatterer of random shape 

and are generally only restricted by the size of the 

scatterer. But this limitation is a realistic problem. 

Apparently, a set of linear equations which denote the 

scattering issue can be generated but the obtained set 

may be too large to be solved. Fortunately, the 

developments in computer technology make the solution 

of many electromagnetic problems possible for a 

required degree of accuracy. In contrast, the asymptotic 

techniques work best when compared to the wavelength 

the scatterer size is large .However, the difficulty of the 

problem increases when the complex shaped bodies are 

of interest. 

The use of analytical methods along with numerical 

methods may bypass these restrictions. The numerical 

methods are limited to the bodies having a maximum 

dimension of less than a few wavelengths, while the 

analytical methods produce accurate outcomes for the 

scatterer much latter than those of one wavelength. 

Thereby, these methods may be combined to overcome 

the scattering problems involving scatterers of 

intermediate size and size in the resonance region. 

Additionally by using analytical-numerical methods the 

computation time required may be decreased to an 

acceptable level. 

In this study, diffraction by an impedance strip is 

researched by using the analytical-numerical technique 

proposed by Veliev and Veremey [50]. In Chapter 2, the 

formulation of the problem for H-polarized raise is given. 

By expressing the electric and magnetic currents as 

infinite series in terms of Gegenbauer polynomials, two 

integral equations in spectral domain for electric and 

magnetic currents are derived. In Chapter 3, the integral 

equations are reduced to a system of linear algebraic 

equations for both currents with some unknown 

coefficients. In Chapter 4, some physical quantities are 

represented in terms of the unknown coefficients which 

will be denoted by solving the system of linear algebraic 

equations. In Chapter 5, the solution of branch-cut 

integrals are obtained and finally in Chapter 5, the curves 

for both currents, far field and RCS are represented. The 

results are reviewed and compared with some previously 

obtained results. 

The aims of the current research are:  

1 to employ a new analytical-numerical technique to 

solve a recognized diffraction problem that still does 

not have a proper solution, 

2 to obtain an accurate solution for the impedance strip 

which can be used to simulate many practical 

obstacles, 

3 to retrieve a solution which may work in a wide 

frequency range, 

4 to set a base solution and write computer codes which 

may be used to analyze some complex structures that 

could be treated as a combination of multiple strips. 

 

 

2. FORMULATION OF THE PROBLEM 
 

The scatterer of the diffraction problem that will be 

formulated in this section is a strip of width 2a where the 

same impedance is assumed to be imposed on both sides. 

The geometry of the problem is illustrated in Figure 2.1 

and η denotes the normalized impedance of the strip. 

 

 
Figure 2.1. Geometry of the problem 

 

Since the strip is uniform along the z-axis, the 

problem can be reduced to a two dimensional problem. 

The time dependence of the fields are assumed to be 

exp(−iωt) and suppressed throughout the analysis. The 

incident magnetic field is given as a linearly polarized 

plane wave 

 
2

0 0(x y 1 )
,i

z

ik
H x y e
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                                 (2.1) 
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The total field is 

     , , ,i s

z zz
H x y H x y H x y                       (2.3) 

where 𝐻𝑧
𝑠 is the scattered field. 
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On the strip, the total field must satisfy the Leontovich 

boundary condition which is frequently called as 

impedance boundary condition, given by, 

 
 

0

,
, 0.z

z

y

H x y
ik H x y

y




 
  

 
                (2.4) 

So the total field can be expressed as [42] 

   

   

   1 2 2

0

, ,

1
.

4

( )

i

z z

a

m e

a

H x y H x y

kYI x iI x
y

H k x x y dx





 
   

 

 

            (2.5) 

where 𝐼𝑚 and 𝐼𝑒  are the equivalent magnetic and electric 

current densities respectively. Expression of magnetic 

and electric current densities can be defined as follows 

respectively, 

 ˆ ˆ
e y zI a H H Ha




    

                         (2.6) 

 

  2

ˆ H (x, 0) H (x, 0)

ˆ ˆH (x, 0) H (x, 0) (x)

e y z z

z z x x

I a

a f a

     

   

                   (2.7) 

 

and 

 

ˆ
m yI a E




                         (2.8) 

0

0

1
i E H E H

i



                    (2.9) 

0

ˆ ˆ ˆ

1

0 0

x y z

z

a a a

E
i x y z

H



 
 
   

   
 
 

                   (2.10) 

0

1
ˆ ˆz z

x y

H H
E a a

i y x

  
  

  
                    (2.11) 

0

1
ˆ ˆ ˆz z

m x y y

H H
I a a a

i y x

  
   

  
                 (2.12) 

0

1 (x, 0) (x, 0)
ˆ

m z

H H
I a

i y y

    
  

  
         (2.13) 

0 0

0 0 0

0

0

1
.kY
Z

  
   





                     (2.14) 

0mkY I 
0

1

i

1

(x, 0) (x, 0)
ˆ

(x, 0) (x, 0)

ˆ(x)

z

z

H H
a

y y

H H
i

y y

if a

     
      

    
   

  

 

                           (2.15) 

 

So Eq. 2.5 can be rearranged as 

1 2

(1) 2 2

0

( , ) ( , ) ( ) ( ) .
4

( ( ) )

a

i

z z

a

i
H x y H x y f x f x

y

H k x x y dx





 
    

 

  



(2.16) 

                      

 

2.1. Application of Boundary Conditions 
 

If we rewrite the Leontovich boundary condition for 

0y    and 0y   , and if we subtract and add these 

two equations we can obtain the following expressions: 

(x, 0)
(x, 0) 0z

z

H
ik H

y


 
  


                            (2.17) 

and 

(x, 0)
(x, 0) 0z

z

H
ik H

y


 
  


                         (2.18) 

The difference of Eq. (2.17) and Eq. (2.18) is 

 

(x, 0) (x, 0)

(x, 0) (x, 0) 0

z z

z z

H H

y y

ik H H

   


 

    

                    

(2.19) 

And the sum is 

 

(x, 0) (x, 0)

(x, 0) (x, 0) 0.

z z

z z

H H

y y

ik H H

   


 

    

                  (2.20) 

Using the expressions electric and magnetic current 

densities 2f  and 1f  in Eqs. (2.19) and (2.20) 

 1(x) ik (x, 0) (x, 0) 0z zf H H                  (2.21) 

2 (x)

(x, 0) (x, 0)1
0

ik

z z

f

H H

y y



    
  

  

                  (2.22) 

are derived. 

The expressions of total field at 0y    can be obtained 

from Eqs. (2.3) and (2.16) as 

1 2
0

1

0

( , 0) ( , 0)

lim ( ) ( ) .
4

( )

i

z z

a

y
a

H x H x

i
f x f x

y

H k x x dx




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  

 
   

 

 

      (2.23) 

and 

1 2
0

1

0

( , 0) ( , 0)

lim ( ) ( ) .
4

( ) .

i

z z

a

y
a

H x H x

i
f x f x

y

H k x x dx






  

 
   

 

 

       (2.24) 

In Eq.(2.20), we require the sum of these two expressions 

as 
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1 2 0
0

1

1 2 0
0
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4

lim ( ) ( ) . ( )
4
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i i
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a
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H x H x

i
f x f x H k x x dx

y

i
f x f x H k x x dx

y


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






   

  

 
      

 

 
      

 





(2.25) 

For the incident field we have that 

0

(x,0) (x, 0)

(x, 0)

i i

z z

ikxi

z

H H

H e


  

 
                     (2.26) 

and from Senior [42] we have that 

(1)

2 0
0 0

( lim lim ) ( ) (k )dx 0

a

y y
a

f x H x x
y



 


 
     
 

 (2.27) 

and 

(1)

1 0
0

(1)

1 0
0

(1)

1 0

lim ( ) (k )dx

lim ( ) (k )dx

( ) (k )dx .

a

y
a

a

y
a

a

a

f x H x x

f x H x x

f x H x x


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


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




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  

   







                    (2.28) 

So by substituting Eq. (2.26) on Eq. (2.27) and Eq.(2.28) 

into Eq. (2.25) one can get that; 

1

(1)

1 0

1
(x) 2H (x,0)

( ) (k )dx
2

i
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a

a

f
ik

i
f x H x x






 

   

                    (2.29) 

or 

0

1

(1)

1 0

1
(x) 2

1
( ) (k )dx

2

ikx

a

a

f ie
k

f x H x x











 

   

                    (2.30) 

Eq. (2.30) is the integral equation for the magnetic 

current
1(x)f . 

At this stage we will derive the integral equation for 

magnetic current in spectral domain using the integral 

representation of Hankel function given as; 

( )
(1)

0 2

1
( ) .

1

ik x x te
H k x x dt

t

 



 


                    (2.31) 

Using Eq. (2.31) in Eq. (2.30) 

0
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1 1 2

1 1
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a
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k t
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
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

  (2.32) 

and changing the order of integration 

0

1
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2

1
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a ikxt
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a

f x ie
k

e
f x e dx dt

t
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


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               (2.33) 

is obtained. Where 

1 1( ) ( )

a

ikx t

a

F t f x e dx







                       (2.34) 

is the Fourier transform of the magnetic current density 

1(x)f . So 

0

1

2

1
( ) 2

1
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2 1

ikx
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m

f x ie
k
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t
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






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 



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                    (2.35) 

is derived. 

The following variable changes are required to be 

able to express the current density functions in terms of 

Gegenbauer polynomials. 

Since a x a    , if we use the variable change 

1
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1
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, ,
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                  (2.36) 

and let 

1 1( ) ( ).f af a                     (2.37) 

So, 
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1

(t) ( )e i tF f d  





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is obtained. Means that Eq. (2.35) can be arranged as; 
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and 
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1
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1
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If we multiply both side of the equation by 
ie 

 and 

integrate between −1 and +1 

0
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    (2.42) 
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is derived. From Eq. (2.33) it is obvious that the form on 

the left hand side can be expressed as 
1

1

1

( ) ( ) .i

mF f e d  

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

                      (2.43) 

The first term on the right hand side is 

0
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and the second term on the right hand side by changing 

the order of integration; 
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is obtained. So Eq. (2.41) can be rearranged as 
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                     (2.46) 

This equation is the integral equation for the magnetic 

current density in spectral domain. In a similar way, the 

integral equation for the electric current density in 

spectral domain is obtained. This equation can be 

expressed as 
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3. REDUCTION OF LINEAR EQUATIONS TO THE 
SYSTEM OF LINEAR ALGEBRAIC EQUATIONS 

 

In this section, the solution of the integral for electric 

( )eF   and magnetic ( )mF   current densities will be 

reduced to the solution of two uncoupled system of linear 

algebraic equations. The first step of the reduction 

process is to express the current densities in Fourier 

transform domain and obtain a general spectral 

expression for currents. Then by using the constraints 

implied by edge conditions, electric and magnetic current 

density expressions will be obtained in transform 

domain. Finally, they will be written in the form of 

infinite system of linear algebraic equations involving 

Gegenbauer polynomial coefficients as unknowns. 

 

 

 

 

 

3.1. General Expressions for the Current Density 
Functions in the Transform Domain 

 

Since it is necessary to express the current functions 

in spectral domain, the Fourier transform ( )F   of the 

current density function ( )f   must be found as 

1

1

( ) ( ) .iF f e d  






                        (3.1) 

The current density function ( )f   is defined for 

1   and it is zero elsewhere. Let ( )f   be represented 

by a uniformly convergent series, such as, 
1
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f f C
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 
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where 

1

2 ( )nC





 denote the Gegenbauer polynomials and 

  is a constant related to the edge condition. The value 

of   in Eq. (3.2) will be determined by enforcing the 

functions such as to satisfy the edge conditions for 

electric and magnetic current densities separately. 

For the electric current density function ( )ef  , and 

the magnetic current density function ( )mf  , from 

Meixner’s  (1972) edge conditions, v can be determined 

for 0   as, 

1/2 1/2( ) ( ) ( ) ( ).e mf O and f O             (3.3) 

The order relations given above for electric and magnetic 

current densities can be obtained respectively as 

1/ 2    and 1/ 2   by considering the asymptotic 

behavior of Gegenbauer polynomials together with Eq. 

(3.2). The integration in Eq. (3.1) is divided into two 

parts, as follows 
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

           (3.4) 

By replacing    with   and by changing the order of 

upper and lower limits in the first term on the right-hand-

side, Eq. (3.4) will be written as: 
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Now to determine ( )f   the following formula 

(Prodnikov, A. P., 1983, p. 732) will be used 

( z) ( 1) (z)n
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and, ( )f   can be expressed as: 
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By substituting Eqs. (3.7) and (3.2) into Eq. (3.5), 
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is obtained. If n is even, i.e. n = 2p, then Eq. (3.8) takes 

the form of, 
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By changing the order of integration and summation 
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is written with 
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On the other hand, if n is odd, i.e. n = 2p+1 then Eq. (3.8) 

takes the form of, 
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Again by changing the order of integration and 

summation, it yields 
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with 
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It can easily be seen from Eq. (3.8) that, 
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Now, in order to express 2 pK  and 
2 1pK 

 in a form 

convenient for numerical calculations, the following 

expressions [38] are being used: 
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As usual, (.)  denotes the Gamma functions and (.)nJ  

denotes the well-known Bessel function of the first kind. 

In Eqs. (3.18) and (3.19), by setting 
1

,
2
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and a  , the followings can be written 
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From Eq. (3.11), Eq. (3.15) and Eq. (3.17) ( )F   is 
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and from Eqs. (3.20) and (3.21), it can be written as 
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By rearranging the last equation, the Fourier transform of 

the current density function can be obtained as follows: 
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This completes the calculation for the Fourier 

transform of a current element represented in terms of 

Gegenbauer polynomials given by Eq. (3.2). Since no 

restriction is imposed on the current series expression 

during the derivation, it is obvious that this 

representation is valid for both electric and magnetic 

currents. 

Now considering the edge conditions separately for 

electric and magnetic current components, the 

corresponding spectral expressions in the Fourier domain 

can easily be obtained. First, the magnetic current density 

will be obtained simply by substituting 1/ 2   which 

yields 
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Similarly, by inserting 1/ 2    in Eq. (3.25) it is 

possible to obtain the Fourier transform of the electric 

current density. But, it is obviously seen that due to the 

presence of  
1

( 1 / 2)


   term in the expression, the 

current density will have a singularity in this case. 

Therefore, in order to remove this singularity the series 

expansion given by Eq. (3.2) will be used for 
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In [38] it is given that, 
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where T (.)n
 denotes the well-known Chebyshev 

polynomials which is valid for 0;n   therefore, Eq. 

(3.27) can be written as, 
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From Eq. (3.1), the Fourier transform of ( )f   for 
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The following equality is given for 0n   in [38] 
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so the integral in Eq. (3.31) can be calculated as, 

 
1 1

2 2

1

(1 ) ( i) ( )i n

n nT e d J    






        (3.33) 

and by substituting Eq. (3.33) into Eq. (3.31), 
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is obtained. 

Now, in order to calculate the contribution for n = 0, 

let the analysis start with the series expansion for the 

Fourier transform of the current given by Eq. (3.25): 
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The term (n 2v 1)    can be written in a more 

convenient form: 

1
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2
                              (3.35) 

which gives (Prudnikov, A. P., 1983, p. 720) 
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The following identify [38] 
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is obtained. By substituting Eq. (3.39) into Eq. (3.25) and 

considering that 0n   with 1/ 2    for the electric 

current 
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is derived. Here, the following equality is being taken 
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and the analysis gives the complete expression for the 

electric current density 
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for any value of n. 
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3.2. System of Linear Algebraic Equations for e

nf   

 

In the previous section, the Fourier transform of ( )ef   
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    was obtained as 
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If Eq. (3.43) is substituted into Eq. (2.47), the problem is 

reduced to that of finding the unknowns e

nf  with 

0,1,2,...n   as follows: 
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By rearranging Eq. (3.46) 
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is obtained. In order to be able to express Eq. (3.47) in a 

more convenient form for numerical calculations, both 

sides of the equations will be multiplied by 
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is written. If Eq. 

Pogreška! Izvor reference nije pronađen. is rearranged 

by changing the order of integration and summation, it 

yields 
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The integrals in the first and second terms on the right-

hand side of Eq. (3.49) can be calculated as follows from 

the equality given in [38]: 
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This equality will give the value of the first integral on 
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By using the series representation of Bessel functions, 

the negative argument functions can be expressed as 

follows in terms of Bessel functions with positive 

arguments: 
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Now, substitution of Eq. (3.50), Eq. (3.51) into Eq. (3.49) 

yields that, 
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The integral on the left-hand side of Eq. (3.53) is denoted 

as 
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and the integral on the right hand side is named as 

1 2

ln

( ) ( )
1E l nJ t J t

D t dt
t





 






                     (3.55) 

So, by substituting these two equations into Eq. (3.53) 
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Now Eq. (3.56) can be arranged simply as 
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which gives an infinite system of linear algebraic 

equations for 
e

nf  . The details of the numerical 

computation will be shown in the following sections 

which requires to manipulate analytically the integral 

seen above. 

 

3.3. System of Linear Algebraic Equations for m

nf   

 

In the previous section, the Fourier transform of 
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1

2
   was obtained as, 
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where 
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If this equation is substituted into Eq. (2.46) 
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is obtained. By changing the order of integration and 

summation and by rearranging the equation 
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is written. By multiplying both sides of Eq. (3.62) by 
1
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is found. Or 

1 12
0

0 1

0

1 1

20

1 1
( ) ( )

sin ( cos ) ( )
4

( cos )

( ) ( )1 sin (t )
.

( )1

n l n
n

l

n l
n

n

Y J J d

J
i d

J t J
Y d dt

t tt


  

  

   


  

  


  



 










 
 


 

  





 
   

 





 

(3.64) 

Each term in Eq. (3.64) will be written later in a form 

more convenient for numerical calculations. For using 

similar notations with the previous section 
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is written. Now to evaluate the integral on the right-hand 

side of Eq.(3.64), Eq. (3.50) is used with 1   , and 

0cost    which gives 
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By substituting, Eq. (3.66) into Eq. (3.64) 
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is obtained, or 
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Finally, Eq. (3.68) can be expressed as, 
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which is the system of linear algebraic equations for 
m

nf   

 

 

4. FIELD ANALYSIS 
 

The total field expression Eq. (2.16) involving the 

electric and magnetic current densities as unknowns is 

the fundamental formula for field analysis. In the present 

section, first the field analysis will be presented in a 

formal way by assuming that the current densities are 

known. Then, the steps for numerical determination of 

the unknowns will be given. 

 

4.1. Scattered Far Field and Total Scattering 
Cross Section 

 

As stated in Eq. (2.5), the scattered field expression 

was given as 

   
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
  

In order to obtain the scattered far field, the first step is 

to substitute the asymptotic expression of Hankel for 

large argument. Which is given as [5, p.337] 
2 1

( )(1)
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2
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n
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n
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z
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                       (4.1) 
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Using 

cos , sinx r y r                        (4.2) 

in the following expression which is a part of the 

argument of the Hankel function: 
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(4.3) 

is written. Then, by inserting it into the argument 
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and by using the binomial expansion formula 
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is obtained. So as kr   Eq. (3.2) can be expressed 

as, 

(1) 2 2 (1)

0 0

x1 (1 cos )
42

x
( (x x ) ) ( (1 cos ))

2 x 1
(1 cos ) 1 ( )

kr

i kr
r

H k y H kr
r

e O
kr r









 
   

 


   

  
   

 

(4.6) 

and by rearranging simply 
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is written. If Eq. (4.7) is substituted into the equation of 

scattered field the following is obtained 
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The following of the partial derivative in polar 

coordinates 
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with Eq. (4.2) 
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and considering for large r, the second term on the right-

hand side is obviously zero. So, Eq. (4.8) can be written 

as 
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           (4.11) 

Then, let the scattered field be expressed as 
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where, 

( )
4

2
(kr)

i kr

A e
kr







                    (4.13) 

and, 

( ) ( ) ( ).e m                                   (4.14) 

In this case ( )   represents the far field radiation 

pattern. The integrals in Eq. (4.11) are the Fourier 

transforms of the current density functions. By using Eq. 

(3.43) and Eq. (3.59) the ( )e   and ( )m   can be 

obtained as follows: 
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As known the total scattering cross section can be 

calculated as [5, p.102], 
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a
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
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where   is the incident angle. It is obvious that the 

calculation of the RCS requires to know the values of 
nX  

and 
nY  . From the analysis accomplished in the previous 

sections, it should be clear that the determination of  
nX  

and 
nY  is reduced to numerical evaluation of 

1 2 1

ln ln ln, ,E E ED D d  and 2

ln

Ed  . 

 

 

5. NUMERICAL ANALYSIS 
 

As shown in the previous section the analysis of the 

scattered field is reduced to the numerical evaluation of 

the functions 1,2

ln

E
d  and 1,2

ln

E
D  . The integral expressions 

of these terms given by equations Eq. (3.54), Eq. (3.55), 

Eq. (3.65), and Eq. (3.69) are not convenient for 

numerical calculations. Therefore by using some 

analytical methods these integrals are evaluated as 

follows:
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6. RESULTS 

 

The approach method used in this thesis is a hybrid 

method named as analytical-numerical method. In 

general, the aim of using hybrid methods is to eliminate 

the disadvantages of the analytical methods which 

operate well at high frequencies and of the numerical 

methods which operate well at low frequencies. Stated in 

other words its aim is, to obtain an accurate solution for a 

wide frequency range. By comparing the results obtained 

by Veliev et al. [51] and the ones obtained by using this 

method it can be easily concluded that our results are 

much close to results obtained by Veliev et al. [51]. 

Figure 6.1, Figure 6.2, Figure 6.3, and Figure 6.4 

illustrate the monostatic RCS as a function of incidence 

angle for ka = 5.0, 15.0. In order to investigate the effect 
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of the surface impedance on the scattered far field, two 

different cases have been considered as in η = 1.5 and 

η=3.0. In view of the two RCS curves for the impedance 

strip, the backscattered field is not affected by the 

impedance of the strip surface in the shadow region. On 

the other hand, Figure 6.5, Figure 6.6, Figure 6.7, and 

Figure 6.8 illustrate the bistatic RCS as a function of 

observation angle for θ = 60° and ka = 5.0, 15.0. It is 

seen from the figures that our RCS results agree quite 

well with the results of Veliev et al. [51]. In addition, 

there are different trials in Figure 6.9 - Figure 6.15. 

 

 

Figure 6.1. Monostatic RCS [dB], 
0 60o  , ka = 5.0. 

:
1 2 0.0   ; :

1 21.5, 3.0   ;  

 : 
1 2 1.5   ; :

1 2 3.0     

(Veliev et al. [51]) 

 
Figure 6.2. Monostatic RCS [dB], ka=5.0 

( 1.5 3.0)and    

 

 

Figure 6.3. Monostatic RCS [dB], 0 60o  , ka=15.0. 

:
1 2 0.0   ; :

1 21.5, 3.0   ;  

 : 
1 2 1.5   ; :

1 2 3.0     

(Veliev et al. [51]) 

 

 
Figure 6.4. Monostatic RCS [dB], ka=15.0 

( 1.5 3.0)and    

 

Figure 6.5. Bistatic RCS [dB], 0 60o  , ka=5.0. 

:
1 2 0.0   ; :

1 21.5, 3.0   ;  

 : 
1 2 1.5   ; :

1 2 3.0     

(Veliev et al. [51]) 
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Figure 6.6. Bistatic RCS [dB], ka=5.0 

( 1.5 3.0)and    

 

 

Figure 6.7. Bistatic RCS [dB], 0 60o  , ka=15.0. 

:
1 2 0.0   ; :

1 21.5, 3.0   ;  

 : 
1 2 1.5   ; :

1 2 3.0     

(Veliev et al. [51]) 

 

 
Figure 6.8. Bistatic RCS [dB], ka=15.0 

( 1.5 3.0)and    

 

 
Figure 6.9. Monostatic RCS [dB], ka=5.0 

( 1.5 1.5 )and i    

 

 
Figure 6.10. Monostatic RCS [dB], ka=15.0 

( 1.5 1.5 )and i    

 

 

Figure 6.11. Bistatic RCS [dB], 0 90  , ka=5.0 

( 1.5 3.0)and    

 

 

Figure 6.12. Bistatic RCS [dB], 0 90  , ka=15.0 

( 1.5 3.0)and    

 

An approximate solution for the plane wave diffraction by an impedance strip: H-polarization case Aydin, E. A.; İkiz, T.

94 Technical Journal 10, 3- 4(2016), 79-97



 

 

 

Figure 6.13. Bistatic RCS [dB], 0 60  , ka=15.0 

( 1.5 1.5 )and i    

 

 
Figure 6.14. The total radiation pattern for ka=5 

 

 
Figure 6.15. The total radiation pattern for ka=15 

 

 

7. CONCLUSION 
 

In this study, the diffraction of the H-polarized plane 

wave by an infinitely long strip, having the same 

impedance on both faces with a width of 2a is 

considered. Applying the boundary condition to an 

integral representation of the scattered field, the problem 

is formulated as simultaneous integral equations satisfied 

by the electric and magnetic current density functions. 

The integral equations are reduced to two uncoupled 

infinite systems of linear algebraic equations and 

physical quantities are obtained in terms of the solution 

of systems of linear algebraic equations. Numerical 

examples on the monostatic radar cross section (RCS), 

bistatic RCS, and the total scattering field radiation 

pattern are presented. Some obtained results are 

compared with the other existing results. 

The system which is considered in this thesis is the 

simple impedance strip illuminated normally by a plane 

wave. The canonical strip structure is chosen in terms of 

its conformity to many practical problems. This method 

is applicable for the analysis of more complicated 

structures which may be considered as a combination of 

different strip configurations. At that rate, the 

mathematical sense of the solution will not change. 

However, there will be some extra terms in the matrix 

equations. Because of this, the computer codes in this 

thesis must be modified for different strip configurations. 
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THE EFFECT OF THE LOADING ORDER ON THE FORMATION OF THE STRESS-STRAIN 
STATE OF THE REINFORCED CONCRETE FRAME STRUCTURE 

 
UTJECAJ PORETKA OPTEREĆENJA NA FORMIRANJE STANJA NAPREZANJA I 
ISTEZANJA OKVIRNE STRUKTURE KONSTRUKCIJE OD ARMIRANOG BETONA 

 

Anatoliy Vladimirovich Kovrov, Aleksei Vladimirovich Kovtunenko, Nina Konstantinovna Vysochan 

 
 

Preliminary communication 
Abstract: The paper considers the influence of the physical and geometric nonlinearity of reinforced concrete frame 

structures on the formation of the stress-strain state in the phased construction of a building. The basic principles of a 

statically indeterminate reinforced concrete frame structure analysis with a consideration of the design scheme creation 

order and load application, as well as the cracking processes, are proposed. An example of the two steps of the analysis 

of the transversal frame of a three-storey and three-span building for administrative and production purposes in 

accordance with the proposed principles of the analysis is shown. The method of the analysis is based on the study of the 

fundamental technological scheme of the building construction with the partition of the analysis which is accomplished 

on the corresponding enlarged steps. With a consideration of the construction and loading order and processes of 

cracking in the elements, a comparison of the results of the implemented analysis in the elastic stage is done. 

 

Keywords: cracking, numerical-analytical boundary element method, reinforced concrete frame structure, order of 

loading 

 

Prethodno priopćenje 
Sažetak: U radu se razmatra utjecaj fizičke i geometrijske nelinearnosti armiranobetonskih okvirnih konstrukcija na 

formiranje stanja naprezanja i istezanja u faznoj izgradnji zgrade. Predlažu se osnovna načela analize okvirne strukture 

statički neodređene armiranobetonske konstrukcije s obzirom na redoslijed oblikovanja i primjenu opterećenja, kao i 

proces pucanja. Primjer dva koraka analize poprečnog okvira iskazan je na zgradi trorasponske konstrukcije s tri kata 

za administrativne i proizvodne svrhe, u skladu s predloženim načelima analize. Metoda analize temelji se na proučavanju 

temeljne tehnološke sheme građevne konstrukcije s podjelom analize koja se postiže kroz odgovarajuće uvećane korake. 

Imajući u vidu izgradnju, redoslijed opterećenja i proces pucanja elemenata, uspoređeni su rezultati provedene analize 

u elastičnoj fazi. 

 

Ključne riječi: pucanje, numeričko-analitička metoda graničnih elemenata, okvirna struktura armirano betonske 

konstrukcije, redoslijed opterećenja 

 

 

1. INTRODUCTION 
 

It is known [4, 7] that cracking has a significant effect 

on the stress-strain state of reinforced concrete structures. 

It causes the development of displacements, falling of pre-

stressing forces, change and redistribution of the internal 

forces. 

In statically indeterminate reinforced concrete 

structures, due to their physical and geometric 

nonlinearity, the sequence of the creation of the design 

scheme and the application of the load affect the 

distribution of internal forces [9, 10, 11]. 

The simultaneous impact of the above-mentioned 

factors on the stress-strain state of statically indeterminate 

reinforced concrete frame structures has still not been 

sufficiently studied. 

Thus, the development of the methods for determining 

the stress-strain state of reinforced concrete frame 

structures is based on the numerical-analytical boundary 

element method, which allows the inspection of the 

functioning of systems up to the limit state; and the 

respective physical nature of their work is the actual and 

necessary task for the subsequent development of the 

analysis theory of statically indeterminate reinforced 

concrete structures. 

The aim is to study the effect of the construction and 

loading order, as well as the processes of cracking on the 

stress-strain state of reinforced concrete frame structures 

with the use of the numerically-analytical boundary 

element method [1, 2, 3]. 
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2. THE PRINCIPLE OF THE MODELING OF THE 
DESIGN SCHEME WITH A CONSIDERATION OF 

THE LOADING ORDER 
 

In design practice, including the frame structure, static 

analysis is made on the full design loads (a combination 

of permanent and temporary loads). Strength calculation 

and construction are made on the design forces, which 

were acquired as a result of this calculation. 

In real terms, the construction of buildings is carried 

out in stages. The loading of the constructed parts is 

carried out in the respective stages. By the time of the 

subsequent stages of the erection of the building, the 

stiffness of the constructed parts can differ from the 

stiffness in the elastic phase. 

Thus, a redistribution of the internal stresses in the real 

circumstances also occurs in stages, depending on the 

technology of the building construction. 

Before performing the calculations, it is necessary to 

examine the fundamental technology of the building 

scheme erection and divide the analysis in the 

corresponding enlarged steps. The analysis results at each 

stage are the initial data for the realization of the following 

analysis. 

The analysis method of reinforced concrete frame 

structures with a consideration of the cracking processes 

by using the numerically analytical method of boundary 

elements is proposed in the paper [4]. 

The partition of the rods of the frame structure 

(columns and beams) onto the elements with piecewise 

constant stiffness is carried out in determining the stress-

strain state of reinforced concrete frame structures with a 

consideration of the cracking processes by using the 

numerical and analytical boundary element method. 

The stiffness of elements is determined by using a 

practical method based on a simplified "bending moment 

- curvature" diagram, proposed in [5, 6]. 

The analysis is carried out with the assumption of the 

structure functioning in the elastic stage, which is why the 

bending stiffness is defined as the product EbIred in the first 

stage. 

Further, stiffness is determined by curvatures that are 

obtained on the basis of the bending moments. 

Stiffness does not change in the elements where the 

bending moments do not exceed the cracking value. In 

reinforced concrete elements, cracking is taken into 

account in accordance with [5...7]. In the areas where the 

bending moments exceed the cracking value, the element 

stiffness is determined by a formula that is proposed by I. 

E. Prokopovich in [7]: 

 
2

0 1 1,g b bB E A h n b
                                                    

(1) 

 

where,
bA – the cross-sectional area of the beam; 

0h – the working height of the section; 

/s bA A – the sectional ratio of reinforcement; 

sA  – the sectional area of the valve; 

1 /s bn E E  – the ratio of the elastic modulus 

reinforcement and concrete. 

Coefficient b1 is defined as follows: 

 
2

1 1 2 ,crcM
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M
 

 
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(2) 

 

An element with a rectangular cross-section has the 

following values of coefficients: 
1 = 0,159, 

2 = 0,074. 

At the limit value of the bending moment (M=Mu), the 

curvature may increase indefinitely at the constant 

bending moment (i.e. under the assumption that a plastic 

hinge formed in the cross-section). 

An analysis of the frame structure with the new values 

of stiffness is accomplished after the determining of the 

stiffness of each element. 

These operations are repeated until convergence is 

reached. 

It is necessary to divide the analysis process on 

enlarged steps in order to reflect the real order of the 

application of loads on the building frame. 

An analysis of a one-story frame of the first floor is 

accomplished only through a constant load. As a result, in 

some elements, the process of cracking is observed, which 

sharply reduces their stiffness. 

When considering the design scheme that represents a 

two-storey frame, the initial stiffness of the first floor 

elements is taken from the results of the first stage 

analysis, and the stiffness of the second floor elements is 

taken from the assumption of the work in the elastic stage. 

At the subsequent stages of the analysis, the stiffness 

of the already erected elements is similarly received from 

the results of the previous stage. 

 

 

3. AN ANALYSIS OF THE REINFORCED 
CONCRETE STRUCTURE WITH A 

CONSIDERATION OF THE LOADING ORDER 
 

Consider the example of the first two stages of the 

analysis of the transversal reinforced concrete frame of a 

three-storey and three-span building for administrative 

and production purposes with a consideration of the load 

application order. The analysis was performed by using 

the program developed in the system of computer 

mathematics MATLAB, which allows the consideration 

of the processes of cracking [4]. 

The distance between transverse frames is assumed to 

be 6.0 m. The collection of permanent and temporary 

loads on each floor of the building and the analysis of the 

frame structure in the elastic stage are made with a 

consideration of the current regulations [8]. 

 

 
Figure 1. Cross-sections of the frame elements 

a) columns; b) span sections of beams; c) support 

sections of beams. 
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The reinforcement of elements and the construction of 

the reinforced concrete frame are made according to the 

results of the frame structure analysis in relation to the 

action of the design loads (Fig. 1). 

The design scheme of the building framework at the 

first step is applied as a one-storey frame loaded by a 

constant load (Fig. 2). 

 

 
Figure 2. Estimated carcass scheme building  on the first 

stage of the calculation 

 

 

4. RESULTS OF THE ANALYSIS 
 

The diagrams of the bending moments that occur in the 

structure at the first step of the analysis in the elastic stage 

and with a consideration of the cracking processes are 

shown in Fig. 3. 

 

 
 

Figure 3. The diagram of the bending moments at the 

first stage of the calculation  

 

Table 1. Comparison of the results at the first stage 

№
 o

f 

el
em

en
ts

 

№ of 

sections 

Values of the bending moments 

M, kNm Change of 

forces 

Δ, %
 

analysis in the 

elastic stage 

analysis with a 
consideration of 

cracking 

1 
1 25.25 27.22 7.80 

3 -47.99 -56.36 17.44 

4 
1 -33.43 -45.81 37.03 

3 70.17 71.72 2.21 

5 

1 -47.99 -56.36 17.44 

2 96.77 90.2 -6.79 

3 -147.27 -152.04 3.24 

6 

1 -135.69 -119.93 -11.61 

2 29.33 48.85 66.55 

3 -176.78 -171.16 -3.18 

7 

1 -206.61 -228.91 10.79 

2 141.54 129.62 -8.42 

3 -70.17 -71.72 2.21 

Note: Section 1 taken at the left end of the element; 

Section 2 taken in the middle of the element; 

Section 3 taken at the right end of the element. 
 

Table 1 shows a comparison of the bending moment 

values that occur in some elements of the structure at the 

first stage of the construction obtained in the results of the 

analysis in the elastic stage and with a consideration of the 

cracking processes. 

Table 1 shows that the moments occurring in the 

outside columns increase. In the support sections of the 

outside beams the moments increase and decrease in the 

span sections. In the mid-span beam, moments decrease in 

the support sections and increase in the span at almost 

67%. 

The design scheme at the second step is applied as a 

two-storey frame (Fig. 4). 

 

 
Figure 4. The estimated building framework scheme  

at the second stage of the calculation 

 

The diagrams of the bending moments that occur in the 

structure at the second step of the analysis in the elastic 

stage and with a consideration of the cracking processes 

are shown in Fig. 5. 

Table 2 shows a comparison of the bending moment 

values that occur in some elements of the structure at the 

first stage of the construction obtained in the results of the 

analysis in the elastic stage and with a consideration of the 

loading order and cracking processes. 

 

 
Figure 5. The diagram of the bending moments at the 

second stage of the calculation 

 

As shown in Table 2, bending moments are the most 

reduced, in comparison with the elastic analysis in the 

columns of the right outside span. The largest 

redistribution, in comparison with the elastic analysis, 

occurred in the span sections of the middle and right span 

beams. Thus, in the mid-span the value of the bending 

moment increased by about 77%, and in the outside it 

increased by 127%. 
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Table 2. Comparison of the results of the calculation at 

the second step 
№

 o
f 

el
em

en
ts

 

№ 
of 

sections 

Values of the bending moments M, 

kNm 

Change of 
forces 

Δ, %
 

analysis in the elastic 

stage 

analysis with 

a 
consideration 

of the 

cracking and 
loading order 

1 
1 18.61 18.13 -2.58 

3 -31.46 -36.79 16.94 

2 
1 62.74 60.94 -2.87 

3 -71.01 -60.97 -14.14 

7 
1 -32.23 -32.13 -0.31 

3 68.34 49.79 -27.14 

8 
1 -119.41 -75.22 -37.01 

3 106.83 84.87 -20.56 

9 

1 -94.21 -97.73 3.74 

2 82.16 71.41 -13.08 

3 -130.27 -148.25 13.80 

10 

1 -71.01 -60.97 -14.14 

2 88.56 86.54 -2.28 

3 -140.67 -154.76 10.02 

11 

1 -121.52 -106.91 -12.02 

2 39.84 70.44 76.81 

3 -187.59 -141.003 -24.83 

12 

1 -136.41 -113.6 -16.72 

2 51.4 56.38 9.69 

3 -149.59 -162.44 8.59 

13 

1 -276.92 -218.41 -21.13 

2 47.6 108.23 127.37 

3 -187.75 -125.01 -33.42 

14 

1 -196.06 -225.67 15.10 

2 128.49 124.67 -2.97 

3 -106.83 -84.87 -20.56 

Note: Section 1 taken at the left end of the element; 

Section 2 taken in the middle of the element; 

Section 3 taken at the right end of the element 
 

 

5. CONCLUSION 
 

The results of the example of the first two stages of the 

analysis of the transversal frame of a three-storey and 

three-span building indicate that the consideration of the 

phasing of the construction (of the order of the application 

of loads) and cracking has a significant impact on the 

redistribution of internal forces. 

The continuation of various investigations should be 

done for a detailed study of the examined effects. 
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AN ANALYSIS OF THE TECHNOLOGICAL PROPERTIES OF FACILITATED PLASTER 
SOLUTIONS MADE FROM DRY BUILDING MIXES 
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GRAĐEVINSKIH MJEŠAVINA 

 

Christina Moskalova, Oleg Popov  
 

Preliminary communication 

Abstract: The paper deals with the development and optimization of the compositions of dry building mixes for heat-

insulating plaster with improved technological properties and with the rational use of the modifying polymeric 

additives. 

 

Keywords: dry building mixes, polymer, perlite sand  

  

Prethodno priopćenje 

Sažetak: U članku se razmatra razvoj i optimizacija sastava suhih građevinskih mješavina za toplinsko-izolacijske 

žbuke s poboljšanim tehnološkim svojstvima uz racionalno korištenje modificirajućih polimernih aditiva. 

 

Ključne riječi: suhe građevinske mješavine, polimer, vulkanski pijesak 
 

 

1. INTRODUCTION 
 

Nowadays the dry building mixes (DBM) are applied 

practically in all kinds of activities, but more often in the 

the external and internal finishing. Under the modern 

conditions, with the permanent increase of the cost of 

resources, the task is to reduce the operating costs of 

buildings at the expense of enriching the heat-protective 

characteristics of the enclosure walls. The reduction of 

heat loss through the walls of buildings can allow the 

reduction of the cost of the heating fuel and also of the 

emission of combustion products, which will cause a 

positive ecological effect. According to that, lightweight 

heat-insulation plaster solutions, the so-called warm 

plasters, are becoming more and more popular in the 

modern building market. The main objective of the 

research is to investigate the building mixes’ rheological 

and mechanical behavior in their fresh state. As it will be 

discussed later, the mineral fillers and polymeric 

additives have a significant rheological influence on the 

building mixes, which over time becomes crucial to their 

durability behavior. 

 

 

2. RESEARCH AND RESULTS 
 

According to the State Standard (SS) 28013-98, 

lightweight plasters belong to the solutions with a density 

not more than 1500 kg/m3 [1]. Literature [2] contains 

some information which indicates that in the case of 

lightweight plaster, it is right to consider that lightweight 

plaster whose density is not over 1300 kg/m3 is the 

solution. As a result, the heat-insulating plaster solutions 

are characterized by the low parameters of compression 

strength, in the range of 3 MPa. Heat-insulating plasters 

are used as solutions with lightweight fillers and a large 

part of them are perlite. Apart from the low density, the 

particles of perlite, at the expense of the surface 

roughness, promote a stress relaxation on the border 

between the plaster and the basis, which is an important 

factor of the spalling avoidance [3, 4]. When analyzing 

the multi-component solutions of heat-insulating plasters, 

it is concluded that finished dry mixes of industrial 

preparation are more often used for their preparation. 

Modern DBMs are a multi-component organic 

mineral system [5] where a high-molecular organic 

component is presented in a variety of materials: 

 water-soluble, for example, methylcellulose; 

 re-dispersible in water, in particular the copolymers 

of vinyl ester;  

 waterproof, in particular the polymeric and cellulose 

fibers.  

The rheological behavior of mixtures and mechanical 

characteristics of the composites received from the dry 

mixes with the cement binder, and also the influence on 

the yielded properties introduced in a DBM of organic 

compounding (polymers) and mineral fillers has been 

studied. One of the primary goals of the research is the 

reduction in the composition of the dry mixes of an 

expensive perlite at the expense of the introduction of the 

limestone coquina. At the same time, the required 

physical-mechanical performance and technological 

properties of the plaster obtainable from the DBM should 

be saved. 
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The base structure of the investigated dry mixes 

includes binder, mineral fillers and polymeric additives. 

The experiment was conducted under the optimal 18 

points plan [6]. The following components such as the 

four factors of structure (in relation to 1000 m.u. dry 

mix) were used: 

X1 - limestone powder to Ssv = 400 m2/kg,  

80 ± 20 m.u.;  

X2 - circulated perlite sand of mark 100,  

40 ± 10 m.u.; 

X3 - methylhydroxyethylcellulose Tylose 60010  

(water-soluble, nonionic ethers of cellulose),  

1.15 ± 0.15 m.u; 

X4 - polymeric re-dispersible powder Vinnapas  

RE 5034N (copolymer vinylchloride, ethylene  

and vinyllaurate), 1.5 ± 0.5 m.u. 

Each investigated mixture had an identical flowability 

of 16-17 сm of  flow at the expense of the selection of 

the quantity of mixing water. This condition was 

accepted by taking into account the typical technological 

working conditions of manufactured dry blends and 

equipment parameters. 

The flowability of mortar mixes was defined under 

the European standard DIN 18555-2 [7]  on a jolt-table 

as such technique, from our point of view, is more 

correct for a DBM heat-insulating facing plaster 

compared to the technique of SS 5802-86 [8]. According 

to the diameter of flow, the plasters’ mortar mixes are 

divided into: rigid <14 cm; plasticity - 14-20 cm and soft 

>20 cm. On the basis of this, all investigated blends refer 

to the plastic mix. Nevertheless, despite the equal 

flowability of all mixes, their rheological properties 

essentially differed. 

 

 

3. RESULTS AND ANALYSIS 
 

Rheological tests were performed on a rotary 

viscometer RPE-1M; the viscosity of mixes has been 

analyzed at a speed of deformation from 0.045 с−1 to 

5.705 с−1. According to the data obtained from the 

viscometer, the measured was plotted versus the applied 

rotational velocity (ln γ') from viscosity (ln η). Figure 1 

shows examples of the curves of deformations for 

compositions with 40 (a) and 20 (b) parts by mass units 

of perlite; curves represent a logarithmic dependence of 

the viscosity of the mixture of the speed of the 

deformations. 

In each figure we can see two curves, one of them is 

on the top line and it describes the viscosity of a mix, and 

the second one, on the bottom line, shows the ability of a 

mix to restore the thixotropy of mixes. Firstly, it is 

important to note that the level of thixotropy of mixes at 

the structures with a considerable quantity of perlite is 

above the ones with a low content of perlite. This is 

evidenced by the differences of “straight” and “return” 

curved lines. The values of viscosity were obtained by 

using the Ostwald-de-Ville equation [9] η = K·(ln γ') m, 

with the speed gradient ln γ′ = 0 с−1. For example, 

according to the curved lines in Fig. 1, it is possible to 

make the conclusion that the viscosity of mixes with the 

minimum quantity of perlite is equal to η =177 Pa·s or a 

little above, than in the mixes with the maximum 

maintenance of the given filling material (η =124.9 Pa·s), 

and with a lower ability of the structure for restoration. 

According to the 18 research data findings, an adequate 

experimental and statistical model was built, which 

describes the impact of variable factors on the viscosity 

of the mixture (an experimental error Se= 38.1), see Eq. 

(1): 

 

 
 

 
Figure 1. The curves of viscosity with an increasing and 

decreasing gradient of the speed of deformations for the 

compositions with the maximum (a) and minimum (b) 

contents of perlite 

 

 
Figure 2. The influence of the powdered limestone and 

perlite on the viscosity of the mix 

 

In accordance with this model, a diagram has been 

constructed. Fig. 2 illustrates the effect of the amount of 

the powdered limestone and perlite on the viscosity of 

the mix. The diagram is built for structures with an 

average quantity of methylhydroxyethylcellulose (х3=0) 

and the maximum quantity of the re-dispersible powder 

Vinnapas (х4 = 1). The analysis of the diagram allows us 

to say that the compositions with the average number of 

limestone (80 m.u.) and the amount of perlite about      

45 m.u. are the most viscous. Therefore, at the 

observance of a constant flowability of a mix at the 
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expense of a change of the quantity of a small filling 

material, it is possible to essentially change the viscosity 

of a mix.  

Durability cannot be considered a basic property for 

lightweight mortars, however, this figure should be 

provided at a sufficient level for this material. On the 

base of a similar model (1), a diagram shown in Fig. 3 

has been built. It shows the influence of the quantity of 

the limestone and perlite by the amount of the 

compressive strength for structures, which is identical by 

quantity to the methylhydroxyethylcellulose and 

Vinnapas that are presented in Fig. 2.  

As it is possible to notice from the diagram, more 

viscous structures also show more durability. Generally, 

within the factorial space of the experiment, under the 

influence of a variation of factors of the structure, the 

durability of a plaster mix changes two times from 2.4 to 

4.3 MPa. Thus, the structures with an average quantity of 

a limestone demonstrate the strongest character (about 80 

m.u.). At the same time, the quantity of perlite at which 

the material reaches its maximum strength depends on 

the dosage of Tylose.   Therefore, with a higher level of 

the factor х3, and a larger number of perlite (x2), we can 

observe the maximum strength.  

 

 
Figure 3. The influence of a ground limestone and 

perlite on the compressive strength 

 

The frost resistance of a lightweight plaster mix is 

also included in the complex of the investigated 

properties within the limits of a given work. The results 

of research have shown that the compositions with an 

equal or above average quantity of 

methylhydroxyethylcellulose and Vinnapas (1.15 and 1.5 

m.u.) respectively show frost resistance not below 50 

cycles, which is a sufficient level for the given type of 

material.  

Density can be considered as the most important 

property of lightweight plaster mixes because this 

indicator defines their heat-protection ability. The 

analysis of hardened composites has shown that at equal 

or above average quantity of 

methylhydroxyethylcellulose and Vinnapas, the values of 

the density of facing plasters do not exceed 1200 kg/m3, 

which is more preferable in comparison with the             

1500 kg/m3 described as the standard, and even            

1300 kg/m3 which has been recommended. Moreover, it 

is possible to notice that with the increase of the quantity 

of the ground limestone from 60 to 80 m.u., the density 

of plaster mixes did not raise practically in any of the 

experimental factor space.  

 

 

4. SUMMARY AND CONCLUSIONS 
 

The above described effects can be explained as the 

changes of the mineral framing of packing particles; 

however, it cannot be assumed that the composites 

durability is provided by the low-strength perlite and 

limestone. The indirect proof of this is that the strongest 

solutions (above 4.2 MPa) turn out in the area with the 

maximum quantity of the re-dispersible powder 

Vinnapas and methylhydroxyethylcellulose, which are in 

a greater degree the factors that influence the cement 

matrix.  

Thereby, the carried out analysis of the influence of 

the composition of the lightweight plaster mix on their 

indicators of quality - viscosity, durability, frost 

resistance and density, allows for the recommendation to 

use dry building mixes with a higher quantity of 

methylhydroxyethylcellulose and Vinnapas at up to 80 

m.u. of the powdered limestone. Thus, the quantity of 

perlite as a part of a plaster mix can be lowered from 50 

to 40 m.u. without any deterioration of the basic quality 

indicators.  
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FREE-VIBRATION OF BERNOULLI-EULER BEAM USING THE SPECTRAL ELEMENT 

METHOD 

SLOBODNA VIBRACIJA BERNOULLI-EULEROVE ZRAKE KORIŠTENJEM METODE 
SPEKTRALNOG ELEMENTA 

Saida Hamioud, Salah Khalfallah 

Preliminary communication 
Abstract: The present work describes the spectral finite element formulation and the solution of Bernoulli-Euler free 

vibrations beams. The formulation including the partial differential equations of motion, the spectral displacement field 

and the dynamic stiffness matrix, is established in the scope of the spectral element method. The development is 

recognized for the general case without considering boundary conditions. The work describes the solution of the 

problem using three distinct methods: (1) the finite element method, (2) the analytical method and (3) the spectral 

element method. Particularly, natural frequencies for clamped-free vibration of Bernoulli-Euler beams are established. 

In the finite element approach, the element number varied in order to improve the accurate solution. Contrary, the 

spectral element method requires only one to two elements. Results using this method are compared with the finite 

element method and analytical procedure ones. The spectral element method shows notable advantages compared to 

the finite element method reducing the number of elements as well as increasing the accuracy. 

Keywords: Analytical solution, Bernoulli- Euler beam, finite element method, free vibration, Spectral element method, 

spectral stiffness matrix.  

Prethodno priopćenje 

Sažetak: Rad opisuje formulaciju konačnog spektralnog elementa i rješenje slobodnih vibracija Bernoulli-Eulerovih 

zraka. Uključujući i parcijalne diferencijalne jednadžbe gibanja, spektralna polja pomaka i matricu dinamičke krutosti, 

uspostavljena je formulacija u okviru metode spektralnog elementa. Razvoj se promatra za općenite slučajeve, bez 

uzimanja rubnih uvjeta u obzir. Rad opisuje rješenje problema pomoću tri različite metode: (1) metoda konačnih 

elemenata, (2) analitička metoda i (3) metoda spektralnog elementa. Ustanovljene su prirodne slobodne vibracije 

Bernoulli-Eulerovih zraka. U metodi konačnog elementa, broj elementa mijenjao se s ciljem poboljšanja ispravnog 

rješenja. Nasuprot tome, metoda spektralnog elementa zahtijeva samo jedna do dva elementa. Rezultati koji koriste ovu 

metodu uspoređeni su s metodom konačnog elementa i metodom analitičkog pristupa. Metoda spektralnog elementa 

pokazala je  značajnu prednost u odnosu na metodu konačnog elementa u smanjenju broja elemenata i povećanju 

točnosti.  

Ključne riječi: analitičko rješenje, Bernoulli-Eulerova traka, metoda konačnog elementa, slobodna vibracija, metoda 

spektralnog elementa, matrica spektralne krutosti 

1. INTRODUCTION 

Beam members are the basic structural components 

widely used in mechanical, aeronautical, automobile and 

civil engineering fields. For these reasons, important 

researchers have made efforts to deal with the static and 

dynamic analyses. In the Bernoulli-Euler’s theory, the 

shear force is neglected in the formulation of the spectral 

and finite element methods, indifferently.  

In structural mechanics, the finite element method 

(FEM) becomes a popular tool largely used in many 

areas of engineering and science. In this scope, the FE 

technique is chosen to analyze a crane under a moving 

load [1]. The FEM and the boundary element method 

(BEM) are combined in order to analyze a 2D domain [2] 

and the Euler-Bernoulli nano-beam responses are studied 

by using the FEM [3]. However, the solutions using FEM 

become inaccurate in the higher frequency range. 

Vibration shapes of a structure vary with the frequencies. 

The FEM subdivides the structure into finite elements to 

accurate solutions and a large number of finite elements 

should be used to obtain reliable solutions.    

Recently, the spectral finite element method (SFEM) 

based on the fast Fourier transform (FFT) has widely 

been used in the structural dynamic analysis. SFEM is an 

efficient tool for the treatment of vibration problems in 
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the higher frequency domain. SFEM leads to the exact 

solution of partial differential equations in the frequency-

domain by using just one to two elements. The dynamic 

stiffness matrix (DSM) is formulated from the frequency-

dependent shape functions that are obtained from the 

exact solutions of governed partial differential equations. 

In addition to that, the method using DSM does not 

require a subdivision of the structure into a larger number 

of elements. It can be able to predict eigen-solutions by 

using a minimum number of the degrees of freedom.  

In this field, the basic concepts of SFEM are 

developed in [4]. During the last decades, SFEM is 

applied to the wave propagation in structures [5]. Doyle 

[6] and Doyle and Farris later [7] formulated SFEM for 

elementary isotropic waveguides. Furthermore, SFEM is 

developed for higher-order waveguides [8]. In general, 

many researchers applied SFEM to analyze the dynamic 

problems of beams, plates, trusses and other complex 

structures [9-11]. In the same context, the spectral 

element models are applied to the study of free vibrations 

and wave propagation analysis of uniform and tapered 

rotating beams [12]. 

In the present work, the SFEM formulation is 

developed to analyze the free vibration of the Euler-

Bernoulli beams. By using dynamic shape functions and 

the dynamic stiffness method of beams, the natural 

frequencies of clamped-free boundary conditions are 

evaluated. The study can be easily applied to other 

boundary conditions. The SFEM results compared with 

the FEM ones show a notable accuracy by using a 

reduced finite element number. Practically, SFEM leads 

to the exact solution and needs less computational effort 

and time computing. 

2. MATHEMATICAL FORMULATIONS

This section illustrates the formulation of clamped-

free vibration beams with the finite element method, the 

spectral element method, and finally with the 

conventional analytical solution.  

2.1. Finite element method 

A prismatic beam having the length L, a cross section

 , a moment of inertia I, Young’s modulus E and a 

density  , is selected (Figure 1).   

Figure 1. Geometrical and mechanical characteristics of 

the beam 

Each node is defined by two degrees of freedom; the 

vertical displacement v  and the slope 
( )dv x

dx
  . 

Therefore, the element shown in Figure (1) using the 

free-body diagram then has four degrees of freedom. The 

displacement expression can be expressed by a 

polynomial function by using four constants. 

 2 3

1 2 3 4( ) ( )v x a a x a x a x x a     (1) 

The slope expression is 

 
( )

( ) '( )
dv x

x x a
dx

  
   (2)

At the level of the element nodes, we can write 

      

1

1

3

2

2

1 0 0 0

0 1 0 0

1 ²

0 1 2 3 ²

e

v

q a A a
L L Lv

L L





   
   
      

  
          

(3) 

In the compacted form, the relation (3) can be written as 

     
1

ea A q



 (4)

The substitution of equation (4) into (1), the 

displacement field becomes 

   
1

( ) ( ) ev x x A q



 (5)

or, 

 ( ) ( ) ev x N x q
 (6) 

Where, 

 
1

( ) ( )N x x A



 (7) 

The shape functions (7) can be derived as 

2 3

1 2 3

3 2
( ) (1 )N x x x

L L
  

         (8.1) 

2 3

2 2

2 1
( ) ( )N x x x x

L L
  

     (8.2) 

2 3

3 2 3

3 2
( ) ( )N x x x

L L
 

      (8.3) 

2 3

4 2

1 1
( ) ( )N x x x

L L
  

          (8.4) 

The strain energy of the element can be developed as 
2 2

2

( ) ( )1 1
( )

2 2
e

L L

M x d v x
U dx EI dx

EI dx
          (9) 

The substitution of the displacement expression (6) in the 

relationship (9) gives 

 
2 2

2 20

1

2

L
i i

e e e

d N d N
U q EI dx q

dx dx

 
  

 


   (10)

The stiffness matrix of the finite element is therefore 
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2 2

2 20

L
i i

e

N N
K EI dx

x x

  
        

         (11)                          

The parameters of the stiffness matrix (11) are

   

3 2 3 2

2 2

3 2 3 2

2 2

12 6 12 6

6 4 6 2

12 6 12 6

6 2 6 4

e

EI EI EI EI

L L L L

EI EI EI EI

L L L L
K

EI EI EI EI

L L L L

EI EI EI EI

L L L L

 
 

 
 

 
      
   
 
 

 
 

               (12)                            

In the same manner, the mass matrix can be deduced by 

 
0

( ) ( )
L

e i iM N x N x dx     
     (13) 

The introduction of the relation (8) into (13), the 

consistent mass matrix can be derived    

2 2

2 2

156 22 54 13

22 4 13 3

54 13 156 22420

13 3 22 4

e

L L

L L L LL
M

L L

L L L L



 
 

       
 
   

        (14)                               

If a lumped mass hypothesis is considered, the mass 

matrix can be written as   

1 0 0 0

0 0 0 0

0 0 1 0

0 0 0 0

2
e

L
M



 
 

       
 
                                (15) 

Applying boundary conditions (0) 0.v 
 

and 

(0)
0.

v

x




 , the Lagrange’s equations becomes 

   2

e e e eK q M q        (16) 

Case 1: Lumped mass hypothesis 

3 2 2

2

12 6

1 0
0.

6 4 0 02

L L L

EI

L L

 

 
 

     
    
 

                       (17)                  

The free vibration pulsation is then 

2 2

6 2.4495EI EI

L L


 
 

                             (18)                                      

Case 2: Consistent mass hypothesis 

2 4

2 2

12 6 78 11
0.

6 4 11 4210

L LL

L L L LEI

     
    

    
(19) 

Set

2 4

210

L

EI

 





, the solutions of the previous 

equation are 

1 0.0594295 
 (20.1)   

2 5.76914 
    (20.2) 

     The corresponding circular frequencies can be 

computed as  

1 2

3.533
c

EI

L





  (21.1) 

2 2

34.807
c

EI

L





     (21.2) 

When comparing the obtained pulsations (18) and (21), it 

is necessary to adopt the consistent mass hypothesis in 

the study. 

2.2. Analytical method 

In the Bernoulli-Euler’s beam theory, shear strains 

are neglected. These mean that the plane section before 

loading remains plane after loading. 

 

 Figure 2. Free body diagram of the element dx

2.2.1. Equation of motion 

Consider a free body diagram of a beam element 

(Figure 2) where ( , t)M x  and T( , t)x are the bending

moment and the shear force at x and time t, respectively. 

q( )x
 
is the external loading and

 2

2

,xv t

t






is the 

inertia force acting on the beam element. 

The equilibrium equation according to the vertical 

axis is  

   
   2

2

, ,
, , ( ) 0

T x t x t
T x t T x t dx q dx

v
x dx

x t


  
      

  
   (22) 

or, 

   2

2

, ,
( )

T x t x t
q x dx

v

x t


 
  

 
                     (23) 

Since  
 ,

,
M x t

T x t
x





 and 

 2

2
( , )

v x
M x t EI

x





, 

the equation (23) can be written in the general partial 

differential equation as 
4 2

4 2

( , ) ( , ) ( )v x t v x t q x

x EI t EI

 
 

 
.                 (24) 
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For a free vibration, the external loads are not considered 

in the analysis and the equation (24) becomes 

4 2

4 2

( , ) ( , )
0.

v x t v x t

x EI t

 
 

 
                        (25)                                                                                                 

The general solution of the equation (25) by using a 

separated variable method can be introduced. 

( , ) ( ).Y( )v x t X x t                                                 (26)                                                    

The relationships (25) and (26) deal to 
4 2

4 2
2

X( ) ( )

( ) ( )

d x d Y t

dx dtEI
cste

X x Y t



   


      (27) 

The equation (27) can be written as 
4 2

4

( )
( )

d v x
X x

dx EI

 
         (28.1)         

2
2

2

( )
( )

d Y t
Y t

dt
           (28.2)                                                    

Set

2
4

EI

 



 , the first differential equation (28.1) 

can be written 

4
4

4

( )
( ) 0.

d X x
X x

dx
                (29)                                                 

The spatial solution of the equation (29) is 

( ) xX x Ce  (30)        

Substituting the equation (30) in the equation (29) 
4 4( ) 0.xCe                

 (31)
   

The spatial solution of the equation (31) can be deduced 

as 

1 2 3 4( ) i x i x x xX x c e c e c e c e         (32)                  

Thus, the general displacement field is 

1 2 3 4( , ) .i x i x x x i tv x t c e c e c e c e e            (33)        

This spatial solution (32) can be written as 

1 2 3 4( , ) cos e sin ex xX x A x A A x A             (34)         

The application of the boundary conditions of a clamped-

free beam are  

( 0, ) 0X x                                                      (35.1)                                   

( 0, ) 0
dX

x
dx

 
(35.2)

( 0, ) 0
dX

x
dx

 
   (35.2)

2

2
( , ) 0

d X
x L

dx
        (35.3) 

3

3
( , ) 0

d X
x L

dx
 

    (35.4)

By applying the boundary conditions, we can build the 

following matrix.  

 

1 1 0 1

0 1 1 1
( )

cos sin

sin cos

A
e e

e e

 

 


 

 





 
 


 
  
 

  
    (36)

  

With .L    

The determinant of the matrix ( )A   must be null.

4(1 cos .cosh( ) 0                                          (37)

The first five solutions of the equation (37) are regrouped 

in the table (1). 

Table 1. First five eigen-values 
Solution 1 2 3 4 5 

L   1.8751 4.69409 7.85476 10.9955 14.1372 

2.3. Spectral element method 

The partial differential equation (25) can be solved by 

using the Fourier decomposition of the displacement 

field into the sum of the harmonic vibration as 
1

0

1
( , ) ( ).e n

N
i t

n

n

v x t W x
N






 
   (38) 

By substituting the equation (38) into the relationship 

(25), we get the eigen-values of the problem for n   .  

4
4

4

W( )
W( ) 0

d x
x

dx
 

  (39) 

Then the solution of the equation (39) is 

1 2 3 4W( , ) cos sin cosh sinhx c x c x c x c x       
(40)  

The nodal displacement and the slope at both ends can be 

expressed as 

 

1

1

2

2

1 0 1 0

0 0

cos sin cosh sinh

cos cos sinh cosh

e

v

q
L L L Lv

L L L L

  

   

       

  
   
     

  
     

 (41) 

or, 

    ( )eq B c  (42)     

When using the equation (40), transverse shear forces 

and bending moments at element node level are  

 

3 3

2 2

3

11

21

3

3 3 3

2 2

2

2

2

4

2

0 0

0 0

- .sin .cos - .sinh - .cos

α .cos -α .sin α .cosh α .sinh

e
L L L L

L L

cT

cM
F EI

cT

M cL L

 

 

       

   

    
    

        
    
 

      







  

(43) 

or, 

          
1

( ) ( ) . ( )e eF EI F c EI F B q  


 
 (44) 

The quantity    
1

(EI. ( ) . ( ) )F B 


is called the 

spectral stiffness matrix.         

Finally, the parameters of the spectral element matrix of 

the Euler-Bernoulli beam are given by  
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 3

11 33 ( ) cos .sinh sin .coshK K L L L L L       
    

(45.1)

 3

22 44 cos .sinh sin .coshK K L L L L L        (45.2) 

2 3

12 34 .sin .sinhK K L L L     (45.3)

 3

13 ( ) sin sinhK L L L     
 (45.4) 

 2 3

14 23 cos coshK K L L L      

    (45.5)                                          

 3

24 sin sinhK L L L     (45.6) 

With, 
1

1 cos L .cosh La a
h

-
=

 

After obtaining the spectral element matrix and applying 

the boundary conditions, the determinant of the spectral 

element matrix is zero.   
2

33 44 34. 0K K K K  
 (46) 

The equation (46) leads to compute pulsations of free 

vibration. 
2 2( ) sin ( ) 0tgh L L  

     (47) 

The solutions of the previous equation are, sequentially 

1 1.8751  , 
2 4.69409  , 

3 7.85475  , 

4 10.9955  , 5 14.1372  , …. 

They are the exact solutions of the partial differential 

equation (39).  

3. OBTAINED RESULTS

In this section, a clamped-free beam (Figure 3) is 

considered. Mechanical and geometrical data are 

regrouped in Table 3.  

Figure 3. Studied beam 

Table 3. Properties of the beam used 

b (cm) h (cm) L (m) E (N/m²)  (kg/m3) 

20 20 1 1011 1000 

Table 4. First five modes of vibration (rad/s) 

Mode 1 2 3 4 5 Ratio 

2 elements (SFEM) 203 1272.156 3565.087 6980.219 - 0.0% 

20 elements (FEM) 203 1272.16 3562.03 6980.22 11540.73 0.155% 

Exact Solution 203 1272.156 3565.087 6980.219 11538.940 - 

3.1. Finite element method 

The obtained results by using the finite element 

method are regrouped in Table (4). The first five modes 

of the clamped-free vibration beam are regrouped. The 

beam is meshed of different meshes as: 2, 5, 10, 15 and 

20 elements.  

Table (4) shows that the convergence towards the 

exact results is validated when 20 finite beam elements 

are used. Moreover, higher-order modes of vibration 

have a notable influence on the cantilever beam 

vibration. To accurate the dynamic results, it’s necessary 

to use an important number of elements and a higher 

order of modes of vibration simultaneously.  Figure 4. Transversal vibration of the first five modes 

Figures (4-5) illustrate the shape modes of the 

vibration for the first five modes of the vibration. Figures 

(4-5) show the transversal and rotational shape modes of 

the vibration. 
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Figure 5. Rotational vibration of the first five modes 

3.2. Spectral finite element method 

Table (5) shows a comparison between the results 

obtained by the spectral element method (2 elements), 

the finite element method (20 elements) and the 

analytical solution. The analysis shows that the 

numerical computing can be achieved in the spectral 

element results and analytical method when the number 

of elements must be superior then 20.    

Figure 6 shows the comparison between the diagonal 

stiffness parameters evaluated by using the FEM and 

SFEM. The finite element diagonal parameters are 

under-estimated compared to the SFEM ones.   

Table 5. Comparison between the results of the methods used 
Mode 1 2 3 4 5 Ratio 

1 element 204 2009.60 57.96% 

2 elements 203 1283 4339 12594 80.42% 

5 elements 203 1273 3575 7062 11721 1.577% 

10 elements 203 1272.20 3563 6986.90 11568 0.251% 

15 elements 203 1272.18 3562.50 6983.20 11560.35 0.185% 

20 elements 203 1272.16 3562.03 6980.22 11540.73 0.155% 

Exact Solution 

(rad/s) 
203 1272.156 3565.087 6980.219 11538.940 - 

Figure 6. Diagonal stiffness parameters 

Figure 7. Non-diagonal stiffness parameters 

In the same context, Figure 7 shows the comparison 

between the non-diagonal stiffness parameters computed 

with the FEM and SFEM. The figure illustrates that the 

finite element non-diagonal parameters are over-

estimated compared to the SFEM ones.Rods and Euler-

Bernoulli beams behave in the same manner 

corresponding to the diagonal and non-diagonal stiffness 

parameter variations evaluated with FEM and SFEM 

[13]. Finally, what can bring the effect of shear forces on 

the free vibration of beam responses [14]?  

4. CONCLUSIONS

In this work, the spectral finite element method 

(SFEM) is described as a numerical approach to predict 

the free-vibration of the Euler-Bernoulli beam responses. 

The exactness of the SFEM is validated by using only 

one to two elements. On the contrary, the finite element 

method requires important finite elements to reach an 

accurate solution. In this case, to predict the solution by 

using the FEM it is necessary to incorporate higher 

modes of vibration in the analysis.  

The comparison is performed by the calculation of 

circular frequencies. The study shows that the proposed 

method is practical, efficient and can be used as a 

reference for the convergence criteria of structural 

dynamics via the finite element method. 

The convergence of SFEM is principally due to the 

fact that the diagonal finite element method parameters 

are under-estimated, but the non-diagonal ones are over-

estimated compared to the SFEM stiffness parameters.    
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Preliminary communication 
Abstract: The article deals with the algorithm of the building material structure based on its photomicrographs by 

means of point images statistical analysis. The obtained values allow the defining of the basic characteristics of the 

material structure. 

 

Keywords: building materials, image processing, Nih Image, point images, statistical geometry  
Prethodno priopćenje 

Sažetak: U radu se razmatra algoritam strukture građevinskog materijala na temelju njegove fotomikrografije pomoću 

statističke analize točkastih slika. Dobivene vrijednosti omogućavaju definiranje osnovnih karakteristika strukture 

materijala.  
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1. INTRODUCTION 
 

One of the directions of materials science that has 

significantly developed in the last decade is a structure-

based research of the modeling and optimization of 

building composites [1,2]. The success of this research 

area is largely due to the possibility of a more effective 

control of the desired performance formation based on 

structural information, the evolving theory of the self-

organization of dispersed systems [3] and the overall 

technical level of the improvement in the field of the 

research of composite materials. The qualitative results 

about the self-organizing processes in the materials and 

their models have been obtained in a number of studies 

[4]. A transition to the quantitative values and their 

correlations is more productive in choosing the optimal 

control actions on the composite properties by using the 

statistical procedures. In relation to that, it is necessary to 

analyze the possibility of obtaining such characteristics 

by simple means, by considering their content 

component and the possibility of building the “structure-

properties” of statistical models. Such models, in 

comparison to the traditional “composition-properties” 

for material science models, have a number of 

advantages, i.e. a clear quantitative and qualitative 

interpretation, the possibility of considering the received 

dependences of the materials’ broad classes, the 

possibility of their use to express the estimation of 

properties, and an easy  transition to the physical models.  

In composite materials, the interaction between their 

components –  binder, filler and additives, is complex 

[5]. This, in particular, can appear in the tendency to 

form the distributions of components’ particles, as well 

as the pores and internal separation boundary in 

accordance with the laws that differ from the purely 

random ones, given by the Poisson law. At each fixed 

scale level, such a deviation can belong to two types 

(Fig. 1).  

If the attraction force between the particles 

dominates, they form clusters. At the opposite tendency, 

quasi-regular structures are formed based on the 

maximum repulsion principle. This distribution is easy to 

acquire by giving the same charges to the movable 

particles.  

 

 
Figure 1. The nature of point distribution on a plane. 

  

As a "reference point" for the complexity degree, it is 

possible to accept the DLVO theory that takes into 

account the only van-der-Waals and coulomb 

interactions.  Particles obeying this theory are already 

characterized by structure organization and the complex 

interactions, i.e. periodic colloidal structures [5], long 

and short coagulation contacts are formed. The transition 

to the particles of complex nature, the possibility of 

structural and mechanical barriers formation, and other 

causes significantly complicate the accurate examination 

of the particles interaction in the composite binder test. 
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2. MAIN SECTION 
 

One way to solve the problems arising in the study of 

the composite particles interaction is the transition to a 

simplified system - the original model. The distribution 

of macroscopic particles on the surface and in the bulk 

liquid phase [4] can be used particularly in such a model. 

In such systems, despite their relative simplicity and the 

ease of the experimental methods, processes of structure 

formation occur. Due to the capillary forces between 

particulates (2 to 5 mm), there is a preferential attraction; 

and what should additionally be taken into account at 

close range is their electrostatic, van der Waals and other 

types of interactions. The considered method of the 

processes of physical modeling in composites by using a 

particulate was used [4], and the introduction of a 

quantitative description increases its productivity. 

One of the easiest ways to study the macrostructure 

of composites and their models based on the optical 

methods of studying at a relatively low increase (10x-

1000x), for which a microscopic investigation in the 

reflected light is used which has not lost its relevance in 

spite of the emergence and development of more 

advanced techniques [6]. Enhanced with the 

corresponding means of fixing images (CCD-camera and 

the associated equipment, together with the software), the 

conventional microscopic study is transformed into 

computer microscopy techniques. 

For a variety of materials, the structures observed by 

using the optical methods are characterized as small 

particles, pores, and other objects, and their spatial 

distribution can be examined.  

Consider the possible options of the point objects of 

this type: 

1. The particle components of the composite – the 

research is released if they are painted in different 

colors or vary in the gray scale.  

2. The pores – there is no need for a stereological 

reconstruction of the observed object porous 

structure with the point approach.  

3. Projections of cracks and internal borders’ phase 

boundary on the chips or grinding – the point 

approach is possible to use in such objects only after 

the machine image segmentation of these lines and 

surfaces.  

4. Mineral growths processed with a special treatment 

(e.g. phenolphthalein for lime in the cement stone, 

tannin for cracks).  

The process of the investigation of these structures is as 

follows:  

1. With the help of an electronic microscope eyepiece, 

converted to macro mode webcams and similar 

equipment, micrographs of a thin section or a 

smooth flat cleavage of the material are obtained. 

Further, it will be assumed that a preparation 

produced by appropriate means if necessary (such as 

a cement stone processed by a phenolphthalein 

developer). As an example, consider the 

implementation of the algorithm processing the 

micrographs of a plastering material based on 

gypsum and perlite [7] (Fig.2).  

 
Figure 2. A photomicrograph of a material by 

subtracting the background light level (Scale mark - 

1mm) 

 

2. Further processing may be carried out by using a 

free software such as Nih Image, ImageJ and its 

derivatives, Image Tools and many commercial ones 

(e.g. Optimas). The Nih Image 1.62 Fat software [8], 

which has become a classic in the field of medicine 

and biology, was used in the emulator Executor 2.0 

environment. The macro batch file for micrograph 

processing was written. After a background 

subtraction, a threshold separation image 

(Threshold) was carried out. Next, the filtering, 

which allows to remove the noise image produced 

by unrelated pixels was conducted. Furthermore, 

after the transfer to a binary image, the ultimate 

point of erosion (ultimate eroded point) was built. 

After the threshold separation and binarization, small 

clusters of pixels appear on the screen corresponding 

to the most central area of the original objects (Fig. 

3).  

 

 
Figure 3. The ultimate erosion points imposed on the 

original image 

  

Such objects may be analyzed automatically and 

display the values of their origin (their other parameters 

in the considered approach is not required) to the file 

(Fig. 4).  
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Figure 4. The ultimate erosion points of which the 

coordinates are determined 

 

The third phase of the structure analysis is carried out 

by using the points’ location on the plane and in the 

space analysis software (PPA (DOS), Past – 

Paleontological software, Ppa (mac) and others. The 

latter is activated as accessible on the same emulator. 

Consider the results of its work; they are displayed 

graphically.  

The analysis of the distribution point can be made by 

a square grid (squares analysis). The square grid with 

side a (1) is imposed on the dot pattern.  

 

pointsofNumber2

areanPreparatio


a      (1) 

 

Figure 5 shows an example of such a construction: 

 

 
Figure 5. An analysis of the statistical characteristics of 

a point image by the square method 

 

Furthermore, the number of events (in this case - of 

the particles or pores) in each square is calculated and the 

considered frequencies are processed statistically (Fig. 

6).  

 

 
Figure 6. The results of the statistical analysis by the 

squares method 

 

The essential data to decision making can be the output 

of the analysis results (Fig.7) 

 

 
Figure 7. The results and the boundary values of  the 

point image statistical analysis 

 

The dispersion index [9] or Fano factor is defined as the 

ratio of the variance 
2 to the mean frequency  (2)  



 2

D      (2) 

If D = 1, the image is random. This means that the set 

data has no dominant trend for clustering or dispersion. If 

D < 1, the point image has a regular structure, i.e. the 

point spread in the observed region is more or less 

regular. The dispersion index depends on the values of 

the mean values, which is why an additional criterion, the 

Lefkovitch index is used [10] (3) (in radians):  

1arctg
π

4
2

2





s

      (3) 

 Here 
2s  - the variation of the frequency in this sample, 

2 - the variation of random distributions, the Poisson 

distribution is substituted for the value of the 

average, m2 . As the dispersion index,  = 0 

corresponds to a random distribution,  = −1 - regular 

and  = 1- cluster.  

The Ebernharda Index [11] (4) also allows on the test 

the assessment of the grouping of the object degree,   S – 

the standard deviation and x  the average evaluation of 

the distance from a random point to the test.  

1

2











x

S
I E         (4) 
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The corresponding limit values are shown in Fig. 7. All 

major statistical characteristics indicate a high 

probability of a cluster formation in this sample.  

The nature of the particles’ mutual arrangement can 

be detected from the distribution diagram of the distance 

between the particles (Fig. 8). What can be found on the 

values of the density maxima are the approximate 

location of the coordination spheres (approximately 100 

and 150 microns) and the mean value of the effective 

radius [12], characterizing the size of the "dead" space 

around the object under the study. 

 

 
Figure 8. The distribution of distance between the 

particles and derivative values. 

 

 

3. CONCLUSION 
 

Thus, a consistent application of computer image 

and statistical processing of the micrographs and similar 

material structure images reveal the characteristic 

structure of the material and specify the conditions of 

their non-random distribution. This, in turn, may be 

interpreted as the evidence of the material self-

organization process of the spatial structure that occurs at 

different time stages. The processes of space-time self-

organization of composite materials are a significant 

influencing factor determining their performance.            
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THE DEVELOPMENT OF A FREQUENCY CONVERTER FOR HIGH SPEED PERMANENT 
MAGNET GENERATORS IN COGENERATION PLANTS 

 
RAZVOJ PRETVARAČA FREKVENCIJE ZA VISOKOBRZINSKE GENERATORE S 

PERMANENTNIM MAGNETIMA U KOGENERACIJSKIM POSTROJENJIMA 
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Professional paper 

Abstract: This paper describes the development of a frequency converter for high speed generators with permanent 

magnets that are used in cogeneration plants. A specific requirement of the converter is a transformable high frequency 

of the fundamental voltage harmonic. Therefore, two variants of the frequency converter in which the grid converter is 

the same for both structures are considered; while on the generator side of one variant, the converter based on a diode 

rectifier and step-up DC converter is used. On the generator side of the second variant, there is a three-phase inverter 

with IGBT transistors which have the same structure as the grid converter. The paper first describes the structure of 

power and control circuits of the frequency inverter, then the basic characteristics of the mechanical design of the 

power circuit of the three-phase IGBT inverter, as well as the control electronic boards that have been developed and 

tested. Furthermore, the paper also describes the basic features of the high speed motor generator group that serves to 

test the developed frequency converters.  Finally, the results of the measurements on the laboratory model of the 

frequency converter with a diode bridge and a step-up DC / DC converter are presented. 

 

Key words: frequency converter, permanent magnet generator, high speed electric machines 

 
Stručni članak 

Sažetak: U ovom radu opisan je razvoj pretvarača frekvencije za visokobrzinske generatore s permanentnim 

magnetima koji se koriste u kogeneracijskim postrojenjima. Specifičan zahtjev pretvarača je promjenljiva visoka 

frekvencija osnovnog harmonika napona. Stoga su razmatrane dvije varijante pretvarača u kojima je mrežni pretvarač 

potpuno isti za obje strukture, dok se na generatorskoj strani jedne varijante primjenjuje pretvarač temeljen na 

diodnom ispravljaču i uzlaznom istosmjernom pretvaraču, a u drugoj varijanti je na generatorskoj strani trofazni 

izmjenjivač s IGBT tranzistorima jednake strukture kao i mrežni izmjenjivač. U radu su prvo opisane strukture 

energetskih i upravljačkih krugova pretvarača frekvencije, a nakon toga i osnovne značajke konstrukcije energetskog 

dijela trofaznog IGBT izmjenjivača, kao i upravljačke elektroničke pločice koje su razvijene i testirane. Također, dane 

su osnovne značajke visokobrzinske motor generator grupe koja služi za testiranje razvijenih pretvarača frekvencije. Na 

kraju su prikazani rezultati mjerenja na laboratorijskoj maketi pretvarača frekvencije s diodnim mostom i uzlaznim 

DC/DC pretvaračem.  

 

Ključne riječi: pretvarač frekvencije, generator s permanentnim magnetima, visokobrzinski električni strojevi 

 

 

1. INTRODUCTION 

The project “Safer and more efficient 

cogeneration/trigeneration plants” is carried out within 

the framework of the European Fund for Regional 

Growth (2007-2013). The Faculty of Electrical 

Engineering, Mechanical Engineering and Naval 

Architecture is the project applicant, while the company 

Banko d.o.o. from Split is the project partner. 

Cogeneration plants transform heat from different 

sources into electrical energy and exploitative thermal 

energy through a unique thermodynamic and power 

engineering process, while trigeneration plants also 

include production of cooling energy. Today, high-speed 

turbines with generators mounted on common shafts and 

frequency converters connected between the generator 

and the electrical grid are preferred for the conversion of 

thermal energy into electrical energy. As a consequence 

of generator high speeds (above 10000 min-1), its voltage 

fundamental frequency is several times greater than the 

grid frequency, which requires the use of a frequency 

converter capable of generating voltages with high 

fundamental frequencies (up to 1000 Hz) in order to 

interface generators to the 50 Hz electrical grid. 
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One of the project objectives is to develop a 

frequency converter that will enable the connection of 

high speed permanent-magnet generators (PM generator) 

to the grid. Due to the high output frequency of the PM 

generator, two frequency converter structures are 

considered. These structures share an identical grid 

module while the generator module includes two 

variants: (1) converter consisting of a diode rectifier and 

a step-up DC/DC converter, (2) a three-phase converter 

with IGBT transistors identical to the grid converter. 

In this paper, both converter structures are presented 

and their characteristics are explained, as well as the 

basic features considering the construction of power and 

control circuits of the three-phase converter with IGBT 

transistors which are an integral part of both converter 

structures. Furthermore, the high speed motor-generator 

group used for converter testing is described and the 

measurements results obtained on the laboratory setup of 

a step-up DC/DC converter based on the frequency 

converter are presented at the end of this paper. 

 

  

2. BASIC STRUCTURES OF THE FREQUENCY 
CONVERTER POWER AND CONTROL CIRCUITS  

A block diagram of a frequency converter with a 

generator module consisting of a diode rectifier and a 

step-up DC/DC converter is presented in Fig. 1, while 

Fig. 2 presents the structure of a frequency converter 

with identical generator and grid converters, both 

realized by a three-phase IGBT converter. In both 

structures, the grid module consists of a three-phase 

IGBT converter and an LCL filter. Along with its basic 

function of transferring energy from the DC link to the 

AC grid, the grid module provides an almost ideal sine 

waveform of the grid current (THDi < 5%) and the 

possibility to adjust the power factor (cos φ) depending 

on the grid voltage and reactive power demand at the 

point of common coupling. 

The advantages of the converter structure with a 

diode rectifier on the generator side are a less complex 

control structure and a DC/DC converter that is invariant 

to the frequency of the PM generator voltage. Therefore, 

the generator maximum speed is not limited by the 

converter structure. The basic drawback of this structure 

is a high amount of generator current harmonic distortion 

which produces additional generator losses, temperature 

increase and leads to lower generator efficiency. On the 

other hand, the structure with a three-phase IGBT 

converter and a sine filter on the generator side is 

characterized by an almost ideal sine waveform of the 

current and a significantly more complex vector control 

structure of the PM generator with different limitations 

due to the high frequencies of the generator voltage and 

the presence of a sine filter between the generator and the 

converter. The PM generator control structure is that of a 

well-known vector control implemented in the dq-

rotating frame with the d-axis aligned to the rotor 

magnetic axis, which has been used in almost all servo 

drives dominated by motors with permanent magnets. 

Therefore, this control structure will not be presented in 

this paper. Instead, this paper will present the control 

structure of the frequency converter based on a diode 

rectifier and a step-up DC/DC converter, which 

represents a unique solution that can be implemented in 

systems which include generators with a permanent 

magnet as well as classic synchronous generators with 

field windings. 

 

 
Figure 1. Block diagram of a frequency converter with a 

generator module consisting of a diode rectifier and a 

step-up DC/DC converter 

 

 
Figure 2. Block diagram of a frequency converter with 

an identical generator and grid converters 

 

Fig. 3 presents a block diagram of the control 

structure for the frequency converter given in Fig. 1. The 

control of the grid converter and the step-up DC/DC 

converter is separated. The control structure of the grid 

converter provides a constant DC link voltage while the 

energy is transferred from the PM generator through the 

step-up DC/DC converter, the DC link and the grid 

converter to the grid. The control structure of the step-up 

DC/DC converter ensures the transfer of energy for a 

wide range of PM generator speeds, i.e. for the variable 

output voltage of the diode rectifier which is proportional 

to the generator speed. 

The control structure of the grid converter is based on 

the vector control method implemented in the 

synchronous dq-rotating frame with the d-axis aligned to 

the grid voltage space vector [3]. This provides the 

control of the d- and q- current components which are 

proportional to the active and reactive power, 

respectively. The control structure is cascaded with two 

current feedbacks. The d- current control loop is an inner 

loop for which the referent value (id*) is generated by the 

PI regulator of the DC link voltage (uDC), which indicates 

that the outer control loop is used to control the DC link 

voltage measured on the capacitors. The DC link voltage 

is 10-15% greater than the maximum value of the grid 

line-to-line voltage which can be achieved as a result of 

the LCL filter connected in the circuit. In other words, 

this three-phase converter can be considered a boost 

converter. 

The q- current control loop is independent of the DC 

link voltage control and its referent value (iq*) is set 

according to the desired power factor. The d- and q-

voltages and currents needed for the control are obtained 

by measuring the instant values of phase voltages and 

currents, and afterwards a two-step transformation of the 

variables is used. First, three-phase values are 

transformed into a two-phase (αβ) stationary reference 

frame which is then transformed into the synchronously 
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rotating dq-reference frame by using the rotational angle 

θ=ωt. 

In order to control the three-phase IGBT converter, 

inverse transformation is used, i.e. the referent values of 

the converter voltage components in the dq-reference 

frame (ud*, uq*) are transformed to the αβ-reference 

frame (uα*, uβ*) by using the same rotational angle θ as 

for the transformation of the measured quantities. The 

space vector modulation method is used to generate grid 

converter AC voltages. 

The control structure of the step-up DC/DC converter 

is also cascaded with the inner loop controlling the 

generator current (ig=) and the outer control loop 

controlling the generator voltage (ug=). However, the 

generator voltage and current are AC quantities, and the 

measuring sensors are located on the DC side of the 

diode rectifier since the mean values of the voltage and 

current on the DC side are proportional to the 

corresponding RMS values on the AC side. The pulse 

width modulation method is used to control the IGBT 

transistor of the DC/DC converter. During operation, the 

output voltage of the DC capacitors is constant 

(controlled by the grid converter), while the output 

voltage of the diode rectifier varies. This voltage is 

proportional to the generator voltage, which is 

proportional to the rotor speed for PM generators, and 

the presented control structure can be used to control the 

generator speed, which is the final objective considering 

the cogeneration plant operation. 
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Figure 3. Block diagram of a grid converter and step-up DC/DC converter control structure 

 

 

3. DEVELOPMENT OF THE FREQUENCY 
CONVERTER PROTOTYPE 

Prototypes of both frequency converter structures are 

being developed within the project framework and the 

following section presents the basic characteristics and 

construction of a three-phase IGBT converter power 

circuit, as well as its control circuits.  

Fig. 4 presents the basic structure of the power circuit 

and the block representation of units needed to control 

the frequency converter with a diode rectifier and step-up 

DC/DC converter. In comparison with the structure 

presented in Fig. 3, the DC link includes a braking circuit 

consisting of a resistor connected in a series with an 

IGBT transistor. This IGBT is turned on only when the 

DC link voltage exceeds the allowed limit which can 

occur if the converter is cut off from the grid, and in this 

case power needs to be dissipated on the resistor during a 

short period of time to avoid an uncontrolled increase of 

the DC link voltage.  

The three-phase IGBT converter, consisting of six 

IGBT transistors with freewheeling diodes, is based on 

FF900R12IE4 IGBT modules, manufactured by Infineon, 

with maximum ratings of 1200 V and 900 A. The 

aforementioned module presents the one phase leg of a 

three-phase converter with two IGBT transistors and two 

diodes (see Fig. 4), which suggests that the three-phase 

converter includes three IGBT modules mounted on a 

bonded fin heat sink air-cooled by a ventilator. An 

electronic board with six-channel driver circuits (driver 

unit in Fig. 4) is mounted directly on three IGBT 

modules and is used to transmit control signals generated 

by the microcontroller-based control unit. The driver unit 

is also used to shape control signals and to decouple the 

control unit from IGBT modules. It includes a short-

circuit protection of IGBT modules which is 
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implemented by measuring the collector-emitter voltage 

during the conduction stage. Positive and negative DC 

buses consisting of 3mm wide copper sheets are mounted 

above the driver unit and 3mm wide isolation material is 

inserted between them. DC buses are connected to the 

capacitor block which consists of a series-parallel 

combination of electrolytic capacitors and resistors used 

to distribute the DC link voltage evenly among the series 

combinations of capacitors. DC buses construction 

requirements include a large surface area, minimal 

thickness and minimal space between the positive and 

negative buses which is needed in order to minimize 

stray inductances between the capacitors and IGBT 

modules. In fact, sudden changes in IGBT currents can 

lead to overvoltage on stray inductances that are 

transferred onto IGBT modules and can cause the 

destruction of modules. In addition to the minimization 

of stray inductances, protective block capacitors are 

mounted with the identical purpose. Fig. 5 shows the 

three-phase IGBT converter with three HAT600 current 

transducers used to measure the current through the AC 

connections of IGBT modules. 
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Figure 4. Structure of the power circuit and block representation of units needed to control the frequency converter with 

a diode rectifier and step-up DC/DC converter 

 

 

Apart from the driver unit, three additional electronic 

boards were developed and constructed for the purpose 

of frequency converter control and are shown in Fig. 5: 

 Control unit is a six-layered SMD electronic board 

based on the TMS320F28335 microcontroller, 

manufactured by Texas Instruments. Besides the 

microcontroller, used to implement control 

algorithms, the control unit is used to process 

analogue measurement signals (16 AI), as well as the 

input/output digital signals (8 DI, 8 DO, 12 PWM), 

and the unit itself houses several communication 

channels (CANbus, RS485, RS232, Ethernet …). 

 Measuring unit processes analogue signals for four-

channel voltage measurements, three-channel current 

measurements and the one-channel measurement of 

the IGBT module temperature. For voltage 

measurement, LV25 voltage transducers are used and 

mounted on the unit while the three aforementioned 

current transducers (see Fig. 4) are connected to the 

measuring unit by four-wire cables. Within each of 

the IGBT modules there is a resistive temperature 

sensor (NTC thermistor). The electronic circuit 

within the measuring unit processes temperature 

signals of all three IGBT modules and forms a single 

analogue output signal proportional to the highest 

temperature signal.  

 Terminal unit represents the classical wire interface 

between the converter and the process, as well as with 

the superior control system, and it is used to connect 

the encoder for the PM generator’s rotor speed and 

position measurements. 
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Figure 5. Power circuit of the three-phase IGBT 

converter  

 

 
Figure 6. Control, measuring and terminal units 

 

 

4. HIGH-SPEED MOTOR-GENERATOR GROUP 
 

The motor-generator group consisting of a squirrel-

cage induction motor and a surface permanent magnet 

machine (SPM machine) was acquired in order to test the 

constructed frequency converters. The nominal data of 

both machines are basically the same, and are defined for 

the sine waveform currents: P = 100 kW, U = 400V, I = 

166 A, n=20000 min-1, M = 48 Nm. A 3D model of the 

squirrel-cage induction machine with visible cooling 

channels is shown in Fig. 7, while Fig. 8 shows the 

motor-generator group. Machines are designed and 

constructed by the company HSTec from Zadar and their 

core business is the design and construction of high-

speed motor spindles for tool machines. Machines of the 

motor-generator group are designed and constructed in 

such a manner that the stator frames with windings and 

rotors are obtained from the foreign manufacturer of 

high-speed machines, while the HSTec manufactured or 

acquired all other integral components such as the rotor 

shaft, cast iron stator casing with water cooling channels, 

incremental encoder for the rotor speed and position 

measurement, two temperature sensors for the stator 

windings and the terminal box. After a demanding and 

precise assembly of components, machines were tested in 

HSTec facilities, at no load conditions and nominal 

speed, during which the temperatures and vibrations 

were measured. Afterwards, machines were mounted on 

a common base and their shafts were mechanically 

coupled by using a flexible clutch. Both machines are 

fitted with incremental encoders that generate 256 pulses 

per revolution. One encoder has 5V TTL output signals 

while other has sine/cosine output signals with 1 Vpp 

amplitude. 

For the purpose of the lubrication of ceramic 

bearings, an oil + air lubrication system, manufactured 

by SKF, was installed. This unit lubricates eight bearings 

in total by injecting approx. 20 mm3 of oil into the plastic 

tubes of the system by using compressed air (6 bar). The 

lubrication of bearings is repeated every six minutes. The 

air flow generates an additional cooling effect for each 

bearing. 

 

 
Figure 7. 3D model of a squirrel-cage induction machine 

 

 
Figure 8. High-speed motor-generator group with a 

lubricating oil unit and cooling system 

 

In order to cool the machines by using water, a 

hydraulic system was installed and it ensures a constant 

flow of coolant comprised of water and anticorrosive 

additives. This system requires a flow of 16 l/min, input 

coolant temperature between 10 and 400C with a 
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maximum temperature increase of 100C at the machine’s 

nominal load. 

 

 

5. EXPERIMENTAL RESULTS 
 

Measurements were carried out by using the 

laboratory setup of the frequency converter with a diode 

rectifier and step-up DC/DC converter on the generator 

side (structure shown in Fig. 4). This laboratory setup is 

shown in Fig. 9 and it was constructed before the final 

prototype of the frequency converter with three-phase 

IGBT converters on both the grid and generator side. 

Apart from testing the operation of the frequency 

converter with a step-up DC/DC converter, the motor-

generator group was tested for the first time at 50% of 

the motor nominal current and speed of approx. 13000 

min-1. During testing, the induction machine was used as 

a motor and it was connected to the 1Q VACON 

NXP0300 frequency converter, while the SPM machine 

was used as a generator connected to the 

abovementioned frequency converter. 

 

 
Figure 9. Laboratory setup of the frequency converter 

with a diode rectifier and step-up DC/DC converter 

   

Fig. 10 presents the steady-state waveforms of the 

SPM generator current (red line) and current through the 

step-up DC/DC converter’s inductor (blue line). Due to 

the operation of the diode rectifier, the generator current 

exhibits a non-sine waveform which presents a problem 

considering the additional heating and pulsating torque 

components of the SPM generator. The current through 

the inductor, besides the DC component (approx. 100A), 

contains a pulsating AC component generated due to the 

switching operations of the step-up DC/DC converter’s 

IGBT transistor. The AC component frequency is 

determined by the transistor switching frequency which 

is equal to 10 kHz. For the same operating point, Fig. 11 

presents the grid current (red line) and the DC link 

voltage (blue line). The grid current exhibits a sine 

waveform with low pulsations around the peak values, 

while the DC link voltage is constant and equal to 630 V, 

which is approx. 12% higher than the grid line-to-line 

voltage maximum value (√2∙400V). 

 

 
Figure 10. Measured SPM generator’s current (red line) 

and current through the step-up DC/DC converter’s 

inductor (blue line) 

 

 
Figure 11. Measured grid current (red line) and the DC 

link voltage (blue line) 

 

 

6. CONCLUSION 
 

The development of frequency converters for high-speed 

permanent magnet generators used in cogeneration plants 

is specific in terms of the high frequencies of the 

generator’s voltage fundamental harmonic. This enables 

the implementation of well-known frequency converters 

used in 4Q electrical drives consisting of two three-phase 

IGBT converters with the main issue being the high 

switching frequency of the generator converter due to the 

high frequency of the generator’s voltage fundamental 

harmonic. On the other hand, a simpler solution 

involving a diode rectifier and step-up DC/DC converter 

is not affected by the high frequencies of the generator’s 

voltage fundamental harmonic, but the additional heating 

and additional pulsating torque components are 

generated due to the non-sine waveform of the generator 

current. 
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AN EXPERIMENTAL RESEARCH OF THE COMBINED JOINTS OF WALL PANELS FROM 
THE NATURAL HARDENING FOAM CONCRETE 

 

EKSPERIMENTALNA ISTRAŽIVANJA KOMBINIRANIH SPOJEVA ZIDNIH PLOČA OD 
PRIRODNO OTVRDNUTE BETONSKE PJENE 

 
Anatoliy Kostyuk, Dariya Kovtunenko 

 

Professional paper 
Abstract: The article is dedicated to the investigation of a fracture behavior of combined horizontal joints of 

wallboards from natural hardening foam concrete and the influence of some factors on the ultimate loads for joints. 

Two of the most valuable factors that influence the ultimate loads for wallboard joints were allocated while planning 

the experiment: load eccentricity and indirect reinforcement. The samples consisting of three elements (top wallboard, 

bottom wallboard and floor slab) were made for the experiment. The typical scheme of destruction for the combined 

joints of wallboards with and without an indirect reinforcement was identified as a result of testing. The table of 

comparison of the analysis values of the ultimate loads for combined joints by the existing methods and obtained as a 

result of the analysis by SP “LIRA” with the received experimental data is shown in the article. Moreover, the diagrams 

of ultimate load relation with load eccentricity and indirect reinforcement are shown in the paper. 
 

Keywords: ultimate load, combined joint, indirect reinforcement, natural hardening foam concrete, wall panels. 

 

Stručni članak 
Sažetak: Rad se bavi proučavanjem lomljivog ponašanja kombiniranih horizontalnih spojeva zidnih ploča od prirodno 

otvrdnute betonske pjene i utjecajem određenih faktora na krajnje opterećenje za spojeve. Dva najvrjednija faktora koja 

utječu na krajnja opterećenja za zglobove zidnih ploča dodijeljena su prilikom planiranja eksperimenta: ekscentričnost 

opterećenja i neizravno pojačanje. Uzorci koji se sastoje od tri elementa (vrh, dno i sredina zidne ploče) izrađeni su za 

eksperiment. Tipična shema uništenja kombiniranih spojeva zidnih ploča s i bez indirektnog pojačanja identificirana je 

kao rezultat proučavanja. Tablica usporedbe analiziranih vrijednosti krajnjih opterećenja za kombinirane zglobove na 

temelju postojećih metoda dobivena kao rezultat analize SP „Lira“ s ostvarenim eksperimentalnim podacima prikazana 

je u članku. Nadalje, u radu je iskazan i odnos dijagrama krajnjeg opterećenja s ekscentričnošću opterećenja i 

indirektnim pojačanjem. 

 

Ključne riječi: krajnje opterećenje, kombinirani spoj, indirektno pojačanje, prirodno otvrdnuta betonska 

pjena, zidne ploče. 
 

 

1. STATE OF THE MATTER 
 

In contemporary civil engineering, the important 

place is held by cellular concrete, side by side with the 

heavy aggregate concrete. The physical and thermal 

properties of foam concrete have the best usage in the 

building of houses. Basically, this material is in the form 

of masonry blocks which lead to a longer duration of the 

building construction due to the need for additional 

work. The use of wall panels will reduce the construction 

time.  

The existing methods of the analysis of the horizontal 

joints of wall panels from cellular concrete [1] are 

empirical and do not fully reflect the physical side of the 

work of wall panels with support zones. 

Currently, the Laboratory of Reinforced Concrete 

and Masonry Structures of the Kazan State University of 

Architecture and Engineering is engaged in the study of 

the stress-strain state of the butt joints of large-panel 

buildings. The method of joint strength analysis, which 

is based on the theory of the compression resistance of 

anisotropic materials and which reflects the destruction 

mechanism of supporting the zones of wall panels from 

heavy concrete, is developed by the authors of [2, 3, 4]. 

The applicability of this theory for the determination of 

the ultimate loads for horizontal joints of the wall panels 

from cellular concrete has not been studied. 

The research of the joints' stress-strain state of wall 

panels from natural hardening foam concrete is provided 

in the Odessa State Academy of Civil Engineering and 

Architecture. The method of the numerical study of the 

joints’ stress state, implemented in the SC “LIRA,“ is 

described in [5]. 

The purpose of experimental research is to study the 

destructive nature of the combined horizontal joints of 

the wall panels from natural hardening foam concrete 

and the influence of various factors on the ultimate load 

for the joints. 
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2. PLANNING OF EXPERIMENTAL RESEARCH

The two most significant factors: the eccentricity of 

the load application and the amount of indirect 

reinforcement grids that may affect the ultimate load for 

the joint have been isolated. The coded and full-scale 

values of the factor are shown in Table 1. The scheme of 

the tests is shown in Figure 1. 

Table 1. Characteristics of experimental samples 

Sample code 

Values of factors 

The amount of indirect 
reinforcement grids X1 

The eccentricity of load 
application X2 

Coded 
Full-scale, 

pcs. 
Coded 

Full-scale, 

mm 

JCP-0-0 -1 0 -1 0 

JCP-2-0 0 2 -1 0 

JCP-4-0 +1 4 -1 0 

JCP-0-20 -1 0 0 20 

JCP-2-20(1) 0 2 0 20 

JCP-2-20(2) 0 2 0 20 

JCP-2-20(3) 0 2 0 20 

JCP-4-20 +1 4 0 20 

JCP-0-40 -1 0 +1 40 

JCP-2-40 0 2 +1 40 

JCP-4-40 +1 4 +1 40 

The samples that consist of three parts are the 

overlying panel, the underlying panel and floor slab, and 

they were prepared for the experiment. The dimensions 

of the test sample elements were accepted by a 

geometric similarity as full-scale parameters of panels 

and their joints. The thickness of wall panels is accepted 

as 200 mm (100 mm the contact part and 100 mm the 

platform part). The thickness of the floor slab is accepted 

as 150 mm. The width of the test samples is accepted as 

600 mm with a consideration of the dimensions of the 

support platform of press. 

The supporting areas in the contact and platform 

parts of the overlying panel are located close to each 

other, which is why we can assume that the load on the 

sample is applied to its full width lc = 200 mm. The 

height of the overlying panel is accepted as 3lc = 600 

mm. The maximum possible width of the support in the 

platform part of the underlying panel is 100 mm. The 

required height of the underlying panel is 3lc = 300 mm. 

The ledge height of the underlying panel is accepted as 

160 mm. Finally, the height of the underlying panel with 

the ledge is accepted as 600 mm with a consideration of 

the production conditions. The cantilevered ledge of the 

floor slab fragment is 510 mm. 

Figure 1. Scheme of tests 

The wall panels of test samples are made of natural 

hardening foam concrete with a density from 700 to 

1000 kg/m3. The floor slab is made of a concrete class 

C20/25. The indirect reinforcement of the wall panels is 

made of grids from reinforcement wires Ø3 mm, class 

Bp-I with a characteristic yield strength fy = 608 MPa 

and modulus of elasticity E = 20.51 × 105 MPa. 

The model of a test sample with the main dimensions 

and scheme of the instrumentation layout is presented in 

Figure 2. The tensoresistors are installed at the levels of 

the first and fourth grids of indirect reinforcement. The 

general view of test samples is shown in Figure 3. 

Figure 2. Model of test sample with a scheme of an 

instrumentation layout 

Figure 3. The general view of test sample, which is 

mounted on a press platform 

All samples were exposed to a static load. At each 

stage, the load on the sample of a combined joint was 

applied by 0.1 of the expected destructive value. 

3. MAIN RESULTS OF THE EXPERIMENT

The characteristic schemes of destruction that were 

identified on the testing results of the horizontal joints of 

the wall panels from natural hardening foam concrete are 

shown in Figure 4. 

The destruction of the test samples without indirect 

reinforcement occurred in accordance with the diagram 

shown in Figure 4(a). The formation of the first vertical 
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crack was observed near the cement mortar joint on the 

boundary between the contact and platform parts of the 

wall panel. The development of vertical cracks at the 

height of wall panels took place with the load increasing. 

The destruction of the samples occurred as a result of the 

split of panels on the conditional boundary between the 

contact and platform part. 

Figure 4. Characteristic scheme of destruction 

a) samples without indirect reinforcement;

b) samples with indirect reinforcement.

The destruction of test samples with indirect 

reinforcement occurred in accordance with the diagram 

shown in Figure 4(b). The character of cracking on the 

visible surfaces of samples with indirect reinforcement is 

generally consistent with the cracking of samples 

without indirect reinforcement. At the same time, the 

presence of grids had prevented the development of 

vertical cracks. The destruction of samples occurred as a 

result of the crushing of the foam concrete of wall panels 

in the locations of resting on the concrete floor slab and 

support platform of press. The spalling of the underlying 

panel ledge occurred in the samples onto which load was 

applied with the eccentricity. 

Figure 5. General view of the joint that was built for the 

analysis in the SC “LIRA” 

Moreover, a combined joint was modeled in the 

software complex “LIRA 9.4“ [5] which implements the 

finite elements method (Figure 5). 

The finite elements, which allow for the building of 

the plane model, were used for modeling: 

223 – physically non-linear universal rectangular 

finite element of a plane problem (beam-wall), which 

simulates the body of foam concrete and the mortar; 

210 – physically non-linear universal spatial rod 

finite element, which simulates the indirect 

reinforcement of the joint. 

The analysis was performed in the nonlinear 

formulation with a stepwise increment of the load. The 

physical and mechanical characteristics of the materials 

were set according to the results of cubes’ and prisms’ 

tests in compression and reinforcing bars in tension. A 

significant increment of the nodes’ displacement of the 

design scheme at the current stage of load was assumed 

as a destruction criterion. 

The values of the foam concrete cube strength, as 

well as the values of the joint ultimate load obtained 

from tests, analysis by the formulas given in the 

normative literature [1] and studies carried out under the 

guidance of B.S. Sokolov [2, 3, 4], and numerical studies 

[5] are given in Table 2. 

Charts of ultimate loads for the combined horizontal 

joints of the wall panels from natural hardening foam 

concrete depending on the studied factors are shown in 

Figure 6. 

Table 2. Ultimate loads for the combined horizontal 

joints 

Sample code 

Cube 

strength 
fcd,cube, 

MPa 

Ultimate load, kN 

by test 

results 

by 

[1] 

by 

[4] 

by 

numerical 
study results 

JCP-0-0 2,39 60,00 141,3 380,9 53,33 

JCP-2-0 0.89 33.33 66.3 - 20.00 

JCP-4-0 1.99 46.67 192.0 - 53.33 

JCP-0-20 1.42 33.33 78.7 147.0 26.67 

JCP-2-20(1) 2.95 73.33 198.1 - 66.67 

JCP-2-20(2) 2.84 46.67 130.3 - 40.00 

JCP-2-20(3) 4.16 86.67 372.3 - 80.00 

JCP-4-20 3.26 46.67 163.6 - 53.33 

JCP-0-40 2.14 33.33 93.9 427.4 46.67 

JCP-2-40 1.66 53.33 89.3 - 40.00 

JCP-4-40 4.61 73.33 216.9 - 80.00 

Note: The method [4] does not allow taking into account the 

indirect reinforcement of the wall panel support zones 

Figure 6. Ultimate load depending on: 

a) the quantity of indirect reinforcement grids;

b) the eccentricity of loads application
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4. CONCLUSION

The next conclusions could be made according to the 

analysis of the test results: 

 the ultimate loads of the horizontal joints of the wall

panels from natural hardening foam concrete, that

has been calculated according to the normative

literature [1] and propositions of the authors [2, 3, 4],

is significantly overtaken compared to the results of

the numerical and natural experiments;

 an increase in the load application eccentricity leads

to the decrease of the ultimate load for the joint;

 an indirect reinforcement of the wall panels that end

by two grids leads to the increase of the joint bearing

the capacity; indirect reinforcement of the wall

panels that end by four grids does not influence on

the joint bearing the capacity.
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sadržajem, npr. „ … prikazano na slici 1 …“ ili „ podaci 
iz tabele 1 …“ i slično. 
10pt 
10pt 

2. UVODNE NAPOMENE
10pt 

Ponuđeni članak ne smije biti ranije objavljen, bilo u 
jednakom ili sličnom obliku, niti smije biti istodobno 
ponuđen drugom časopisu. Za sadržaj članka, 
autentičnost podataka i tvrdnji u njemu isključivo i u 
cijelosti odgovara autor ili autori. 

Članci prihvaćeni za objavljivanje svrstavaju se u 
četiri kategorije: izvorni znanstveni članci (original 
scientific papers), prethodna priopćenja (preliminary 

communications), pregledni članci (subject reviews) i 
stručni članci (professional papers). 

U izvorne znanstvene članke svrstavaju se radovi, 
koji po ocjeni recenzenata i Uredničkog odbora, sadrže 
originalne teorijske ili praktične rezultate istraživanja. 
Ovi članci trebaju biti napisani tako da se na osnovi 
danih informacija može ponoviti eksperiment i postići 
opisane rezultate, odnosno autorova opažanja, teorijske 
izvode ili mjerenja. 

Prethodno priopćenje sadrži jedan novi znanstveni 
podatak ili više njih, ali bez dovoljno pojedinosti koje bi 
omogućavale provjeru kao kod izvornih znanstvenih 
članaka. U prethodnom se priopćenju mogu dati rezultati 
eksperimentalnih istraživanja, rezultati kraćih 
istraživanja ili istraživanja u tijeku, kojih se objavljivanje 
procijeni korisnim. 

Pregledni članak sadrži cjelovit prikaz stanja i 
tendencija određenog područja teorije, tehnologije ili 
primjene. Članci ove kategorije su preglednog karaktera 
s kritičkim osvrtom i ocjenom. Citirana literatura mora 
biti dovoljno cjelovita tako da omogući dobar uvid i 
uključivanje u prikazano područje. 

Stručni članak može sadržavati prikaz originalnog 
rješenja nekog uređaja, sklopa ili instrumenta, prikaz 
važnijih praktičnih izvedbi i slično. Rad ne mora biti 
vezan uz originalna istraživanja, nego sadrži doprinos 
primjeni poznatih znanstvenih rezultata i njihovoj 
prilagodbi potrebama prakse, pa je doprinos širenju 
znanja, itd. 

Izvan navedene kategorizacije Urednički odbor 
časopisa pozdravit će i članke zanimljivog sadržaja za 
rubriku "Zanimljivosti". U ovim člancima daju se opisi 
praktičnih izvedbi i rješenja iz proizvodnje, iskustva iz 
primjene uređaja i slično.  
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3. PISANJE ČLANKA
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Članak se piše hrvatskim jezikom te se metrološki i 
terminološki valja uskladiti sa zakonskim propisima, 
normama (ISO 80000 serija) i međunarodnim sustavom 
jedinica (SI). Materija u članku izlaže se u trećem licu 
jednine. 

Uvod sadrži opis problema i prikaz važnijih rezultata 
radova opisanih u citiranoj literaturi. Navodi se način 
rješavanja problema, koji se opisuje u članku, kao i 
prednosti predloženog postupka. 

Središnji dio članka može se sastojati od nekoliko 
dijelova. Treba izbjegavati matematičke izvode koji 
opterećuju praćenje izlaganja. Neizbježni matematički 
izvodi mogu se po potrebi, dati kao cjeline u obliku 
jednog priloga ili više njih. Preporuča se navođenje 
primjera kad je potrebno ilustrirati proceduru 
eksperimenta, postupak primjene rezultata rada u 
konkretnom slučaju ili algoritam predložene metode. 
Razmatranje treba u pravilu eksperimentalno potvrditi. 

Zaključak u kojem se navode ostvareni rezultati i 
naglašava efikasnost korištenog postupka. Istaknuti treba 
eventualna ograničenja postupka kao i područja moguće 
primjene dobivenih rezultata. 
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Gotovi članci pripremljeni u MS Word za Windows i 
prelomljeni prema ovom predlošku šalju se Uredništvu 
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odbor obraća samo prvom autoru, ako ima nekoliko 
autora, i uvažava samo stavove koje iznese prvi autor. 
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